
ReSuMe - New Supervised Learning Method
for Spiking Neural Networks

Filip Ponulak
Institute of Control and Information Engineering

Poznan University of Technology
Piotrowo 3a, Poznan, Poland

Filip.Ponulak@put.poznan.pl

Technical Report, Poznan, 2005

Available at:http://d1.cie.put.poznan.pl/∼fp/

Abstract

In this report I introduce ReSuMe - a new supervised learningmethod
for Spiking Neural Networks. The research on ReSuMe has beenpri-
marily motivated by the need of inventing an efficient learning method
for control of movement for the physically disabled. However, thorough
analysis of the ReSuMe method reveals its suitability not only to the task
of movement control, but also to other real-life applications including
modeling, identification and control of diverse non-stationary, nonlinear
objects.
ReSuMe integrates the idea of learning windows, known from the spike-
based Hebbian rules, with a novel concept of remote supervision. Gen-
eral overview of the method, the basic definitions, the network architec-
ture and the details of the learning algorithm are presented. The proper-
ties of ReSuMe such as locality, computational simplicity and the online
processing suitability are discussed. ReSuMe learning abilities are illus-
trated in a verification experiment.

1 Motivation

Control of posture and movement in the biological neural systems is a complex, nonlinear
task. The neural mechanisms underlying control are still merely understood. The key
role in that task is attributed to the plasticity and learning abilities of the Central Nervous
System (CNS) [1].

The question on how the motor control system performs its tasks becomes pertinent, when
facing the problem of CNS disorders causing the subjects’ disability in grasping, stand-
ing or walking. In many cases the diminished functions can beaugmented by the modern
rehabilitation techniques, such as Functional ElectricalStimulation (FES) or Functional
Neuromuscular Stimulation (FNS) [2, 3, 4, 5]. However, there is still a great challenge for
engineers to design appropriate controllers meeting the requirements arising in FES and



FNS systems [2]. Such controllers are supposed to be robust and flexible. A special empha-
sis should be put on their good learning abilities and the adaptability to non-stationarities
and nonlinearities of the human neuro-musculo-skeletal system. Thus, new, effective learn-
ing methods suitable for reconstructing of the neural signals (temporal sequences of spikes)
are required.

Spiking Neural Networks (SNN) [6, 7] seem to be a very promising tool for such neuro-
controllers synthesis.

SNN represent a special class of the Artificial Neural Networks, in which the neuron models
communicate via spike trains. In SNN the timing of individual spikes plays crucial role
[8]. Thus the relevant information is coded there in a similar manner as in the biological
neural and neuro-muscular structures. It has been proved that the spiking neurons are
computationally more powerful than perceptrons and sigmoidal gates [9, 10].

However, recent supervised learning methods in SNN are not suitable for the considered
control tasks.

Most of the works in this area have focused on the gradient-following approach [11, 12, 13,
14, 15]. However, since explicit calculation of the gradient in SNN is unfeasible, usually
special simplifications are postulated: in [14] it has been assumed that time scale is discrete,
methods presented in [11, 12] or [13] require that the learning algorithms work in a range
where all postsynaptic potentials are linear functions of time. In [15] it was proposed to
evaluate the stochastic gradient. However, in this method the neuron firing was modeled by
the Poisson process, which in the biological neurons holds only for the specific conditions.

All above simplifications constrain severely the use of the gradient-following learning
methods.

In this report a definitely different approach is presented.A new learning technique, called
ReSuMe (Remote Supervised Method), for the Spiking Neural Networks (SNN) is intro-
duced.

Instead of computing gradient, ReSuMe takes advantage of the learning windows idea [6]
integrated with a novel concept of remote supervision. It isshown experimentally that
this approach has interesting learning properties desirable from the point of view of the
considered control tasks.

The learning window has been introduced first for the Hebbianlearning in the context of
spike-based learning rules such as Spike-Timing DependentPlasticity (STDP) [16, 17].

The original Hebbian rule and STDP are unsupervised learning techniques. For this reason
they are not suitable for the applications that require an explicit goal definition. However,
STDP rule has some important properties that would be desirable also for the supervised
learning methods.

First of all STDP is a local rule. The local character of the learning mechanism enables the
scalability of STDP. Since the synaptic weights are updatedin the incremental manner, the
method is suitable for the on-line processing. Another consequence of the STDP locality
is the computational simplicity of STDP implementations.

For these reasons it is interesting to define a new learning method for SNN which inherits
the advantages of the STDP approach while enabling supervision.

In the next chapter Remote Supervised Learning Method is introduced. It is argued that
ReSuMe possesses the expected properties and for this reason is suitable for the real-life,
real-time applications. The presentation of ReSuMe beginswith the general overview of
the method. Next, the basic definitions and the learning algorithm are introduced. Finally,
the properties of ReSuMe are illustrated in a verification experiment.



2 ReSuMe Introduction

The goal of ReSuMe learning is to impose on a neural network the desired input-output
properties, i.e. to produce the desired spike trains in response to the given input sequences.

The ReSuMe learning algorithm can be understood as follows.Consider a subsetN l of
all neurons in a spiking neural network.N l consists of neurons, which update their input
synaptic connections according to ReSuMe method. Each neuron in N l is excited simul-
taneously with a number of spike trains through multiple synapses. Assume that for each
of these neurons an individually assigned single signal with the predetermined timing of
spikes is defined - this is the reference (teacher) signal desired at the learning neuron’s
output.

The ReSuMe learning proceeds by balancing two opposite rules determined over every
synapse terminating at the considered learning neurons (Fig.1). The rules have the forms
similar to STDP and anti-STDP mechanisms, respectively [6]. The rules are expressed as
functions, called learning windows, of the difference between: presynaptic and reference
spikes times (the first rule) or pre- and postsynaptic spikestimes (the second rule).

According to the first rule, an excitatory (inhibitory) synapse is facilitated (depressed) if
it transmits a presynatpic spike directly before the reference spike time (Fig.1.B.1). Ac-
cording to the second rule an excitatory (inhibitory) synapse is depressed (facilitated) if a
presynaptic spike arrives directly before a postsynaptic spike (Fig.1.B.2). The combination
of these rules allows to obtain the desired timing of spikes at the learning neurons with a
very high precision.

The learning rules are local. Thus ReSuMe is scalable and canbe applied in the same form
to the simple structures of neurons as well as to the large, complex networks.

In the presented learning method, neurons that deliver the desired signals (teacher neurons)
are not directly connected to the learning neurons. However, they supervise the learning
synapses, i.e. their activity determines the synaptic weights modification (Fig.1.A). For this
reason the proposed learning approach is called a Remote Supervised Method (ReSuMe).

2.1 Basic Definitions

There are three types of neurons that take part in the learning process: input, learning
and teacher neurons. A set of input neuronsN in = (nin

1 , nin
2 , ...) represents the neurons

activating the learning synapses. A set of learning neuronsN l = (nl
1, n

l
2, ...) consists of

the neurons that receive signals from the learning synapsesand are expected to produce
the desired signalsSd(t). The signalsSd(t) are delivered to the network via set of teacher
neurons:Nd = (nd

1, n
d
2, ...).

Learning triple. For every learning neuronnl
i we define a subsetN in(i) ∈ N in of input

neurons activating the neuronnl
i. We also specify a single teacher neuronnd

j delivering the
desired signals for the neuronnl

i (we denote it bynd
j (i)). Hence we can define alearning

triple Li = (N in(i), nl
i, n

d
j (i)) for each learning neuroni.

Spike train.We formally specify signals transmitted in Spiking Networks. Lett(f)
m be the

firing times of a neuronm (wheref=1,2,... is a label of each individual spike emitted by
the neuron). According to [6] a spike train of a neuronm is defined as a sequence of the
firing times:

Sm(t) =
∑

f

δ(t − t(f)
m ), (1)

whereδ(x) is the impulse function (δ(x) = 1 for x = 0 andδ(x) = 0 elsewhere).
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Figure 1: Two concepts underlying ReSuMe learning: (A) Remote supervision.In Re-
SuMe the synaptic efficacywki, between any given presynaptic neuronnin

k (i) and a cor-
responding postsynaptic neuronnl

i, depends not only on the correlation between the pre-
and postsynaptic firing times, but also on the correlation ofactivities betweennin

k (i) and
a ’remote’ teacher neuronnd

j (i). (B) Learning windows.Changes of the synaptic efficacy
wki are triggered by teacher or postsynaptic action potentialsat timestd,(f) andtl,(f), re-
spectively. The amplitude of change is determined by the functionsW d(td,(f)−tin,(f)) and
W l(tl,(f)−tin,(f)), called learning windows.

Learning windows.In ReSuMe, for any synaptic connectionwki from a neuronnin
k to

nl
i, the synaptic weight is updated at the firing times ofnl

i or nd
j (i). The amplitude of

modification is determined by two functionsW d(sd) andW l(sl) wheresd = td,(f)−tin,(f)

andsl = tl,(f)−tin,(f). The functionsW d(sd) andW l(sl) are learning windows[6]. In
ReSuMe these functions are exponential (Fig.1.B). Such shape of the learning window is
based on the experimental physiological observations [18].

Performance measure.In order to quantitatively estimate the performance of learning,
we define three measures of the quality of the desired signal approximation. The first
measure, called performance index, expresses the global distance between the trained and
the desired signals. The second measure defines the precision of Sd(t) approximation
during the ReSuMe training. The third measure gives an amount of the time-shift error
between individual spikes inSd(t) and the correspondingSl

i(t) signal.

The process of learning during a single presentation of a pair of patterns (input/desired
output) is called a learning session. For them-th learning session we definea performance
indexP (m) as:

P (m) =

∫ ∣∣L
(
Sd(t)

)
− L

(
Sl(t)

)∣∣ dt (2)

where for any spike trainS(t) defined by (1),L(S(t)) denotes a lowpass filtering:

L(S(t)) =
∑

f

exp

(
−t + t(f)

τ

)
·H
(
t − t(f)

)
(3)

H(x) = 0 for x < 0, H(x) = 1 elsewhere;τ is a filter time constant.

The performance index can be viewed as a measure of a distancebetween the considered
spike sequences. It takes high values for the poor quality offit while it decreases to zero
for Sl(t) = Sd(t).



Denote byŜl(t) an output signal obtained after the ReSuMe training. We say that Ŝl(t)
approximatesSd(t) with theprecisionr if the following conditions are satisfied:

1. the number of spikes in̂Sl(t) and inSd(t) is equal.

2. for each td,(f) ∈ Sd(t) there exists one and only onetl,(f) ∈ Ŝl(t) such that
|td,(f)−tl,(f)| ≤ r,

The precision parameterr is a real positive value. It is reasonable to expect the valueof
r less than a half of a minimal inter-spike interval inSd(t) in order to avoid an incorrect
assignment of the same spike inŜl(t) to more than one spike inSd(t).

Finally, for the signalŜl(t) we introducea spike-shift errore(t) which gives the measure
of a distance between the corresponding spikes inŜl(t) andSd(t). The spike-shift error
e(t) is defined as a vector of pairs(td,(f),∆t(f)) wheretd,(f) is a time of thef -th spike in
the desired spike trainSd(t) and∆t(f) is a time difference betweentd,(f) and the time of
the nearest spike in̂Sl(t) (an example ofe(t) is illustrated in Fig.3.F).

2.2 Learning algorithm

Learning in ReSuMe is performed by modifying the synaptic efficacieswki of every synap-
tic connection between an inputnin

k (i) ∈ N in(i) and a learning neuronnl
i. The modifica-

tion algorithm is applied according to the following equation:

d
dt

wki(t) = Sd(t)

[
ad +

∫
∞

0

W d(sd)Sin(t − sd) dsd

]

+ Sl(t)

[
al +

∫
∞

0

W l(sl) Sin(t − sl) dsl

]
, (4)

The (real-valued) constantsad and al determine amplitudes of, so called, non-Hebbian
processes of weight modifications. For the excitatory synapsesad > 0 andal < 0, whereas
for the inhibitory synapsesad < 0 andal > 0.

The integral functions in (4) represent the Hebbian contributions to the weight change:
the first one depending on the correlation between the presynaptic and teacher activities
(Sin(t), Sd(t)) and the second one depending on the correlation between thepre- and post-
synaptic signals (Sin(t), Sl(t)). To express these two correlation factors, respectively,we
use learning windowsW d(sd) andW l(sl) introduced in the previous section (where again
sd = t

d,(f)
j − t

in,(f)
k and sl = t

l,(f)
i − t

in,(f)
k ). Here we propose a simple choice for the learn-

ing windows, inspired by [18] and optimized to ensure fast convergence of the ReSuMe
algorithm:

W d(sd) =





+Ad · exp

(
−sd

τd

)
if sd > 0,

0 if sd ≤ 0,
(5)

W l(sl) =





−Al · exp

(
−sl

τ l

)
if sl > 0,

0 if sl ≤ 0,
(6)

whereAd, Al andτd, τ l are some constants. For the excitatory synapsesAd andAl take
the positive real values, whereas for the inhibitory synapsesAd, Al are negative. In both
cases the learning time constantsτd, τ l are real and positive. The learning windows defined
by (5) and (6) are illustrated in Fig.1.B.



If we now set:al = −ad, Al = Ad andτ l = τd, then Eq.(4) takes the following form:

d
dt

wki(t) =
[
Sd(t) − Sl(t)

] [
ad +

∫
∞

0

W d(sd)Sin(t − sd) dsd

]
, (7)

Equation (7) reveals that the synaptic modifications are essentially driven by the difference
[Sd(t) − Sl(t)] between the desired and generated signals.

Assign byD the whole time domain in which the synaptic plasticity ofwki(t) is observed.
At any time t∈D the term[ad +

∫
∞

0
W d(sd)Sin(t − sd) dsd] 6= 0. On the other hand

[Sd(t)−Sl(t)]=0 if and only if tl,(f)= td,(f)= t. Thus, the synaptic efficacy in (7) remains
unmodified for the whole time domainD, that is∀t∈D dwki(t)/dt = 0, if and only if
∀t∈D Sl(t)=Sd(t). This conclusion states that eq.(7) reaches the fixed point only for the
learning signalSl(t) equal to the desired signalSd(t). It can be shown that under certain
conditions this fixed point is a global, positive attractor in the weight space.

2.3 Network Architecture

For any learning tripleLi = (N in(i), nl
i, n

d
j (i)) there are two aspects of learning that must

be taken into account in order to reconstruct the desired spike trainSd
j (t) at the learning

neuronnl
i:

1. ensuring optimal synaptic weights at the input (presynaptic) connections tonl
i,

2. ensuring that the set of signals drivingnl
i and the trained output signal̂Sl

i(t) are

in such a relation that every desired spiket
l,(f)
i ∈ Ŝl

i(t) is directly preceded by at
least one excitatory presynaptic spike1 enteringnl

i.

The first condition is expected to be satisfied by the learningprocedure itself while the
latter one must be satisfied by designing an appropriate network architecture.

Assign the set of signals driving the neural network bySin(t) and the signals that input
a given learning neuronnl

i by Ŝin
i (t) (cf.Fig.2). We require a subnetwork performing a

specific, unique mapping fromSin(t) onto Ŝin
i (t) such that for any arbitrary chosen pairs

of Sin(t) andŜl
i(t) and for allnl

i ∈ N l condition 2 is satisfied with respect tôSin
i (t).

Such mapping can be performed in different network architectures. Recently ReSuMe has
been applied and used (successfully) for training in sparseand in fully connected recurrent
networks.

As an example, we present here an implementation of ReSuMe inthe Liquid State Machine
(LSM) architecture proposed by Maass et al. (see e.g. [19]).The Liquid State Machine
consists of a large, fixed ”reservoir” network - the neural microcicuit (NMC) from which
the desired output is obtained by training the suitable output connection weights. The
properties of LSM and NMC are described in details in [19].

In the implementation of ReSuMe method the original LSM approach has been modified.
The modified architecture consists of a set of input neuronsN in, theNMC structure, a
set of learning neuronsN l and a corresponding set of teacher neuronsNd (Fig.2). NMC

receives signalSin(t) from N in and transforms it into a vector of signalŝSin
i (t) which

is presented to the adequate learning neuronsnl
i ∈ N l. The teacher neuronsNd are not

1This condition is necessary, since the special cases such as bursting neurons or huge currents
injection are not considered here.
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Figure 2: ReSuMe implemented in the modified Liquid State Machine Architecture. The
network consists of a set of input neuronsN in, the NMC structure, a set of learning
neuronsN l and a corresponding set of teacher neuronsNd. NMC receives signalSin(t)

fromN in and transforms it into a vector of signalsŜin
i (t) which is presented to the learning

neuronsN l. The learning neurons are supervised by the corresponding teacher neuronsNd

that deliver individually assigned reference patterns to eachnl∈ N l.

directly connected with any other structure, however the correlation of activity of the par-
ticular nd

i ∈ Nd with Ŝin
i (t) determines the modification of the synaptic efficacy of the

connections betweenNMC andnl
i (as it was described in the previous section ).

3 Experimental verification

In this section I present the results of an experiment that confirms an ability of ReSuMe to
efficiently train the network to produce the desired output patternSd(t) in response to the
given, specified input spike sequenceSin(t).

The experiment was performed in CSIM: A neural Circuit SIMulator [20]. BothSin(t)
and Sd(t) signals were generated randomly over a time interval of 400 ms. The input
sequenceSin(t) (Fig.3.A) was presented to NMC through the input unit that projected on
all neurons of NMC. NMC consisted of 800 Leaky-Integrate-and-Fire (LIF) neurons [6]
with the connections generated randomly according to the procedure described in [19].
NMC responded to the input sequence with the unique state traceŜin (Fig.3.B). This trace
was a driving input to a single readout neuron.

The readout was trained over 100 learning sessions to produce the desired spike trainSd(t)
(Fig.3.D). At every learning sessionm the same pairs ofSin(t), Sd(t) signals were pre-
sented to the network, the learning neuron signalSl(t) was recorded and a performance
indexP (m) was calculated. An output signalSl(t) at the initial state of learning and the
trained output̂Sl(t) are depicted in Fig.3.C and 3.E respectively.

During the training the quality ofSd(t) approximation improved significantly fromP (1) =
114.25 to P (100) = 3.87 (Fig.3.G). Starting from the 75-th learning session all spikes of
Sd(t) were correctly recalled at the learning neuron and the spiketimes of the produced
output were only slightly shifted in relation to the desiredtimes. After the training an



average spike-shift-errore(t) was 0.65 ms and the maximal error did not exceed 2 ms
(compare to 8 ms of the minimal interval between the neighboring spikes in the desired
signal) (Fig.3.F).

4 Conclusions

In this report a new supervised learning method for SNN has been presented. The method
called ReSuMe introduced a novel approach to the supervisedlearning techniques by inte-
grating the idea of learning-windows with the novel conceptof remote supervision.

The experiment presented here confirmed that ReSuMe can efficiently learn the desired
temporal sequences of spikes and that the learning process converges quickly.

Further studies on ReSuMe indicate that the method enables to learn multiple patterns of
spikes. This can be performed sequentially or in parallel, by assigning different patterns to
the particular outputs of the trained network. Since the method is based on the correlation
of spike times, it is expected that ReSuMe should work properly not only for the LIF
models, but also for other, more complex, models (e.g. Hodgkin-Huxley models) of spiking
neurons. This was also experimentally verified [21].

The performance of the learning process in ReSuMe depends among others on the learning
window parameters and the appropriate matching of the network size to the complexity
of the learning task (determined by the number of spikes, thelength and number of the
learning patterns, etc.). The learning performance is determined also by an ability of the
reservoir-network (in the LSM architecture - of the neural microcircuit) to transform any
given input signal into the network state such that the stateprojection onto a learning unit
covers uniformly, with the desired density of spikes, the time domain required for the given
learning tasks.

At the moment it cannot be uniquely determined whether the proposed mechanism of ”re-
mote supervision” is biologically plausible. However, there are many physiological evi-
dences for, so called,heterosynaptic plasticity[18], [22], [23], in which the induction of
synaptic modiffcations at one set of synapses can be accompanied by changes at some
neighboring synapses that did not experience the inductionactivity. This phenomenon is
similar to the concept of ”remote supervision” and can contribute to determining the bio-
logical processes potentially underlying this concept.

General features of Spiking Neural Networks and the particular properties of ReSuMe sug-
gest the suitability of ReSuMe for the eventual applications to the real-world, real-time
tasks.
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Figure 3: The network of integrate-and-fire neuron models was trained to produce a desired
spike trainSd(t) in response to an inputSin(t). Both signals of length 400ms were gener-
ated randomly. The network consisted of a single input, single output, a teacher neuron and
the NMC structure with 800 units. The system was trained over100 learning sessions. (A)
Input spike trainSin(t). (B) NMC state tracêSin(t) resulting fromSin(t). The consec-
utive rows of points indicate the spike trains generated by the NMC neurons (labeled here
with numbers). (C) OutputSl(t) before the training. (D) Spike trainSd(t) desired at the
output. (E) OutputŜl(t) after the training. (F) Spike-shift errore(t) betweenSd(t) and
Ŝl(t). Error (given in [ms]) is plotted as a function of time. (G) Performance indexP (m)
in the consecutive learning sessionsm.
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