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Preface

This volume is part of the three-volume proceedings of the 21st International
Conference on Neural Information Processing (ICONIP 2014), which was held
in Kuching, Malaysia, during November 3-6, 2014. The ICONIP is an annual
conference of the Asia Pacific Neural Network Assembly (APNNA). This series of
ICONIP conferences has been held annually since 1994 in Seoul and has become
one of the leading international conferences in the area of neural networks.

ICONIP 2014 received a total of 375 submissions by scholars from 47 coun-
tries/regions across six continents. Based on a rigorous peer-review process where
each submission was evaluated by at least two qualified reviewers, a total of
231 high-quality papers were selected for publication in the reputable series of
Lecture Notes in Computer Science (LNCS). The selected papers cover major
topics of theoretical research, empirical study, and applications of neural infor-
mation processing research. ICONIP 2014 also featured a pre-conference event,
namely, the Cybersecurity Data Mining Competition and Workshop (CDMC
2014) which was held in Kuala Lumpur. Nine papers from CDMC 2014 were
selected for a Special Session of the conference proceedings.

In addition to the contributed papers, the ICONIP 2014 technical program
included a keynote speech by Shun-Ichi Amari (RIKEN Brain Science Institute,
Japan), two plenary speeches by Jacek Zurada (University of Louisville, USA)
and Jirgen Schmidhuber (Istituto Dalle Molle di Studi sull’'Intelligenza Arti-
ficiale, Switzerland). This conference also featured seven invited speakers, i.e.,
Akira Hirose (The University of Tokyo, Japan), Nikola Kasabov (Auckland Uni-
versity of Technology, New Zealand), Soo-Young Lee (KAIST, Korea), Derong
Liu (Chinese Academy of Sciences, China; University of Illinois, USA), Kay Chen
Tan (National University of Singapore), Jun Wang (The Chinese University of
Hong Kong), and Zhi-Hua Zhou (Nanjing University, China).

We would like to sincerely thank Honorary Chair Shun-ichi Amari, Mohd
Amin Jalaludin, the members of the Advisory Committee, the APNNA Gov-
erning Board for their guidance, the members of the Organizing Committee for
all their great efforts and time in organizing such an event. We would also like
to take this opportunity to express our deepest gratitude to all the technical
committee members for their professional review that guaranteed high quality
papers.

We would also like to thank Springer for publishing the proceedings in the
prestigious LNCS series. Finally, we would like to thank all the speakers, authors,
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and participants for their contribution and support in making ICONIP 2014 a
successful event.

November 2014 Chu Kiong Loo
Keem Siah Yap

Kok Wai Wong

Andrew Teoh

Kaizhu Huang
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Real Time Crowd Counting with Human Detection
and Human Tracking

Xinjian Zhang and Liqing Zhang

Key Laboratory of Shanghai Education Commission for Intelligent Interaction and Cognitive
Engineering,
Department of Computer Science and Engineering,
Shanghai Jiao Tong University, China
{zha, lgzhang}@sjtu.edu.cn

Abstract. Real-time crowd counting is of many potential applications, such as
surveillance, crowd flow control in subway. In this paper, we propose a fast and
novel method for estimating the number of people in crowded surveillance
scenes. This method is able to count people in real time and is robust to
changes of illumination and background. The combined rectangle features and
cascade of boosted classifier are employed to train a multi-scale head-shoulder
detector. The detector can detect human in every frame with a high accuracy.
Then human tracking is used to track the detected people and remove duplicates
in successive frames. Experiments on a real-world video show the proposed
method can give an accurate estimation in real time.

Keywords: Crowd Counting, Human Detection, Human Tracking.

1 Introduction

Real-time crowd counting in videos becomes more and more important for public
area monitoring for the purpose of safety and security. The goal of crowd counting is
to estimate the number of people passing through a given line or a given area. It has
many valuable real-world applications, such as controlling the number of people in
the venues, estimating the people flow in the subway station, counting people entering
and exiting. There are still many challenges to be solved in this task. First, in crowded
scenes, the occlusion between people is serious. Second, the resolution of video in
surveillance camera is relatively low, detailed information is lost. In real-word places,
such as in subway stations and libraries, we find that most monitors are above the
front of people’s heads. This is because at this position, monitors can capture faces,
dresses and other characteristics of pedestrians passing through. So in our scenario,
we assume that the cameras are installed at a high place, facing the crowd flow
direction.

Most previous approaches can be divided into two categories. The first type is
based on the counting-by-regression framework, where extracted features are directly
regressed to the number of people. The second type is mainly based on multi-target
human detection.

C.K. Loo et al. (Eds.): ICONIP 2014, Part ITI, LNCS 8836, pp. 1-8, 2014.
© Springer International Publishing Switzerland 2014



2 X. Zhang and L. Zhang

The counting-by-regression methods extract low level features, such as the fore-
ground pixels, HOG features, and such local features are transformed to the number
of people using regression. Cong et al. [1] used 1-D flow velocity estimation to ex-
tract dynamic mosaic. Then they did regression between the features of dynamic mo-
saic (pixels number, edge pixels number, width of the mosaic) and number of people.
Ma and Chan [2] used local HOG features as the low level feature and did regression
between the meaningful local descriptors and the number of the people. These me-
thods only used low level features, so most of them can run in real time. But these
systems can’t be large-scale deployed because extracting these low level features is
highly dependent on the prior knowledge of the background and the position of cam-
eras. When the scene changes, these low level features will change a lot and the pre-
trained regression function will fail to work.

Multi-target human detection can be used to count people in crowd scenes. Lin et
al. [3] used Harr wavelet transform to extract the area with head-like contour, then
used Support Vector Machine to determine whether these areas are heads or not.
Their method can count people in a single image. Li et al [4] used a foreground seg-
mentation algorithm and a HOG based head-shoulder detection algorithm to estimate
the number of people in images. But these methods can’t work in real time; the heavy
computational cost limits their applications to real-world problems.

In recent years, there are great progresses in object detection. It is possible to im-
plement robust pedestrian detection in real time. In this paper, we propose a novel
real-time crowd counting method. Fig. 1 shows the block diagram of the whole sys-
tem. We use combined rectangle features and cascade of boosted classifier to train a
head-shoulder detector. The detector can detect human in every frame with a high
accuracy and then human tracking is used to track the detected people. The number of
detected pedestrians is equal to the number of the tracks.

The rest of this paper is organized as follows: Section 2 introduces the training
process of the head-shoulder detector; Section 3 proposes how to remove duplicate
detected pedestrians by human tracking, followed by experimental results and discus-
sions in Section 4. Finally conclusions are given in section 5.

Combined Rectangle
Features

I Head-Shoulder
Detector

Cascade of Boosted
Classifier

\ 4

Human Human Ly Pedestrian
Detection Tracking Number

Crop Image P

Input Video Sequence

Fig. 1. Framework of the Proposed Crowd Counting System
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1. Given: N labeled examples (y, € {—1,1})
and initial weights  wg (k) of examples.
2. Fori=1:T
*Train a weak classifier h;
*Calculate the weighted error of
hize; = TRoy wi(l) 0 # hi(xi))
*Set @ = —3log (e;/(1 - &)
*Set
Wi (k) = w; (k) GXP(—U‘LJ’khi(xk))
/Z;, Z; is the normalization constant.
3. Ouput the final classifier C(x) =
sign(f (x)), where f(x) = XI_; a; hi(x).

Fig. 2. All channels, (a) is the original image, (b) is Fig. 3. Training Processing of
the RGB channels, (c) is gradient magnitude, (d) is the Adaboost
six orientations quantized gradient

2 Head-Shoulder Detection

Human detection is one of key issues in computer vision. In real world applications,
people concern both accuracy and speed. In our system, we use the combined rectan-
gle features and cascade of boosted classifier to realize real time human detection.

2.1  Combined Rectangle Feature

A rectangle feature is the sum of values in a given rectangle and given channel. Dollar
et al. [5] augmented channels using linear and non-linear transform. There are total
ten channels used in this paper, as shown in Fig. 2. Integral image is an image repre-
sentation, allowing fast rectangle feature extraction. It was first proposed by Viola
and Jones [6] for face detection. A rectangle feature can be computed by only 3 op-
erations with integral channels:

r(X, Y5 X, ¥,) =1(x,, y) = 1(x, =1y, )= 1(x,, y, =D+ 1(x, =Ly, =1 (D
where [/ is one integral channel of the image. A combined rectangle feature is the li-
near combination of several rectangle features:

K K
Rcombined = Z Wir;' ? z Wi = 1 (2)
i=1 i=1

where K is the number of rectangles. K=1, 2, 3, 4 is used in this paper. The position
of rectangles, channel index and weights are all random sampled.

2.2  Cascade of Boosted Classifier

Adaboost is a fast approach to train a classifier when given a lot of simple features.
It’s widely used in object detection [5, 6, 7]. The training error of Adaboost is

bounded by:
T
8tmin S Hz\/gt (1_81) (3)
i=1
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where T is the total number of weak classifiers, €; is the training error of the i-th weak
classifier. Equation (3) indicates that the training error decreases exponentially as the
number of weak classifier increasing. The training process of Adaboost is shown in
Fig. 3. A boosted classifier consists of N weak classifiers has the following form:

Cx)= Zaihl. (x) 4)

where h;(x) is a weak classifier, a; is the weight of the classifier, C(x) is the final
boosted classifier. In our system, we adopt decision tree as our weak classifier. A
decision tree hy,..contains a decision function h; at every non-leaf node:

h; = p;xsign(x(k;)=1;) ©

Where p; € {—1,1} is the polarity. When training the decision tree, we find the best
feature (x(k;)) and threshold (¢;) to minimize the error. We cascade several boosted
classifiers to get our final classifier, and refer to [6] for details. Given a trained cas-
cade of classifiers, the false positive rate F and detection rate D are:

FzﬁFi and DzﬁDi (6)
=1 =1

where F; and D; is the false positive rate and detection rate for one layer.

On one hand, when one people can’t be detected at one frame, it can still be de-
tected out in other frames. On the other hand, it is difficult to remove the object that is
falsely detected as a people. Therefore in our system, we use a low detection rate.
Meanwhile, the false positive is very low.

3 Human Tracking Based Number Estimation

In this section, we describe how the detected pedestrians, obtained in individual
frames, are converted into the number of pedestrians in the videos. We adopt the
tracking method proposed in [8], for its speed and accuracy. We randomly sample
many positions around the current position. All the samples are compressed by the
same sparse measurement matrix. Then the tracking task is converted to a classifica-
tion problem. We deal it with Native Bayesian Classifier. The sample with the max-
imal classifier response will be the position of the pedestrian in the next frame.

As shown in Fig. 4, in every frame, we hold a pool of candidates and track each
candidate. In the next frame, we get the tracking results. At the same time, the head-
shoulder detector will detect new pedestrians in this frame. We calculate the overlap
between the new detected pedestrian and the tracking results. If the overlap between
them exceeds a predefined threshold, they will be considered as the same person; we
will use the detected location as the candidate location, and this will avoid deviation
caused by tracking. Otherwise the detected result will be recognized as a new person.
After this merging process, we get the candidates in the second frame. The overlap
threshold will be determined by experiments. It’s defined as (7):

— S ﬂSz

7
SUs. )
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We also add the following constraints to the tracking process. They will make the
tracking process faster and more accurate:

e The velocity of the pedestrians can’t be too fast;
e The size of the detected pedestrians are stationary;
e Pedestrians can only walk towards the camera.

This process will carry on in each frame. When the tracks touch the bottom boun-
dary, or the left and right boundary, we think the pedestrian will disappear from the
interested area in the next frame and will not track it anymore. This tracking process
establishes matches between head-shoulders crossing frames. By counting the number
of tracks, we get the number of pedestrians in the video.

e o SO
¢

S TR,

Frame ¢ /
Fig. 4. Red boxes are candidate pedestrians; green boxes Fig. 5. Some Typical Positive
are tracking results; yellow boxes are detection results Examples

Wil i

4 Experimental Results

4.1 Dataset

Dataset for Training Head-Shoulder Detector. We collect 985 positive examples
from 423images. 336 of them are from the well-known INRIA set and the others are
cropped from our recorded videos. When training, all these examples will be norma-
lized to 48*48 pixels. For the negative examples, 564 of them are from the INRIA
negative set, 297 are cropped from our recorded videos without head-shoulder. Five
thousand negative examples will be sampled from the negative images when training.
Some typical examples of header-shoulder are shown in Fig. 5.

Dataset for Testing. We test our algorithm on a real video taken in the subway sta-
tion. There is a stationary camera mounted at the subway tunnels, above the front of
pedestrian’s head. The orientation of the camera is about 30 degree. There are 1000
frames in total and the frame rate is 10 fps, which is available at our ftp server'. The
crowd density in the tunnels ranges from sparse to very crowd.

! ftp://zha:public@public.sjtu.edu.cn/TestSequence/
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4.2 Human Detection Results

We drop the pixels far away from the camera and too close to the camera. The detec-
tion is performed on the cropped images (320*%126 pixels). We labeled 200 successive
frames. Following PASCAL VOC evaluation protocol [9], a detected bounding box is
considered correct if and only if it overlaps more than 50% with one ground truth
bounding box, otherwise it will be considered as a false positive.

In the 200 labeled frames, there are total 499 ground truth boxes. Our detector
detect out 379 of them and the number of false positive boxes is 5. The detection rate
is about 76.0% and false positive per image is 2.5%. But when one pedestrian is not
detected in one frame, it can still be detected out in other frames. We count identical
pedestrians in the 200 frames, there are 69 pedestrians in total, and 66 of them are
detected out at least once. The detection rate is 95.7%.

Fig. 6(a) is the visualization of the trained head-shoulder detector. We can see that
pixels at the position of head and shoulder have a greater weight. Fig. 6(b) shows
some detection results. Results of the whole sequence can be found in our ftp server”.
Fig. 6(c) shows one sequence of tracking result. We can see that the blue boxes move
with people tightly and newly detected results can help correct the deviation.

Fig. 6. (a) Visualize spatial support of the trained detector, (b) Examples of detection results for
different levels of person density. The size of the bounding boxes shows the size of detected
pedestrians, (c) An example tracking sequences. The blue boxes are the tracking results; the red
boxes are the detecting results in current frame.

4.3 Crowd Counting Results

Because every pedestrian goes through the monitored area takes about 10 frames and
our method can’t guarantee the pedestrian coming first being counted first, we divide
all the frames into bins and count number in each bin. There are ten frames in each
bin. In each bin, we count the number of ground truth, number of predicted, number
of correctly predicted and number of false positive. We also compare our method with
a regression method. The regression method only counts pedestrians passing through
the bottom of this area, so the total counted number is less than our method. It does
regression between the number of foreground pixels and number of pedestrian. We
use the following criterion to evaluate our system:

2 ftp://zha:public@public.sjtu.edu.cn/DetectResult.avi/
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ZAII yins HOf ground truth - #of predicted)’

MSE = , €))
total # of bins
| #of ground truth - #of predicted |
Absolute Error = DI /P 9
total # of bins
| #of false positive |
FFPB= ZAll bins ff p (10)

total # of bins

The MSE and Absolute Error of the predicted number and correctly predicted
number are calculated respectively. Some results are shown in Table 1 and the FFPB
is 0.38. The accumulated counting results are shown in Fig. 7. A video of result can
be found on our ftp server’.

Table 1. The Results of Pedestrian Counting

Total Ground Predicted Num- MSE Absolute
Truth Number ber Error
Our Method (Total) 439 421 1.28 0.72
Our Method (Correct) 439 383 1.06 0.56
Linear Regression 380 320 1.38 0.87

450

—=— Ground Truth
400}~ | —=— Total Prediction
—=— Correct Prediction
350f |—=—False Prediction

300+

Total Pedestrains

. T 1 1 1 1 1 1 |
0 100 200 300 400 500 600 700 800 900 1000
Frame Number

Fig. 7. Total Number of Pedestrians

From the experimental results, we can see that our method achieves a high accura-
cy and the performance is better than regression method. Our methods can also adapt
to other scenes more conveniently and locate the position of pedestrians. This means
our method can give a more detail description of the crowd.

3 ftp://zha:public@public.sjtu.edu.cn/CountRes.avi
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4.4  Speed Measurement

All the code is written by Matlab. Our computer is equipped with Intel i7-3770
CPU@3.4GHZ, 8G memory. All speed results are given on the cropped images
(320*126 pixels), averaged over 1000 frames of the video sequence. The detection
speed achieves 77Hz and the final counting system achieves 45Hz. This means our
method is applicable to the real-time applications.

5 Conclusion

In this paper, we propose a novel method to estimate the number of pedestrians in
crowded scenes. We use the simple combined rectangle features and cascade of
boosted classifier to implement real time human detection. The head-shoulder detec-
tor can detect pedestrians in every frame with a high accuracy. Then human tracking
is used to track the detected pedestrians and remove duplicates. This method can not
only count pedestrians in crowd scenes, but can also locate pedestrians in videos,
which means it can do more things besides crowd counting. Experiments on a real
word video show our system is able to achieve satisfactory performance in real time.

Acknowledgement. The work was supported by the national natural science founda-
tion of China (Grant No. 91120305, 61272251).
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Abstract. A new algorithm for removing random-valued impulse noise
is proposed. We use a standardized version of the Rank Ordered Absolute
Differences statistic of Garnett et al. [1] to attribute weights to noisy
pixels. These weights are then incorporated into the Optimal Weights
Filter approach from [2,3] to construct a new filter. Simulation results
show that our method performs significantly better than a number of
existing techniques.

Keywords: random-valued impulse noise, denoising, Optimal Weights
Filter, Non-Local Means, Rank Ordered Absolute Difference.

1 Introduction

Random-valued impulse noise can be systematically introduced into digital im-
ages during acquisition and transmission [4]. Impulse noise is characterized by
replacing a portion of an images pixel values with random values, leaving the
remainder unchanged. In most applications, denoising is fundamental to subse-
quent image processing operations, such as edge detection, image segmentation,
object recognition, etc. The goal of denoising is to effectively remove noise from
an image while keeping its features intact. To this end, a variety of techniques
have been proposed to remove impulse noise.

Recently, an edge-preserving regularization method has been proposed to
remove impulse noise [5]. It uses a nonsmooth data-fitting term along with
edge-preserving regularization. In order to improve this variational method in
removing impulse noise, a two-stage method was proposed in [6] and [7]. It is
efficient in dealing with high noise ratio, e.g., ratio as high as 90% for salt-and-
pepper impulse noise and 50% for random-valued impulse noise. Its performance
is impaired by the inaccuracy of the noise detector in the first phase. In order
to find a better noise detector, especially for the random-valued impulse noise,
Garnett et al. [1] introduced a new local image statistic called ROAD to identify
the impulse noisy pixels. The result is a trilateral filter, which performs well
for removing impulse noise. However, when the noise level is high, it blues the

C.K. Loo et al. (Eds.): ICONIP 2014, Part III, LNCS 8836, pp. 9-16, 2014.
© Springer International Publishing Switzerland 2014
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images significantly. Dong et al. [8] amplified the differences between noisy pix-
els and noise-free pixels in ROAD, by introducing a new statistic called ROLD,
so that the noise detection becomes more accurate. When the random-valued
impulse noise ratio is as high as 60%, they still can remove most of the noise
while preserving image details.

The ROAD statistic is efficient but turns out to be sensible to the proportion
of the impulse noise, so that it is difficult to determine the parameters of the
concerned filters. In this paper, we propose a standardized version of the ROAD
statistic, called SROAD, to provide a more stable filter for which the determina-
tion of the parameters is simpler. We define new impulsive weights to magnify
the difference of SROAD values between noisy pixels and noise free pixels. We
then propose an efficient filter that combines the SROAD impulse noise detec-
tor with the optimal weights algorithm from [2,3] for removing random-valued
impulse noise. Extensive experimental results show that our method performs
significantly better than many known techniques.

2 Optimal Weights Filter for Random-Valued Impulse
Noise

2.1 Impulse Noise Model

An image containing random-valued impulse noise can be described as follows:
(1)

where u(z), x € I ={1,2,--- M} x {1,2,--- , N}, is the original image, n(z),
z € I, are independent random variables uniformly distributed in [Smin, Smax]s
Smin and Spax being respectively the lowest and the highest pixel luminance
values within the dynamic range, and p denotes the proportion of noisy pixels.
The goal is to recover the original image u(x), « € I, from the observed image
y(z), z € L

() = u(x), with probability 1 — p;
Y\ = n(zx), with probability p,

2.2 Standardized Rank Ordered Absolute Differences

The ROAD (Rank Ordered Absolute Differences) statistic introduced by Garnett
et al. [1] is known to be efficient in removing impulse noise. However this statistic
is too sensitive to the proportion p of noisy points. We find that the operability
of the ROAD statistic can be improved by its standardization.

For any pixel zy € I, we define the square window of pixels (whose center is
excluded) of size (2d + 1) x (2d + 1):

2 a={x:0< ||z — 20l <d}, (2)

where d is a positive integer and || - || denotes the supremum norm: |y||cc =
max{|y1],|yz|} for y = (y1,y2). We define the SROAD statistic by

K
1
SROAD(.’L‘()) = K Z’I“i(l‘o),l‘o el, (3)
=1
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where 7;(zo) is the i-th smallest term in the set {|y(z) — y(zo)| : © € 29 ;}
and 2 < K < card ng’d. Without the coefficient it is just the ROAD statistic
introduced by Garnett et al. [1]. The factor 1/K makes the statistic less sensible
to variations of the level of the noise p and to the choice of K.

We then define the impulsive weight as follows:

_ (SROAD(2)—-b)%

J(va) =e 2H? ) (4)

where b is the hard threshold of SROAD values, H is a parameter and (-)1 is
the positive part function: (y); = max{y,0}. The impulsive weights measure
the degree of contamination of a given pixel. With these weights we are able to
construct a filter which is stable to the variations of the impulse noise levels: the
constructed filter can remove most of the noise while preserving image details
even when the impulse noise ratio is as high as 60%. Furthermore, we do not need
the computationally expensive joint impulsivity weights introduced in Garnett
et al. [1].

2.3 Construction of Optimal Weights Impulse Noise Filter

Now, we adapt the Optimal Weights Filter [2,3] to treat random-valued impulse
noise. For any pixel g € I and a given h € N, the square window of pixels

Ugonh={z€l: ||z — 20l < h} (5)

will be called search window at . The size of the square search window Uy, 5, is
the positive integer number D = (2h+1)? = card Uy, 5. For any pixel z € Uy, 1
and a given n € N, a second square window of pixels V., = U, , will be
called for short a similarity patch at x in order to be distinguished from the
search window Uy, j. The size of the similarity patch V , is the positive integer
S = (2n+1)? = card V. The vector Y, = (y(x))gcevm formed by the values
of the observed noisy image at pixels in the patch V , will be called simply data
patch at © € Uy, 3.
Consider the weighted patch distance

Yo = Youllim=

> (@) (@ H)J(Tea!, H) (y(Toa') — y(a'))?
'€V .n

> k(2 (o', H)J(Tpa!, H) ’

' €Vag,n

where T, is the translation map defined by T,y = y + * — x¢, and & is the
smoothing kernel defined by

1
s@= 2 (2k + 1)2 ©)

k=max(1,7)
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if |z —xo|lco = j for some j € {0,1,---,h} and z € Uy, ,,. Introduce the impulse
detection distance by

Paman(@) = (Yo = Youll = n) - (7)

where p is parameter which controls the robustness of the estimate.
We define our new filter, called Optimal Weights Impulse Noise Filter (OW-
INF) by
S I H)Ke (P750®) yl)

ZL’EUT,O,h

; , (8)
S e Ha) K (750
z€Uyy,n

ﬂh($0) =

where the bandwidth @; > 0 can be calculated as in Remark 1 of [2] (cf. the
algorithm below), Hs is a parameter and K, is the triangular kernel:

Kult) = (1-t)-.

Notice that H and Hy may take different values. The weights defined by the
triangular kernel appears as optimal in [2,3].

To give some insights on the filter (8), note that the function J(z, Hy) acts
as a filter on the points contaminated by the impulse noise. In fact, if z is an
impulse noisy point, then J(z, Hz) = 0. So, in the new filter, the basic idea is
to apply the Optimal Weights Filter [2] by giving nearly 0 weights to impulse
noisy points. The computational algorithm is as follows.

— Algorithm : Optimal Weights Impulse Noise Filter
— Step 1
For each x € I compute:

K
ROADG(z) = 4 ;rz(x)

2
J(z,H) = exp (— (ROADggx)_b)Jr)

2
J(x, Hy) = exp (— (ROAD%I)%)J“)

— Step 2 Repeat for each zg € I
if ROADG(z) = 0
ﬂh(xo) = u(.’b()).
else
a) compute {Ps .z, (®) : & € Uy, p} by (7);
b) compute the bandwidth @ at g :
reorder {ps xz,(z) : @ € Uy, p} as an increasing sequence, say
ﬁ],n,zo (1'1) S ﬁ],n,zo (xQ) S e S ﬁ],n,zo (.’KM)
loop from k=1 to M
k

if 32 Prw,ao(wi) >0
i=1

1=
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else quit loop
else continue loop

end loop;

¢) compute the estimated weights: for i = 1, ..., M,
J(Jﬁisz)Kn<amoa(“)) .

M, J(IJ’H2)Ktr(ﬁwOa(wj)) ’

d) compute the filter @y, at zg :

up(wo) = Zf\il w(x;)y(zi).

To avoid the undesirable border effects in our simulations, we mirror the image
outside the image limits. In more detail, we extend the image outside the image
limits symmetrically with respect to the border. At the corners, the image is
extended symmetrically with respect to the corner pixels.

Here the parameter o acts as a smoothing factor for the restored image. The
larger the value of o, the more smooth the denoised image is. When computing
SROAD values, we follow approximately the rules:

@) =

d=[4p+1] and 9)
K = (2d +1)? x min(0.5, —p/4 + 0.55). (10)

For example when the noise ratio is 60% we use 7 x 7 windows and K = 19;
when the noise ratio is 40% we use 5 x 5 windows and K = 10; when the noise
ratio is 20% we use 3 x 3 windows and K = 4. The other parameters are chosen
as follows:

S=(210p+7+1)%, D= (2[4p+1]+1)3
30
H=5 d Hy;=27-20p.
+ 1+ 20p an 2 p

We point out that the values of parameters or the coefficients in the above
formulae can vary within certain range. The dependence of the filter on the
values of H and Hs in a neighborhood of the suggested value given above is not
very noticeable.

3 Simulation

In this section, the proposed algorithm is evaluated and compared with several
other existing techniques for removing random-valued impulse noise. Extensive
experiments are conducted on four standard 512 x 512 , 8-bit gray-level images
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Table 1. Comparison of restoration in PSNR(db) for images corrupted with random-
valued impulse noise

Images Baboon Bridge Lena Pentagon

p% 20% 40% 60% 20% 40% 60% 20% 40% 60% 20% 40% 60%
Method PSNR PSNR PSNR PSNR PSNR PSNR PSNR PSNR PSNR PSNR PSNR PSNR
MF [9] 22.52 20.65 19.36 25.04 22.17 19.36 32.37 27.64 21.58 28.29 25.16 23.41
SS-I [10] 22.46 21.35 19.42 25.90 22.85 19.04 33.43 27.75 20.61 28.28 26.43 23.85
ACWM|[11] 24.17 21.58 19.56 27.08 23.23 19.27 36.07 28.79 21.19 30.23 26.84 23.50
PWMAD(12] 23.78 21.56 19.68 26.90 23.83 20.83 36.50 31.41 24.30 30.11 27.33 24.46
IMF[13] 24.18 21.41 19.08 27.05 23.88 19.74 36.90 30.25 22.96 30.42 26.93 23.72
TriF [1] 24.18 21.60 19.52 27.60 24.01 20.84 36.70 31.12 26.08 30.33 27.14 24.60

ACWM-EPR (7] 23.97 21.62 19.87 27.31 24.60 20.89 36.57 32.21 24.62 30.03 27.35 24.59
ROLD-EPR [8] 24.49 21.92 20.38 27.86 24.79 22.59 37.45 32.76 29.03 30.73 27.73 25.70
FWNLM [14] 23.45 21.71 20.45 26.82 24.23 22.23 34.95 32.12 28.03 30.26 27.48 25.48
OWINF 25.01 22.41 20.46 27.86 24.91 22.49 37.56 33.07 29.05 31.18 28.19 25.78

Fig. 1. Results of different methods in restoring 40% corrupted images ”Baboon”:
(a)the noisy image; (b) results after the ACWM-EPR method [7]; (c) results after the
ROAD-trilateral filter [1]; (d) results after the ROLD-EPR method [8]; (e) results after
our OWINF; (f) the original image
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with different features, including ”Baboon,” ”Bridge”, ”Lena”, and ” Pentagon”.
Our experiments are done in the same way as in [8] in order to produce compara-
ble results. The authors of [8] kindly provided us with their set of noisy images,
restored images and PNSR values®.

3.1 PSNR Comparison

We first concentrate on directly comparable and quantitative measures of image
restoration. In particular, we evaluate the performance by using the peak signal-
to-noise ratio (PSNR) [15]. If w is the original image and w is a restored image
of u, the PSNR of u is given by

255

= 201log; g VMSE’

1 ~ V2
MSE = cardI ;e:l(u(x) —u(z))*.

PSNR

Larger PSNR values signify better restoration.

In Table 1, we list the best PSNR values from all considered methods for
the four images with p € {20%, 40%, 60%}. The best values are marked in bold.
From Table 1, it is clear that OWINF proposed in this paper provides significant
improvement over all other algorithms for the images ”"Baboon”, ”"Lena” and
”Pentagon”. For the image ”Bridge”, ROLD-EPR and our algorithm all provide
satisfactory denoising performance.

3.2 Visual Quality

Our main goal was to ensure that our approach provides improved denoising and
visually pleasing results. To compare the results subjectively, we enlarge portion
of the images restored by some methods listed in Table 1. Fig. 1 shows the
results in restoring 40% corrupted images of ”Baboon”. In the images restored
by ACWM-EPR [7] and ROAD-trilateral filter [1], we can see that there are still
some loss of details in the hair around the mouth of the baboon. The visual
qualities of images restored by ROLD-EPR [8] are improved obviously, but we
can still find a few noise around the nose of baboon. Our restored images are
quite good: they not only retain the abundance of image details, but also keep
the continuity of the details.

4 Conclusions

In this paper, we use a standardized version of ROAD statistic [1] to define new
impulsive weights in order to measure the degree of the contamination of a pixel
by a random impulse noise. Then we combine it with the Optimal Weights Filter
from [2,3] to get a new filter for removing impulse noise. Simulation results show
that our method is competitive compared with a number of existing methods
both quantitatively and visually.

L All of them are in www.math.cuhk.edu.hk/~rchan/paper/dcx/
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Abstract. In the real-time bidding (RTB) display advertising ecosystem, de-
mand-side-platforms (DSPs) buy ad impressions through real-time auction or
bidding from ad exchanges for advertisers. Receiving a bid request, DSP needs
predict the click through rate (CTR) for ads and determine whether to bid and
calculates the bid price according to the CTR estimated. In this paper, we
address CTR estimation in DSP as a recommendation issue. Due to the compli-
cated trilateral interactions among users, ads and publishers (web pages), con-
ventional matrix factorization does not perform well. Adopting ideas from
high-order singular value decomposition (HOSVD), we extend two dimensional
matrix factorization model to three dimensional cube factorization containing
users, ads and publishers, and propose an improved cube factorization model to
address it. We evaluate its performance over a real-world advertising dataset
and the results demonstrate that the improved cube factorization model outper-
forms the matrix factorization.

Keywords: click through rate estimation, demand-side platform, real time bid-
ding, cube factorization model.

1 Introduction

In the real time bidding (RTB) display advertising ecosystem, ad exchanges aggregate
ad impressions from multiple publishers and send them to several demand-side plat-
forms (DSPs) via real time auction. Receiving a bid request, each DSP needs to use
bidding algorithms to determine whether to bid the ad impression and search for an
optimal bid price for each impression. This bid price must be not higher than the ex-
pected cost-per-impression(eCPM) which is equal to the click-through-rate (CTR) for
the impression multiplied by the cost-per-click (CPC), or the conversion rate (CVR)
multiplied by the cost-per-action (CPA) [1,2]. If a CPC or CPA goal is fixed in ad-
vance, the eCPM directly depends on how well the CTR or CVR can be estimated.
Due to the difficulty of tracking the conversion actions of audience, CPC is nowadays
prevalent cost model how advertiser pays DSP. Therefore, we mainly focus on the
approach of CTR estimation for ad impressions used in DSPs.

We consider CTR prediction problem as a recommendation problem that ads need
to be recommended for users. Regularized matrix factorization models are known
generate high quality rating predictions for recommender systems [3,4]. However,

C.K. Loo et al. (Eds.): ICONIP 2014, Part III, LNCS 8836, pp. 17-24, 2014.
© Springer International Publishing Switzerland 2014
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matrix factorization models the bilateral interaction between users and items, that is to
say, though three types of attributes are available respectively according to a user, an
ad and a publisher in our problem, they would be divided into two groups on x-axis
and y-axis respectively [4]. Without loss of generality, it is supposed that one group is
composed of all attributes from a user and the other group is composed of those from
an ad or a publisher. So the interactions between the ad and the publisher inside the
second group will not to be learned. However the CTR estimation in RTB is a tripar-
tite interaction among pages, users and ads. Because the topic of the page p clicked by
the user u reveals the user's intention, whether the user u will click the ad a on the
page p is influenced not only by how well the content of the ad a conform the prefe-
rence of the user u but also by what extent the product in the ad a matches the topic of
the page p. For example, if the page p is a web page containing certain expertise, the
ads recommending professional publications with respect to that expertise may be
more appropriate to be impressed than game ads. In order to learn this tripartite inte-
raction, we propose an improved cube factorization model based on high-order Singu-
lar Value Decomposition(HOSVD) to extends two dimensional matrix factorization
model containing users and ads to three dimensional cube factorization covering
users, ads and publishers. This model learns the interaction among users, ads and
pages and outperforms the matrix factorization in addressing CTR estimation in our
experiments.
The contribution of this paper is two-fold:

e We address the issue of click-through rate prediction for DSP by introducing im-
proved cube factorization model based on high-order SVD. Our model shows its
superior performance in handling sparse data than matrix factorization. Further-
more, it also presents better scalability than matrix factorization.

e We conduct various experiments on large-scale real-world bidding log data to eva-
luate our model and algorithm. Our results show that our improved cube factoriza-
tion model is a highly promising direction for CTR estimation for DSP.

2 Related Work

There are a number of published studies on click-through rate prediction for search
advertising or web search [5,6,7]. Due to many new challenges different from pre-
vious application situations, such as more seriously sparse data, more types of ad slot
and more complex possibility of user action etc., it is hard to directly apply these ap-
proaches to solve our problem. B. Kanagal etc. [8] propose a novel focused matrix
factorization model which learns users' preferences towards the specific campaign
products for audience selection in display advertising. However, similar to recom-
mendation, only the relevance of the user preference and the ad campaign need to be
considered in audience selection. While for real-time CTR prediction in RTB, the
user, the ad and the context of publishing are all factors deservedly taken into ac-
count. Jinlong Wu etc. [9] present cube factorization model(CF) based on high-order
SVD to transform click-through rate prediction problem in personalization web search
into rating prediction issue, and verify its performance on artificial datasets. Due to
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different context of RTB from web search mentioned above, cube factorization model
is hardly applied to directly handle click-through rate prediction problem for DSP.
Therefore, we perform adaptation on the cube factorization model in order to make it
applicable for our problem and improve its performance on real-world datasets.

Few published literature adopts the method related to factorization models to han-
dle our problem. Therefore, we adopt the similar method to the solution proposed by
Tianqi Chen etc. [4] as the baseline. Tiangi Chen etc. [4] combine feature-based fac-
torization models and achieve first place in Trackl of KDD Cup 2012.

3 CTR Prediction for DSP with Improved Cube Factorization
Model

Z(ad)
ad

page -
XKiuser) @ Y(page)
R

c

Fig. 1. Third-Order HOSVD

3.1 Problem Setup and Formulation

A bid request that an ad exchange sends to a DSP is denoted by
bid ={user :u, page: p} which indicates that the user u clicks the page p. The DSP

has an ads set A = {a,, a, ... , @, } whose member needs to be displayed. These data
are all aggregated in the DSP side when a bid request arrived. The goal of the DSP
bidding algorithm is to determine which ad in A has the highest probability of being
clicked by the user u on the page p. The random variable X is used as the notation of
click event outcome, and X equals to 1 if the user u click the ad a; on page p, -1 if
not. Mathematically, it is formulated as:

a* =argmax prob(X :l|u,p,ak) €))]
k=

1,...n

In which, a* is the most optimal ad for bid. A bid price will be calculated according to
the CTR estimation of a* and submitted to the ad exchange for bidding.

We regard the problem as a cube complement issue with users, publishers and ads
on x, y and z axes respectively. Accordingly, the value of the element ( x,y,z)

represents the quantity prob(X :1|u, p,a) . Our objective is to estimate different

quantities prob according to different triples (u, p,a) .
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3.2  High-order SVD Based Factor Model

Lathauwer etc. [10] extend two-dimensional matrix Singular Value Decomposition
(SVD) to high-order tensor and obtain high-order SVD (HOSVD). According to
HOSVD, if given N = 3, then a tensor R can be factored into R=CX XX, Y X, Z

(Fig. 1). Matrix factorization closely related to SVD is used to solve matrix filling
problem. Similarly, we apply third-order SVD-based factor model to address three-
dimensional cube complement problem. Specifically, it is supposed that x-axis, y-axis
and z-axis of R represent users, pages and ads respectively(Fig. 1), then according to
HOSVD, the value of element(x, y, z) indicates the probability 7  of the user u will

upa

click the ad a on the page p and can be estimated by the equation as follow:

L

M N
’;;wa = Z M, Z pm Z anclmn (2)

1=1 m=1 n=1

Where, parameters L, M, and N are numbers of latent factors respectively corres-
ponding to u, p and a.

3.3 Estimating CTR with Improved Cube Factorization Model for DSP

In order to alleviate sparsity of the click event of the user, the tags assigned to the user
are incorporate into our model to represent the user. Since tags are composed of three
different types of user attributes including gender, personal follows and purchase
behaviors, it is good not to normalize the coefficients of tags in our experiments. De-
tails are shown in equation (3) where 7(u) is the set of tags the user « has.

u=3 x 3)

€T (u)

One benefit of the factorization model is its flexibility in dealing with various data
aspects. However, much of the observed variation in click events is due to effects
associated with users, publishers or ads, known as biases or intercepts, independent of
any interactions [9]. For example, some users show higher tendency in clicking ads
than others, and some ads also receive more clicks than others. Therefore, a first-order
approximation of the bias involved in r,, is as follows:

b=b,+b,+b, @

> b,
b,=> b or b =" 5
Z() T (u) )

The notation b denotes the bias involved in r,,,. The notations b,, b, and b, in-
volved in b indicate the observed deviations of the user u, the ad a and the publisher p
respectively. We examine two ways to combine tag bias as user bias. Details are
shown in equation (5).
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For the sake of enhancing efficiency for training, we borrow the way how matrix
factorization approach is developed from SVD via absorbing the singular value matrix
and deal with the tensor C in the similar means. Our experimental results show that
extremely similar performance is achieved whether or not the tensor C is considered.
Final estimation formulation with bias extend is as follows:

L M N
T =Z[ > x,,]zpmz_;aﬁbﬁbﬁba (6)

=1 \ teT(u) m=1

The parameters u, p, a, b,, b,, b, are learned by minimizing the squared error func-
tion of train set as follows:

1= ¥ {(rupa—apa)z”[Z "xrnz+||P||2+||a||2+bu2+bp2+b”2ﬂ "

(u,p,aks el (u)

Where, S is the set of samples for training, 4 is a regularization coefficient.

4 Experimental Evaluation

4.1 Experimental Setup

To evaluate our proposed models, we use the second season log data of Global bid-
ding algorithm competition released by the DSP company iPinYou' recently. The
train set contains bidding, impression, click, and conversion logs collected from eigh-
teen advertising campaigns during seven days. A set of bidding logs from the follow-
ing three days is used for offline testing purpose. We split the training dataset into two
parts according to the impression date and use the last two days' data as validation set.
There are totally 14,758,859 impression records and 11,117 click records in the whole
dataset which contains 18 advertising campaigns, 74 ad creatives, 12,456,794 users,
45 user tags, 28505 domains. In order to alleviate the sparseness of the click sample in
train set, we choose the combination of the tags the user u possesses to represent the
user. The domain of the web page is used to characterize the publisher p. Finally, the
ad campaign is selected to stand for the ad a.

To verify the effectiveness of our approach, we use feature-based matrix factoriza-
tion approach [3], [4] as the baseline, which estimates the CTR as equation (8) and is
denoted by the notation FMF. In equation (8), 7(u) is the set of tags the user u pos-
sesses, and the sum vector of latent factors of the tags the user u have is adopted to
describe the user u.

>b

t

= x, [(a+p)+=22—+b, +b ®)
[ZU ]( ) T(u)| ’

=%

! http://contest.ipinyou.com/
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We employ the area under the ROC curve (AUC) to compare our model with the
baseline. AUC is a commonly used metric for testing the quality of CTR prediction.

To update the model, we conduct stochastic gradient descent training. The number
of iterations for SGD inference process is set as 100. We also design experiments to
select the appropriate number of the factors.

4.2  Experimental Results and Discussions

Impact of the Number of Factors.

Firstly, we investigate the influence of the number of factors L, M and N on our mod-
els, because the time cost of the training algorithm is directly associated with these
parameters. Fig. 2 presents the results where horizontal axis is the training set size
from one day to five days. As shown in the figure, our model shows relatively stable
performance on diverse number of factors from 2 to 10. The number 4 in the horizon-
tal axis means: L=M=N=4. In inference algorithm, the time complexity of calculating

€.pa OF updating u, p and a is OQS |LMN ) That is to say, an appropriate choice of

this parameter such as 4 can achieve an optimal balance between better prediction
quality and less training time.

Coincidentally, when the number of factors is 4, the performance of the comparing
algorithm (FMF) is also optimized. So, unless otherwise specified, four factors are
used in the following experiments.

0.9

088 | gmemibt ey
0.86 Se——— TN == Train size=1
o X
2 0.84 - e —— 4 Train size=2
0.82
0.8 Train size=3
0.78

=== Train size=4

—— Train size=5

Number of the factors

Fig. 2. Impact of the Number of Factors

Combination Approach of Tag Bias for Users.

Table 1. Impact of Combination Approach of Bias for Tags

Train Size(days) Averaging Summing
1 0.8336 0.7689
2 0.8746 0.7807
3 0.89 0.7773
4 0.8784 0.74
5 0.8815 0.7298
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Since the tags are combined to express the user, the bias according to the tags also
needs to be combined. We examine two combination solutions: averaging and sum-
ming. The results are shown in table 1 and the former outperforms the later over di-
verse size of datasets. That means the sum of the bias of all tags may be so strong and
causes overfitting. Unless otherwise specified, we use the averaging solution to
represent user bias in the following experiments.

Prediction Quality.

Finally, we compare the AUC quality of our improved cube factorization model to the
baseline system. Fig.3 shows the results of different methods on the data set. Our
model not only presents better robustness on diverse size of train dataset than the
baseline but also outperforms the baseline approach. This figure demonstrates that it
is more reasonable to consider the CTR estimation for DSP as a cube complement
problem than two-dimensional matrix fill problem. Because our model properly con-
siders the information interaction among three types of objects: users, ads and pub-
lishers. Therefore, the improved cube factorization model shows its superior ability in
addressing this problem.

0.9
0.88 -
0.86
0.84
0.82

0.8
0.78
0.76

AUC

FMF

mICF

Train Size(days)

Fig. 3. Prediction Quality of Different Model

In addition, almost all experimental results show that the estimations based on the
last three days' history behavior data of users are the most effective results. This re-
veals that short-term interests of users conduct a greater impact on our problem than
long-term interests.

5 Conclusions

In this paper, we focus on the CTR prediction problem in RTB for DSP. We propose
an improved cube factorization model to address this issue. In order to alleviate the
sparsity of positive samples, the tags of the audience are combined to characterize
users’ preference. Biases respectively according to users, ads and publishers are also
added to the final estimation to model the first-order approximations. For efficiency's
sake, the tensor C is absorbed by other parameters without loss of effectiveness.
Compared to matrix factorization, our model has superior ability in modeling the
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interaction among three-dimensional objects: users, ads and publishers, and also out-
performs the matrix factorization in real-world data set. Furthermore, our model also
shows relatively stable performance both on diverse number of factors and on differ-
ent size of train set.
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Abstract. Automatic feature extraction combined with proper similarity mea-
surement plays an important role in Content-based Image Retrieval(CBIR).
This paper introduces a new similarity measurement named Weighted Main
Colors First (WMCEF), derived from three conditions to approximate human
perception, to improve retrieval performance in CBIR. Meanwhile, the texture
feature (Ptex) for CBIR is extracted by using unit-linking Pulse Coupled Neural
Network (PCNN). This PCNN-based texture feature consists of a series of im-
age gradient entropy values. Experimental results show that Ptex distinguishes
different textures very well, and that WMCEF has better performance than Com-
paring Histogram by Clustering (CHIC) and Optimal Color Composition
Distance (OCCD) with much lower time complexity. Compared with Fixed
Cardinality (FC), Block Difference of Inverse Probabilities (BDIP) and Norma-
lized Moment of Inertia (Nmi), our approach makes 7% improvement and ob-
tains a better ANMRR (Average Normalized Modified Retrieval Rank).

Keywords: Content-based image retrieval (CBIR), Pulse coupled neural net-
work (PCNN), Similarity measurement, Weighted main colors first (WMCF).

1 Introduction

Effective content-based image retrieval on large image databases requires robust fea-
ture extraction and the corresponding similarity measurement [1]. Color feature is
effective for color image retrieval because of their robustness to noise, degradation,
size change and rotation. Meanwhile, texture feature plays an important role in image
classification. The combination of the color and the texture features accords with the
human perception of different color patterns and shows an excellent performance on
color image retrieval [2]. Besides feature extraction, effective image retrieval should
also take into account similarity measurement.

The simplest and usual color feature is color histogram [3]. Combining with Eucli-
dean similarity measurement, it provides a solution to content-based image retrieval.
Based on it, many color feature extraction methods are derived to obtain better per-
formance, such as color coherence vector, color moments [4] and color correlograms.
For texture features, the early work includes Haralick's co-occurrence matrix, Tamura
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texture and wavelet moments. Meanwhile, more effective similarity measurements
and metric learning have also been developed for image retrieval. For instance, histo-
gram intersection [3] is more effective for histogram representation than traditional
L2 distance. These simple methods have two disadvantages. The first is that they
usually cannot obtain satisfying retrieval results on large image database because their
corresponding similarity measurements donot conform to the human perception well.
Second, these methods usually require huge data storage, which limits database ex-
pansion. In 1999, inspired by the probability theorem that a random vector can be
characterized by its statistical moments, literature[6] used binary quaternion-moment-
preserving (BQMP) threshold technique to extract color features, being an adaptive
color quantization method based on color distribution. In 2010 Chen et al. proposed
Fixed Cardinality (FC) to extract color features according to the image color distribu-
tion [5]. They also proposed a clustering based similarity measurement Comparing
Histogram by Clustering (CHIC) [5]. FC with CHIC achieves better performance than
traditional histogram and color moments.

Pulse Coupled Neural Network (PCNN) was proposed based on the experimental
observations of synchronous pulse burst in the cat visual cortex [7]. In this paper, we
use unit-linking PCNN [8] to extract texture features and then use BQMP technique to
extract color features. Meanwhile, a new color similarity measurement based on sev-
eral human perception conditions is proposed to enhance the overall performance.
Compared with other similarity measurements, such as CHIC and Optimal Color
Composition Distance (OCCD) [9], our similarity measurement gives a superior per-
formance on retrieval precision and efficiency. Experimental results also show our
approach can improve the retrieval performance greatly with less time complexity.

2 Texture Feature and Color Feature Extraction

2.1  Unit-Linking PCNN Based Texture Feature Extraction

We use the unit-linking Pulse Coupled Neural Network (PCNN), a simplified version
of the PCNN, to extract features for image retrieval. Unit-linking PCNN is com-
posed of three parts (the receptive field, the modulation field and the pulse generator).
In image retrieval, one to one correspondence exists between one pixel and a neuron.
One neuron receives the external input signal from one channel (F channel) and
connects with other neurons in its neighboring field by the other channel( L chan-
nel). The neuron combines the responses of two channels to produce the internal
activity, and delivers it to the pulse generator. The pulse generator compares the in-
ternal activity with the decaying threshold to produce the output signal. Some litera-
tures give details of this model, such as [8].

Using unit-linking PCNN to extract texture features, the input signal of the unit-
linking PCNN is the gradient image including the contrast and edge distribution
information of the original image. The gradient image is produced by the vector gra-
dient method of Lee and Cok [10]. There are two methods for PCNN to extract tex-
ture features. One is the image entropy and the other is the time signature, the former
of which is used in our approach. Unit-linking PCNN uses the gradient image to get a
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series of image entropy values of the gradient images, which contain the texture in-
formation of images. During each iteration, the feature of each binary image is calcu-
lated by image entropy. Our experiment results show image entropy achieve a better
performance than time signature on texture representation. The entropy sequence
forms the texture feature vector, called unit-linking PCNN based texture feature
(Ptex) in this paper. For texture similarity measurement, Euclidean distance has
proved to be an effective one in our experiment.

2.2 Color Feature Extraction

Literature [6] uses the quaternion to represent a color and propose a moment-
preserving threshold technique called Binary Quaternion Moment-Preserving
(BQMP). A quaternion is an extension of complex number, being denoted as

4=y 4"+ J* 45k Quaternion can represent 4-D vectors. A color image can
be represented by 3-D vectors (R, G, B). Therefore, these vectors can be represented
by quaternion with ¢,=R, q,=G, q;=B and qy=0. The principle of BQMP in a quater-
nion dataset is to divide the dataset into two parts and each part is represented by a

quaternion, i.e. 20 and 21 ,with keeping the first three moments of the resultant two-

level dataset invariant. Pei and Cheng proved that this moment-preserving division
can get similar performance as optimum Bayesian classifier [6]. The FC algorithm in
[5] is based on the BQMP threshold technique. The input in this algorithm is a qua-
ternion dataset which will be split iteratively. During each iteration, FC finds a splita-
ble cluster whose variance is maximal and then uses the BQMP threshold technique to
split the cluster into two new clusters. The iteration continues until enough clusters
have been gotten. After getting enough clusters, we record each cluster’s representa-
tive quaternion and percentage, equal to the main colors of the image and their cor-
responding percentages. At last, the color information of the image is stored as a set
of color-percentage pairs, namely {(C;,p1), (Cs,p2)...(Cn,pn)}s Where C; is a vector
representing color and p; is the corresponding percentage. Our method is based on
this BQMP technique.

3 Our Weighted Main Colors First Distance

The BQMP color feature is a set of color-percentage pairs. Because of BQMP adap-
tion to color distribution, these extracted colors are not fixed like color quantization.
Therefore, we cannot use Euclidean distance or histogram intersection for this feature.
Here, we propose a new color similarity measurement, Weighted Main Colors First
distance (WMCF), which is derived from three conditions.

Although images with the same semantic meaning may contain different colors,
similar colors still bring the same semantic meaning in most cases, for instance, sunset
images with dominant red and sea images with dominant blue. Therefore, comparing
images with proper color similarity measurement that approximates human perception
influences the final retrieval results greatly. In this paper, we think the color feature
and its similarity measurement should meet the following three conditions.
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Firstly, a color image can be described by a few colors, which originates from the
fact that our perception can only perceive several colors in an image. This condition
assures that the number of our extracted colors can be much fewer than FC. Secondly,
colors with more percentage, which we call main colors, contribute more to the image
semantic meaning. Thirdly, two images are identical only if similar colors are with
similar percentages. Although all cases do not meet the second and the third condi-
tions, these two ones are quite reasonable based on our experience. Next, we will
design a similarity measurement that meets these conditions.

Assume we have a query image and a target image. After color feature extraction, a
set of color-percentage pairs from query image is obtained. According to the second
condition, we first sort them based on each color’s percentage so that we can get in-
formation of different color’s contribution to the image. Because the color with larg-
est percentage contributes most to the image, we give this color a priority to find the
most similar color of the target image. After search, this color from the query image
forms a corresponding pair with the newly obtained color from the target image. This
process continues until all the colors in the query image find their correspondences in
the target image. Fig.1 illustrates this process.
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Fig. 1. Ilustration of searching for corresponding colors. (a) Two original color sets,(b) Colors
sorted and search starting; (c) Final corresponding colors.

For each corresponding colors, we calculate two variables according to the third
condition, one is the color difference (Cdiff). Cdijff = HE‘I _6‘2‘ ,and the other is the
2

percentage difference (Vdiff), Vdiff = ‘ Pi— Dol where C is a vector that represents

color and p is its percentage. According to the third condition that two images are
supposed to be identical only if similar colors have similar percentages, which is a
logical AND relation between color difference and percentage difference. We also
take it into account, which colors with more percentage have more influence to the

image. Thus, we propose jiss(A, B) = z p, - Cdiff - (1+Vdiff )* to calculate the dis-

tance between two images A and B. In this equation, adding 1 to the Vdiff avoids
such an extreme circumstance that two very different colors (large Cdiff) with equal
percentage (Vdiff equals 0) may equal to the O distance, which is irrational. Because
human color perception with different percentages is not linear, we add nonlinear
mechanism to this equation and we find the power curve gets the best performance for
colors in the range from 0 to 255 and percentages in the range from O to 1. Note that
this equation is from the view of A, which means searching for corresponding colors
is for the colors in image A. p; is the color percentage in image A.
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The similarity measurement described above may lead to asymmetry, i.e.
dist(A,B)#dist(B,A). We consider the larger one between dist(A,B) and dist(B,A) as
the last similarity. The reason is that larger distance means smaller similarity and
from our experience we have the lower risk to compare two object’s resemblance with
choosing the smaller similarity measurement. It also accords with the fuzzy set
theory. Finally, our Weighted Main Colors First (WMCF) measure is defined as
WMCF (A, B) = max{dist(A,B),dist(B,A)} .Using our proposed similarity mea-
surement, we need much fewer color-percentage pairs than FC, which leads to re-
duce storage and time complexity

4 Experimental Results and Discussion

4.1 Image Databases and Performance Measures

Corel Database(DB) composed of 1000 color images with 10 classes are used to
evaluate WMCF measurement. Our Brodatz-based texture database including 1776
texture images, is used to evaluate the retrieval performance of textures using unit-
linking PCNN. We use the precision and the recall measures to evaluate retrieval
performance. Suppose that a query ¢, a set of images S(g) relevant to the query g, and
a set of retrieved images A(g) are given. Recall R(g) and precision P(g) are given as

R(q)=|A(q) " S()|/S(q) and P(q)=|A(q) " S(¢)|/ A(g) » where the operator | - |

returns the size of a set. In our experiments, each image in a test DB is chosen as a
query and the others in the DB became target images for such a query. Besides preci-
sion and recall, the ANMRR (Average Normalized Modified Retrieval Rank) used in
entire  MPEG-7 color core experiments is also adopted. It is defined as,

1 NG(q) .
| % NG 2 Rank * (k) ~0.5x[1+ NG(@)] | here Rank(k) Rank(k) < K(q) .
ANMRR=—-7%" ot
NO4S  1.25xK(q)-0.5%[1+NG(g)] 125K Rank(k) > K(q)
NG(q) is the size of the images relevant to a query image ¢ in the database. Rank(k)
is the rank of these images sorted. NQ is number of query images, and K(g) specifies

the 'relevant ranks' for each query. K(g)=min(4NG(q),2GTM ) ,where GTM is the

maximum of NG(q) for all queries. ANMRR not only evaluates the precision of a
retrieval method but also takes into account the rank of the returned images, which
means relevant images with high ranks are better results than those with low ranks.
This accords with the requirement of image retrieval. A lower ANMRR value means
more accurate retrieval performance.

Rank * (k) = {

4.2  Experimental Results

Fig.2(a) shows four precision-recall curves (P-R curves) of the results of unit-linking
PCNN 'Entropy', unit-linking PCNN 'Timesig', traditional PCNN 'Tp' [7] and 'Gabor'
feature[11] on our Brodatz-based texture database. Fig.2(a) illustrates that both
two features produced by unit-linking PCNN, namely 'Entropy’ and 'Timesig',
perform a bit better than 'Gabor' when the recall is not high. 'Gabor' outperforms
unit-linking PCNN when we want to retrieve more relevant images, but the difference
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is acceptable. Unit-linking PCNN performs better than traditional PCNN model (Tp).
It is clear that the entropy produced by unit-linking PCNN works better than the time
signature. It shows that unit-linking PCNN is competent for texture feature extraction
and image entropy is better than time signature to represent textures.
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Fig. 2. (a) P-R curves of different methods on Brodatz-based texture database, (b) Examples
from Brodatz-based texture database

To evaluate our WMCF measurement, we compare it with the Comparing Histo-
grams by Clustering (CHIC) in [5] and Optimal Color Composition Distance (OCCD)
in [9]. Both two methods are competent for measuring distance between sets of color-
percentage pairs. CHIC is a measure based on clustering and calculates the intra-
cluster divergence. OCCD can find an optimal mapping between those sets. For
CHIC, the parameter Td is set as 30 and number of colors is chosen as 32 as the paper
set. The minimal unit of OCCD is set as 1%. Both OCCD and our WMCEF use 15
main colors based on the experiments. Fig.3(a) illustrates that the proposed WMCF
measure performs better than CHIC and OCCD when the recall is not high. This is
because we take into account the different contributions of main colors and the other
two methods treat these colors as an ensemble to measure the distance. In high recall,
our WMCEF gets similar performance as the other two. In practice, in most cases one
just requires a few relevant images rather than all, thus the superior performance of
our WMCEF at the low recall can lead to a more effective retrieval. It also can be
found that OCCD performs a little better than CHIC. Although OCCD can find an
optimal mapping, it needs to quantize the dataset firstly, which may introduce quanti-
zation error. However, our WMCF measure does not need quantization so that it
avoids the quantization error. As to time complexity, WMCEF takes advantage over the
OCCD and CHIC. For CHIC, the time complexity is O ( n’log n,) > where n, is the

sum of lengths of two quaternion features. OCCD has the time complexity O (n])
and WMCF’s time complexity is justO (n]) , where n, is the number of main colors.

On Corel database, retrieval time of WMCF, OCCD, CHIC are 2.48s, 21.03s, and
more than 100s respectively.



Image Retrieval Using a Novel Color Similarity Measurement and Neural Networks

0.B5

31

Precision
1=} o o
w = = () I =
th = & o o 2]
T T T T T T

&3
w
T

—&— WMCF
—#4--0CCD
= —CHIC

Precision

07

0B gg\

=1
=
T

i

—&— Qmef+Ptex ||

Qrmef
mERFE

—-+-EDIF

Nrni

=1
i
o

Fig. 3. (a)The P-R curves of three methods on Corel database, (b) P-R curves of different me-
thods on Corel database, (c)Examples from Corel database

Table 1. ANMRR indexes of retrieval methods on Corel database

Method

BDIP

NMI

FC

Qmcf

Qmcf+Ptex

ANMRR

0.5379

0.6501

0.4986

0.4801

0.4417

WMCF measurement based quaternion color feature is called Qmcf in this paper.
Meanwhile, Qmcf is combined with the unit-linking PCNN based (entropy) texture
features (Ptex) for retrieval. Our approach is compared with FC with CHIC meas-
ure[5], Block Difference of Inverse Probabilities (BDIP)[12], and PCNN-Normalized
Moment of Inertia (Nmi) algorithm. Fig. 3(b) shows that our Qmcf does better than
other methods when recall is not high. When we add texture information into color
features, i.e. Qmcf+Ptex, the performance improved greatly with maximal 10% gain
on precision, which shows that color feature combined with texture feature can per-
form more effective retrieval. We also note that the color feature based method FC
gets more robust performance than texture feature based BDIP method, which shows
that color is more important than texture in color image retrieval. Because the dis-
tance of texture feature is obtained by traditional L, distance that does not cost much
time, the time complexity analysis aforementioned is still valid here and Qmcf+Ptex
can perform a quick retrieval on Corel database. Table 1 shows ANMRR indexes of
those methods. The smaller the ANMRR, the better the retrieval performance is.
Qmcf+Ptex has the smallest ANMRR index which means it achieves the best perfor-
mance. It indicates that our method can return the relevant images at the front loca-
tions, which accords with the requirement of image retrieval.
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Conclusions

Image retrieval depends heavily on the feature extraction and a proper similarity mea-
surement. Experimental results show that the proposed WMCF performs better on
precision-recall and has much lower time complexity than CHIC and OCCD. Our
CBIR based on our WMCF , unit-linking PCNN based texture feature and color fea-
ture makes 7% precision improvement and has a better ANMRR index than other
methods with keeping the feature vector length short.
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Abstract. Detection of visual saliency is valuable for applications like robot
navigation, adaptive image compression, and object recognition. In this paper,
we propose a fast frequency domain visual saliency method by use of the binary
spectrum of Walsh-Hadamard transform (WHT). The method achieves saliency
detection by simply exploiting the WHT components of the scene under view.
Unlike space domain-based approaches, our method performs the cortical
center-surround suppression in frequency domain and thus has implicit
biological plausibility. By virtue of simplicity and speed of the WHT, the
proposed method is very simple and fast in computation, and outperforms
existing state-of-the-art saliency detection methods, when evaluated by using
the capability of eye fixation prediction.

Keywords: Visual attention, Saliency detection, Walsh-Hadamard transform.

1 Introduction

Visual saliency refers to the perceptual quality that makes an object or location stand
out or pop out relative to its neighbors and thereby attract visual attention. Typically,
visual attention is either driven by fast, pre-attentive, bottom-up visual saliency, or
controlled by slow, task-dependent, top-down cues [1].

This paper is primarily concerned with the automatic detection of bottom-up visual
saliency, which has already attracted intensive investigations in the area of computer
vision in relation to robotics, cognitive science and neuroscience. One of the most
influential computational models of bottom-up saliency detection was proposed by Itti
et al. [2], which is designed conforming to the neural architecture of the human early
visual system and thereby has biological plausibility. Itti et al.’s model has been
shown to be successful in detecting salient objects and predicting human fixations.
However, the model is ad-hoc designed and suffers from over-parameterization.

Some recent works addressed the question of “what attracts human visual
attention” in an information theoretic way, and proposed a series of attention models
based on information theory. These models based on information theory include the
attention model based on information maximization [3], the graph-based visual
saliency approach [4], and the discriminant center-surround approach [5]. While these

C.K. Loo et al. (Eds.): ICONIP 2014, Part ITI, LNCS 8836, pp. 3341, 2014.
© Springer International Publishing Switzerland 2014
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information theory-based models show better performance in saliency detection than
Itti et al.’s model, they are more computationally expensive for some real-world
systems.

Another kind of saliency models are implemented in the frequency domain, which
are not at all biologically motivated, but they have fast computational speed and good
consistency with psychophysics. These frequency domain models include the so-
called spectral residual approach [6], and the approach using phase spectrum of
quaternion Fourier transform [7]. Later works proposed by Yu et al. [8][9] asserted
that visual saliency can be describes in terms of spatial correlation in the visual space,
and that saliency information can be generated within a simple normalization process
for principal component analysis (PCA) coefficients of the scene under view. Yu et
al.’s saliency model has neurobiological plausibilities because the principal
components of natural scenes can be obtained by using a Hebbian-based neural
network.

In this paper, we propose a bottom-up visual saliency method based on the Walsh-
Hadamard transform (WHT). Our saliency method simply projects the whole image
into the WHT space and utilizes the signs of the WHT components to compute the
saliency information of the visual space. This significantly reduces computations
because unlike all spatial domain approaches, our method does not need to
decompose the input image into numerous feature maps separated in orientation and
scale, and then compute saliency at every spatial location of every feature map. Such
a computation process may be quick for the massively parallel connections of the
human visual pathway, but is comparatively slow for computer processors. The WHT
[10][11] is perhaps the most well-known of the non-sinusoidal orthogonal transforms,
which has gained prominence in various digital signal processing applications, since it
can essentially be computed using additions and subtractions only. Consequently its
hardware implementation is also simpler. The proposed saliency method is referred to
as binary spectrum of Walsh-Hadamard transform (BWHT) in this paper. As
compared to other frequency domain approaches, our method is simpler and faster in
computation, and requires fewer storage spaces.

The remainder of this paper is organized as follows. Section 2 describes the
proposed method of bottom-up visual saliency as well as its neurobiological
plausibility. Section 3 presents the experiments and quantifies the consistency of our
saliency method with eye fixation data. Finally, conclusions are given in Section 4.

2 Proposed Method

In this section, we begin by providing an interpretation of bottom-up visual saliency,
and then propose a saliency detection method based on the WHT. We will explain
how our proposed method relates to visual saliency.
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2.1  Visual Saliency

Li [12] hypothesized that the primary visual cortex (V1) creates a bottom-up saliency
map of the visual space and the contextual influence is necessary for saliency
computation. For example, a red flower is salient in a context of green leaves. Each
neuron in V1 is tuned to a particular visual feature such as color and orientation. The
dominant contextual influence in V1 is the so-called “iso-feature suppression”, i.e.,
nearby neurons tuned to similar features are linked by intra-cortical inhibitory
connections [13]. Besides Li’s hypothesis, a number of recent studies (e.g.,
[3][5]1[14][15]) have attempted to describe visual saliency in terms of surprise,
interest, innovation, self-information and center-surround discrimination. These
studies provided a general idea that higher information entropy accounts for higher
saliency.

Our visual environment is highly structured and thereby much information
redundancy exists in the visual input. It has been shown that the dominant redundancy
of our visual input arises from second order input statistics and that the human visual
system is capable of reducing such redundancy of visual sensory data [16]. Yu et al.
[9] found that visual saliency can be described in terms of statistical correlation in the
visual space, and employed the PCA projection vectors to capture the second order
correlated components among image pixels. They have attempted to suppress highly
correlated image components and meanwhile highlight salient image regions by
normalizing the PCA coefficients of the input image. Following Yu et al.’s
interpretations of visual saliency, in the next subsection we use the WHT to capture
highly correlated components in visual space and suppress them so as to highlight
salient visual features.

2.2 Saliency Map

It has been noted that like the PCA for natural images, the WHT components reflect
global features in the visual space, and the redundancy reflected in the second-order
correlations between pixels can be captured by the WHT components of the image
[10][11]. According to such an interpretation of visual saliency in the previous
subsection, image regions with high spatial correlation with its surroundings can be
suppressed through a normalization operation upon the WHT components. As a
result, salient locations can be relatively highlighted.

As compared to the PCA for natural images, the WHT is much simpler and faster,
and has many fast algorithms for its computation. Moreover, a 2-dimensional WHT is
separately performed in row and column, and therefore its computational complexity
is significantly lower than a PCA transformation.

We start by considering a gray-scale image X. According to previous analysis, we
first conduct a 2-dimensional WHT on the image. Next, we normalize the WHT
components by setting all positive coefficients to a value of 1 and all negative
coefficients to a value of -1. This 2-dimensional orthogonal transformation followed
by a normalization operation can be easily formulated as

B = sign(WHT(X)), (1)
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where “WHT(-)” denotes a 2-dimensional Walsh-Hadamard transform, and the
notation “sign(+)” is a signum function. The matrix B is referred to as binary
spectrum of Walsh-Hadamard transform (BWHT) in this paper. It retains only the
sign of each WHT component, discarding the amplitude information across the entire
frequency spectrum. Note that B is expressed in binary codes (i.e., Is and -1s) and
thereby is very compact, with a single bit per component. The signum function, which
normalizes the WHT coefficients, suppresses highly correlated components in the
visual space and thereby accomplishes the computation of visual saliency in the WHT
domain.

To recover the saliency information in the visual space, we conduct an inverse
WHT on the binary spectrum B, which is formulated as

F = abs(IWHT(B)), 2)

where “IWHT(-)” denotes the corresponding inverse Walsh-Hadamard transform, and
the notation “abs(-)” is an absolute value function. Normally, the obtained matrix F,
which carries the saliency information, is post-processed by convolution with a
Gaussian filter for smoothing. This operation can be formulated as

S=G+*F?, 3)

where G is a 2-dimensional Gaussian kernel, and § is the corresponding saliency map
of the input image X. Note that F is squared for visibility.

It is worth stating that we resize the image to a width of 64px and keep its aspect
ratio before computing the saliency map. This spatial scale is chosen according to the
heuristics of other frequency domain approaches (e.g., [6][7][9]).

In the human visual pathway, the color space of natural images is decomposed into
well decorrelated channels. The RGB color space is highly correlated, but an LAB
color space transformation results in well decorrelated color channels for natural color
images. In addition, the transformation is perceptually uniform, and it produces three
biologically plausible channels: a luminance channel, a red-green opponent channel
and a blue-yellow opponent channel.

The complete BWHT algorithm from input image to final saliency map is given as
follows.

1. Perform an LAB color space transformation

2. Resize the image to a suitable scale

3. Perform a Walsh-Hadamard transform for each color channel and calculate
the binary spectrum of all WHT components using equation (1)

4. Obtain the saliency maps of each color channel using equation (2)

5. Take the spatial maximum across the saliency maps of all color channels to
obtain the final saliency map

6. Post-process the saliency map by convolution with a Gaussian filter for
smoothing and visibility as formulated in equation (3)

For recombination, we take the maximum value, as argued by Li and Dayan [13],
at each pixel location of the corresponding saliency maps instead of spatial
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summation used by most models. The complete flow of the proposed method is
illustrated in Fig. 1. The input image is initially decomposed into three biologically
motivated channels: a luminance channel and two color opponent channels. Each of
the three channels is then subjected to a Walsh-Hadamard transformation. Then, the
binary spectrum of WHT is obtained by taking the signs of the WHT components of
each channel. Afterward, the binary spectrum of each channel is subjected to an
inverse Walsh-Hadamard transformation so that the saliency map of each channel is
generated. Finally, a final saliency map is obtained by taking the spatial maximum
value across all three saliency maps. Note that the saliency map is a topographically
arranged map that represents visual saliency of a corresponding visual scene. The
objects or locations with high saliency values may stand out or pop out relative to
their surroundings, and thus attract our visual attention. From Fig. 1, it can be seen
that the salient objects are the mountain tents, which pop out from the background.

LAB color Binary Channel
channel spectrum saliency map

Input image

Final saliency map

Fig. 1. An illustration of the BWHT method from input image to final saliency map

3 Experimental Validation

In this section, we present the experiments and quantify the consistency of our
saliency method with eye fixation data. We compare our method to six popular state-
of-the-art saliency approaches in literature by providing an objective evaluation as
well as the visual comparison of all saliency maps.

To validate the saliency maps generated by our method, we use the data set of 120
color images from an urban environment and corresponding human eye-fixation data
from 20 subjects provided by Bruce and Tsotsos [3]. These color images consist of
indoor and outdoor scenes, of which some have very salient items, and others have no
particular regions of interest. In order to quantify the consistency of a particular
saliency map with a set of fixations of the image, we employ an objective evaluation
metric that is referred to as receiver operating characteristic (ROC) area under the
curve (AUC). Note that a number of published papers employed ROC-AUC score to
evaluate a saliency map’s ability to predict human eye fixations.
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Following Tatler et al.’s approach [17], we compute the ROC-AUC score
conforming to the following procedure. For one image, the positive point set is
composed of the fixated locations from all subjects on that image, whereas the
negative point set is composed of the non-fixated locations of the image. Each
saliency map is binarized by a particular threshold and thereby considered as a binary
classifier. At a particular threshold level, a binary saliency map can be divided into
the target (white) region and the background (black) region. The true positive rate
(TPR) is the proportion of the positive points that fall in the target region of the binary
saliency map. The false positive rate (FPR) can be calculated in the same way by
using the negative point set. Varying the threshold yields an ROC curve of TPRs
versus FPRs, of which the area beneath provides a good measure of the capability of
the saliency map to accurately predict where human eye fixations occurred on an
image. Since the AUC is a portion of the area of the unit square, its value will always
be between 0 and 1.0. Chance level is 0.5, and perfect prediction is 1.0.

We compare our saliency maps generated from the proposed method to the
following published saliency approaches: the original Itti et al.’s saliency model
(ITTI) [2], Harel et al.’s graph-based visual saliency (GBVS) [4], Gao et al.’s
discriminant center-surround model (DISC), Bruce and Tsotsos’s attention model
based on information maximization (AIM) [3], Guo and Zhang’s phase spectrum of
quaternion Fourier transform (PQFT) [7], and Yu et al.’s saliency approach based on
pulsed principal component analysis (PPCA) [9]. All of the saliency approaches are
based on the original Matlab implementations available on the author’s websites.

An important note about these experiments is that the ROC-AUC score is sensitive
to the number of fixations we use in calculation. Former fixations are more likely to
be driven by bottom-up manner, whereas later fixations are more likely to be
influenced by top-down cues [17]. We calculate the ROC-AUC scores for each image
with respect to all fixations, and repeat the process but use only the first two fixation
points. Table 1 lists the ROC-AUC score averaged over all 120 images for each
saliency method. As expected, the ROC-AUC scores with only the first two fixations
are higher than those with all fixations. It can be seen that in both tests our BWHT
method has the best capability for predicting eye fixations.

Table 1. The ROC-AUC performance of all seven methods

Method BWHT PPCA PQFT AIM DISC GBVS ITTI
All fixations 0.7792 0.7766  0.7751 0.7706  0.7605  0.7127  0.7062
First 2 fixations  0.7983  0.7907 0.7846  0.7777  0.7683  0.7267  0.7182

Fig. 2 gives the saliency maps for 6 sample images from the image data set, which
provides a qualitative comparison of all saliency methods. A fixation density map,
generated for each image by convolution of the fixation map for all subjects with a
Gaussian filter, serves as ground truth. Analysing the qualitative results, we can see
that BWHT shows more resemblance to the ground truth. The regions highlighted by
our proposed saliency method overlap to a surprisingly large extent with those image
regions looked at by humans in free viewing. In addition, high contrast straight edges
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are suppressed to a much great extent using frequency domain approaches. Good
performance with respect to color pop-out is also observed with BWHT compared to
the other approaches.

We also record the computational time cost per image in a standard desktop
computing environment. Table 2 shows each method’s Matlab runtime measurements
averaged over the data set. It can be noticed that, not only is BWHT the most
predictive of fixations, it also runs faster than all competitors in our tests of
computational performance. Note that three frequency domain methods (i.e., BWHT,
PPCA and PQFT) are significantly faster than others. This is due to their small
number of channels and calculations compared to other saliency methods. PPCA

Image Fixation BWHT PPCA PQFT DISC AIM GBVS ITTI
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Fig. 2. Qualitative analysis of results for the Bruce data set

employs the PCA transform and has a computational complexity of O(N?), where N
denotes the total number of pixels of the image. PQFT uses the fast Fourier transform
has a computational complexity of O(NloghN). Compared to PPCA and PQFT, the
computation of BWHT is mainly comprised of the Walsh-Hadamard transform that
can essentially be computed using additions and subtractions only. In computational
mathematics, the fast Walsh-Hadamard transform requires only NlogN additions or
subtractions and thereby its hardware implementation can be much simpler.
Compared to the BWHT, which uses only three color channels at a single spatial
scale, ITTI and GBVS rely on seven feature channels and multiple spatial scales;
AIM uses 25 filters of 1,323 dimensions. Although these approaches can be
accelerated with efficient C implementations, the computational complexity of the
BWHT is lower, as suggested by the Matlab runtimes. All seven saliency approaches
are implemented in the Matlab R2012a environment on such a computer platform as
Intel 3.3 GHz CPU with 8 GB of memory.
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Table 2. Computational time cost per image for all seven methods

Method BWHT PPCA PQFT AIM DISC GBVS ITTI
Time (s) 0.0018 0.2337 0.0151 5.0766 13778  2.5957 1.1842

4 Conclusions

This paper aims to find a bottom-up visual saliency method based on the Walsh-
Hadamard transform. We manifested that the saliency information of an image
consists in the binary spectrum of Walsh-Hadamard transform, i.e., the signs of the
transform domain coefficients. Experiments in this paper showed that the proposed
method is simple and efficient in saliency detection, and outperforms existing state-
of-the-art saliency detection approaches. The potentials of our method lies in real-
time and interdisciplinary applications focused on computer vision in relation to
psychology, robotics and neuroscience.
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Abstract. Sonification is the use of representations of data through sound to con-
vey information. It is particularly meaningful if the data are involved in time. This
paper present a hybrid sonification method and aims to directly expressed the
emotion hidden in the EEG signal through sound. The hybrid method mainly con-
sists of two parts: (1) Frequency Mapping Representation (FMR) and (2) Emotion
Feature Representation (EFR).

1 Introduction

Electroencephalogram (EEG) signal is the recording of electrical activity along the hu-
man scalp, which contains the information of human brain states, and furthermore re-
flects our minds. There have been many works on recognizing human brain states based
on EEG signals, including motor imagery[1], emotion classification[2] and some other
aspects. These works have made some achievements on recognizing human brain states
based on EEG signal. However, these works mainly focused on the classification of the
EEG signal, rather than the representation of the EEG signal.

These years, the representation of the big data has an increasing significance, because
it can intuitively display the data and help people easily find the information hidden be-
hind the data. Sonification, which is a kind of representation method, is an approach
of representing data through acoustic sound. There have been many techniques in soni-
fication. Auditory Icons generate the sound by selecting one in a set of sound pieces
according to a classification process[3]. Audification maps the data directly to the audi-
ble domain[4]. In Parameter Mapping, data are mapped into the parameters in a sound
synthesis algorithm[5]. 7. Hermann et al. presented a Model Based Sonification, which
maps the data to the elements in a “virtual physics” to generate sounds[6].

Compared to visualization, which is very popular and well-developed, sonification
is more intuitive when representing signals, for acoustic sound is essentially a kind
of time-involved signal as well. Therefore, applying sonification to EEG signal repre-
sentation is quite meaningful. Gerold Baier et al. presented a sonification way based
on multi-channel EEG signals[7]. Dan wu et al. built a sonification representation for
rapid-eye movement sleep (REM) and slow-wave sleep (SWS) signals[8]. However,
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most of these papers did not build a relationship between the frequency in EEG sig-
nals and that in the music. This paper will focus on the sonification way based on the
frequency domain of EEG signals. In addition, based on Duan’s work on emotion clas-
sification, we will put the emotion features and classification results into the music so
that listeners can feel the positive or the negative emotion directly from the sound.

2 Methodology

In this paper, a hybrid sonification method is presented to represent emotion features
based on EEG signals. This hybrid method mainly consists of two parts: (1) Frequency
Mapping Representation (FMR) based on the raw EEG data and (2) Emotion Fea-
ture Representation (EFR) based on the emotion features. Both of these two parts are
conducted in the time-frequency domain. Therefore, we firstly use Shot-Time Fourier
Transform (STFT) to obtain the time-frequency feature from the original signal in time
domain before these two methods.

When both of these two sounds are generated, in order to represent the raw EEG
data and the emotion feature at the same time, we will mix FMR sound and EMR sound
together, while FMR sound is regarded as the background with a low volume and EMR
sound as the theme with a high volume.

2.1 Frequency Mapping Representation

This section contains two main parts: (1) build the mapping from original EEG fre-
quency to target audible frequency and (2) build the mapping from preprocessed ampli-
tude to target euphonious amplitude. Once these two mappings are done, we just need
to use invert fourier transforms to obtain the original signal.

Frequency Part. The frequency of EEG signal ranges from 0 Hz to 50 Hz, which is
almost inaudible. Therefore, we need to map the frequency to the audible area (20 Hz
- 20 kHz). However, the frequency close to 20 kHz would make the audio too harsh
to listen, while on the other hand, most people are insensible of the frequency close to
20 Hz. Therefore, we need to take a subset [ fiow, frign] Of the audible area as the target
domain.

In addition, according to Fechner’s law, the pitch and its corresponding frequency
follow the exponential relationship, which is shown in Equation 1

f:fbase X 21’ E (D
where fpa = 440 and ppaee = 69 in MIDI standard.

In order to make the sound more uniformly distributed in the audible area, it is better
to first map the original frequency to the pitch and then map the pitch to the target
frequency, instead of directly mapping the original frequency to target frequency. Based
on this idea, we can figure out the pitch area [pjow, Prign| corresponding to the frequency
area [ fiow, faign]. Consequently, we map the original frequency area [0, 50] to the pitch
area [Pjow, Phigh) linearly, so the mapping function is

b= Uf : forigin + b—‘ (2)
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Fig. 1. Raw frequency spectrum in a certain time window
where
b= Piow
k= Phigh — Piow
50

Note that we use ceiling function to guarantee the pitch value is an integer, which
makes the sound more musical.
Combine Equation 1 and Equation 2, we obtain the final mapping function.

[k forigint b1~ Pbase

ftarget = fbase X 2 12 3)

Amplitude Part. In EEG signal, as Figure 1 shows, the energy in low frequency part is
always much larger than which in high frequency part. If we directly map the amplitude
to the target frequency domain, the audio we hear is always too low. To solve this
problem, given the time-frequency spectrum y(t, f), we firstly need to normalize the
amplitude as Equation 4 shows, which makes the energy in different frequency part

comparable.
y(t, f) = u(f)
o(f)

where |1(f)| and |o(f)]| are the mean amplitude and the standard deviation in frequency
f respectively. Note that |g(¢, /)| may be negative, while the amplitude is always posi-
tive, so we shift |y(¢, f)| to a positive area by minus the minimum value as Equation 5
shows.

y(t, f) = “4)

v/ (6 ) =9t f) — min{u(t', )} %)

The continuous line in Figure 2 shows the normalized amplitude in a certain time
window. From the figure we can find that almost every frequency has its own compo-
nent, which would make the sound too noisy. To make the sound more musical and
euphonious, here we choose the peak values and valley values, representing the local
maximum amplitude and local minimum amplitude respectively, and to ignore the other
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Fig. 2. Normalized frequency spectrum in a certain time window

frequency components. Notice that the normalized amplitude represent the relationship
between the amplitude at this time and the average amplitude of all the time, and the
peak values and valley values are really meaningful, for they are the local maximum
deviation from the average.

Based on the peak-valley detection, the sound wave can be constructed through
invert-fourier transform. Here we divide each time window into two parts. The first
part is the peak-based sound wave while the second is the valley-based sound wave.
The first part is much stronger than the second part so that people can distinguish the
peak-based pieces from valley-based pieces.

2.2 Emotion Feature Representation

Besides generating audio from the raw EEG signals, we also want to put the emotion
features into our audio. In other words, we are going to play the emotion features in the
music form, so that we can tell the differences among the features through the audio. In
order to achieve this goal, here we have four steps:

1. Extract the emotion features from the raw EEG signals;

2. Reduce the feature dimension to obtain the principle components;

3. Classify the emotion from the reduced feature of EEG signals;

4. Generate the music with both reduced features and classification results.

Feature Extraction. In neuroscience, EEG signals are often divided into 5 frequency
bands: 6 (1 - 3Hz), 6 (4 - 7THz), o (8 - 13Hz), 8 (14 - 30Hz) and -y (31 - 50Hz). Different
frequency bands have different biological meanings and play different roles in brain
state recognition. Based on the previous STFT transform, we adopt this partition and
take the average energy in each band as the emotion features in each time window.

In addition, we take the channels into consideration. According to Duan’s work [2],
differential asymmetry (DASM) features have a good performance on emotion clas-
sification. Therefore, for each frequency bands, we calculate the differences in each
hemisphere asymmetry electrode pairs. Denote M as the number of hemisphere asym-
metry electrode pairs, then we have a 5 x M dimension feature in total within each time
window.
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Dimension Reduction. Usually, there are very limited number of music notes in a few
seconds. As the result, it is impossible to represent all the 5 x M dimension features in
the music. In addition, the lower dimension of feature also brings the faster classification
speed. Therefore, we need to reduce the feature to an audio-representable dimension.
Here we use Principal Component Analysis (PCA) to get the principle components of
the emotion feature, which have very few dimensions.

Emotion Classification. After the dimension reduction, we can train and classify these
feature-extracted data. Given the label of the training data, this is a supervised classifi-
cation problem. Therefore, we choose to use Support Vector Machine (SVM), a well-
developed algorithm as our classification algorithm.

Music Generation. There are two parts in music generation: note generation and chord
generation. Because notes and chords in the music are highly related to the emotion ex-
pressed by this music, we will not only generate the music from the emotion features to
make the features audible, but also from the classification results to express the emotion
directly through the music.

Denote classification confidence p € [0, 1] and emotion feature x € R?, where
d is the dimension of the reduced feature. We are going to design note generation
function M(x,p) : (R%,[0,1]) — NoTE? and chord generation function C(x,p) :
(R%,[0,1]) — CHORD, where NOTE and CHORD are the sets of notes and chords
respectively.

The main idea of our algorithm consists of two parts: (1) mapping the values of the
features to the pitches of the note and (2) mapping the result happy to a major tune and
a harmony chord, and meanwhile mapping sad to a minor tune and a disharmony chord.

For note generation, we can predesign a scale of major tune and a scale of minor tune
with m ascending notes. Then we just need to convert the value of features to the index
of the scale sequence. Here we apply sigmoid function in the value-to-index function,
for it has a limited range and is almost linear around 0. The note generation function is
shown as Equation 6.

o \ _ | MajorScalelindex(x;)], p > 0.5
note; = M) (2i, p) = {MinorScale[index(a:i)}, p<0.5 ©)
where
index(x;) = | " 1, «is a constant @)
! v 1+ e—a(x;—z) I’
;] AT "
— t . .
T = dxT Z Z x,; ", T is the total time length (8)

i=1 t=1

For chord generation, the case may be a little complicated. Because the chord in the
music is basically related to the note occurring most frequently, we firstly need to find
the mode among the notes generated in note generation part, and then take this note as
basic note and build k types of chords representing emotion from saddest to happiest.
Therefore, we need to predesign k chords for m notes. Denote ChordSet(x, j) as the
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predesigned chord with base note x and type j, then the chord generation function is
shown as Equation 9.

chord = C(x;,p) = ChordSet(note, [p x k) )

where -
note = mode{M(x,p)} (10)

3 Experiment

3.1 Data Acquisition

Equipment. A 62-channel electrode cap was used to collect the EEG signals in our
experiment, while ESI NeuroScan System was used to recording the data with sample
rate 200 Hz synchronously.

Subjects. Three men and three women participated in the EEG signals acquisition
experiments. They were aged between 22 and 24, and were all in good condition during
the experiment. All of them were informed of the harmlessness of the equipment.

Stimuli. Each volunteer watched twelve movie clips. Six clips expressed positive emo-
tion and the other six clips expressed negative emotion. Each movie lasted for about
four minutes long. All the movies were in English.

3.2 Frequency Mapping Representation

In FMR part, we take window size of STFT transform as 1 second, which means we
generate the audio second by second. In addition, according to the relationship between
pitch and frequency, we take [fiow, frign] = [65,1976] as our target domain, corre-
sponding to the pitch area from C2 to B6, because the pitches in these areas are more
euphonious. Consequently, according to MIDI standard, we figure out that the pitch
area [Diow, Phigh] = [36, 95].

3.3 Emotion Feature Representation

In EFR part, we take window size of STFT transform as 2 seconds, for the emotion
cannot vary too much within 2 seconds. In feature extraction, we take 12 hemisphere
asymmetry electrode pairs: Fp1-Fp2, F3-F4, F7-F8, FT7-FT8, FC3-FC4, T7-T8, P7-PS,
C3-C4, TP7-TP8, CP3-CP4, P3-P4, O1-O2. Therefore, we have 5 x 12 = 60 dimensions
in total. In dimension reduction, we reduce the dimension to 16, based on which the
classification still has a good result. In classification, we take 8 clips of EEG data as
training data (4 happy and 4 sad) and 4 clips (2 happy and 2 sad) as testing data.

In music generation part, we predesign a C Major Scale and a ¢ Harmonic Minor
Scale with 10 notes as the first two lines in Figure 3. In addition, we also predesign a
set of six chords for each notes. The third line in Figure 3 shows a set of chords for note
C4.
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Fig. 3. The first line represents the C Major Scale. The second line represents the ¢ Harmonic
Minor Scale. The third line shows a set of chords with base note C3 (corresponding to note C4).

Table 1. Emotion classification Accuracy of six subjects

Subject 1 2 3 4 5 6
Accuracy (%) 72.08 76.17 81.70 5536 7894 73.44

4 Results

Table 1 shows the emotion classification results. According to the classification results,
we generate 6 music pieces corresponding to the testing EEG signals. The music pieces
can be found in the supporting material. In order to evaluate our sonification results,
we take an evaluation test. We take 12 music episodes of 30 seconds from the 6 music
pieces, 6 corresponding to positive emotion and 6 corresponding to negative emotion.
Ten volunteers participated in the tests. All the volunteers have normal music apprecia-
tion abilities. Each volunteer was required to listen to all of the 12 music episodes and
give a rating from 1 to 5 to each episode, where 1 stands for most positive and 5 stands
for most negative.

Table 2 shows the rating results for twelve music episodes. We can find that the rating
results have a positive correlation with the classification accuracy. For example, we
have a terrible classification result on Music 4, and correspondingly two close ratings
for the sounds, while sounds based on other good classification results have distinct
differences. Therefore we can say that our sonification methods properly represent the
emotion features and the classification results.

5 Supporting Materials

All the sound files can be foundat http://bcmi.sjtu.edu.cn/~zhangyuxi/
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Table 2. Evaluation results from five raters

Music Episode Rater 1 Rater 2 Rater 3 Rater 4 Rater 5 Average

| 1 1 2 2 2 2 1.8
2 5 2 3 5 4 3.8
2 3 1 1 3 4 3 24
4 4 2 3 3 4 32
3 5 2 2 3 2 2 22
6 5 3 4 2 4 3.6
4 7 3 4 5 2 3 34
8 3 3 5 2 3 32
5 9 1 1 3 1 1 1.4
10 5 2 4 3 3 3.4
6 11 1 2 3 1 2 1.8
12 5 3 3 3 3 3.4
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Abstract. Fluid methods have been introduced to analysis of crowd
movements in videos recent years. Among these methods, Lattice Boltz-
mann model has been widely used as a quite convenient tool. Moreover,
the Lattice Boltzmann model describes crowd movement as fluid, and
the particles of the fluid flow randomly. Therefore, it is very difficult for
the model to simulate the crowds purpose drive. In this study, a lat-
tice Boltzmann based model added with a traction force term, which
represents the crowds purpose drive toward the exit, is proposed. The
model input is optical flow velocity field. Less error in the velocity fields
computing and the capability in forecasting the crowd state is obtained.

Keywords: Video analysis, crowd state forecasting Lattice Boltzmann
model traction force.

1 Introduction

Due to increasing populations and higher mobility, mass events, such as sports
events, festivals, or concerts, attract growing numbers of attendees, and thus
security measures are becoming more and more important. Nevertheless, despite
adequate precautions even video surveillance are adopted, deadly stampedes and
crowd disasters still occur rather frequently[12][11]. Experimental studies and
simulations on video data are conducted widely. A system in predicting abnormal
state of masses in real-time is presented in this paper. By optical flow, the system
avoids the need for detection and tracking of individual pedestrians, which is
a tough task due to the inappropriate camera viewpoints and the occlusions
occurred in the large number of people. An improved physical model is then
introduced to simulate walking crowd and predict crowd states automatically.
To understand human behaviour and improve existing physical models, ex-
perimental studies are conducted by researches. Parameters such as crowd den-
sity, speed, flow, and crowd pressure[14] are determined either manually[13]
or by means of digital image processing[7,6]. They usually do not adopt real
data except experimental data. To avoid occlusions and to facilitate automatic
video analysis, video-based experiments are typically carried out using top-view
cameras. Former researches often detect and track individuals, but holistic ap-
proaches that make use of optical flow features are proposed recently. Among
physical models, microscopic models pay much attention to the details, well the
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macroscopic ones focus on the global property of the crowd states. Both of them
can not describe the effect caused by human will and environment barriers. Meso-
scopic models, as an efficiently alternative computational technique to Navier-
Stokes solvers[5], has attained wide popularity in simulating various fluid flow
problems. The lattice Boltzmann model (LBM)[2] has recently been introduced
as a new computational tool in fluid dynamics and systems governed by related
partial differential equation (PDE). Meanwhile, it has been an alternative for
computational fluid dynamics (CFD). The LBM originates from a Boolean fluid
model, which is originally developed to overcome certain drawbacks of LGA,
known as the lattice gas automata, such as the presence of statistical noise and
lack of Galilean invariance in modelling fluid based upon kinetic theory[10].

Based on the kinetic theory, the LBM studies the dynamics of fictitious parti-
cles by using the density distribution functions. It contains collision and stream-
ing sub-processes, both of which can be solved directly in calculation step. The
macroscopic variables, such as density and momentum, can be calculated by
the distribution functions. The advantages of LBM are simplicity, easy imple-
mentation, explicit calculation and intrinsic parallel nature[8]. Two problems of
the LBM are considered in this paper. First, the velocities at the exit might be
negative. Second, it is not sensitive to human velocities.

In the following section, LBM is introduced in detail. In Section 3, A trac-
tion force representing individuals proceed willing is added to LBM. The output
velocity after adding force term is deduced. In Section 4, an experiment in pre-
dicting crowd states is presented. The results show that improved LBM could
avoid negative-velocity near the exit and provide a good capability in predicting
the abnormal crowd states. Conclusion is given at last.

2 Lattice Boltzmann Model

LBM originated from lattice gas cellular automata (LGA) initially proposed by
Frisch, et al[9]. They have shown that the Navier-Stokes(N-S) equations can
be derived in a suitable macroscopic limit from the particle distribution func-
tion representing streaming and collision of fluid particles. Suppose the particles
are distributed over two-dimensional square lattices, spreading and colliding on
them. In this study, the D2Q9 model, which has two dimensions and 9 directions,
is selected, and the structure of a lattice is shown in Fig.1.

Fig.1(a) is the D2Q9 Spatial configuration of LBM, the spreading and collision
of particles in the lattice are shown in Fig.1(b) and Fig.1(c) . f, is the particle
distribution function in the direction of a. f,(X,t) denote the particle state at
time ¢ and at position X = (x,y). Different from the N-S equations, the LBM
studies the evolution of distribution functions. The governing formula is[4]

fa(X’t) - f;q(th)

T

fa(X + e At t + At) — fo (X, t) = — (1)

where 29 is its corresponding equilibrium distribution function in « direction;r
is the single relaxation parameter; e, is the particle velocity. Note £2(f,) as
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(a) Spatial (b) Spreading (c) Collision
configuration

Fig. 1. The structure of a lattice

collision operator. It is exactly the right side of Eq.(1)
fa(Xat) - f;q(th)

(fa) =— 2
(fa) ] 2)
In former works, the equilibrium distribution function is expressed as[3]
€nu eq - u)?— 2 |ul?
FE(X1) = pua |14 Oy (o) el 0
cs 2c;

where w, are constants; c¢s is the sound of speed. The constant value of w, and
¢s may change in different lattice structure. u is the optical flow velocity vector
of an image pixel at time ¢ at position X = (x,y). The velocity set is given by

0, a=20
ea—{ (cos((a — 1)mw/4),sin((a — )7/4))e, a=1,3,5,7 (4)
V2(cos((a — 1)m/4),sin((a — 1)7/4))e, o = 2,4,6,8

where ¢ = Ax/At; Az is the lattice gap. In general, ¢ = 1 implies Az = At.
In D2Q9 model, wy = 4/9, w1 = w3 = w5 = wy = 1/9, and wy = wy = wg =
wg =1/36; ¢s = c/\/3. From the conservation laws of mass and momentum, the
macroscopic density p and fluid velocity u are calculated in terms of distribution

functions. They are
p:Zfaapu:Zeafa (5)

3 Lattice Boltzmann Model with Traction Force

The discrete form of distribution functions can be given as follows

fOc(X’ t) - gq(X’ t)

FalX 4+ ea ALt + At) — fu(X, 1) = — +ALF (X, 1) (6)

where, — f"(X’t);fzq(X’t) is the linear equation of collision term 2(f, ). The con-
tinuous Boltzmann equation can be given as follow

of

o TE VI ta Vel =0(f) (7)
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where f is the particle distribution function, £ and a are, respectively, velocity
and acceleration of a certain particle. The force term a - V¢ f is unknown, but it
can be written into an expansion of £ as follows:

a-Vef = pw(@)[c® +cDeo +ceabs + ] (8)
the first few coefficients 05?122 can be easily obtained by the following moment
constraints:

/a-ngd.E =0 9)
/£a~V5fd£ = —pa (10)
/éié’ja'vgfd& = —plaiu; + aju;) (11)
Therefore, ignore the order of O(u) and O(£2), we have
1 3
a- Vﬁf = _310(*}(5) 2 [(5 - u) + 2 (5 : ’LL) ’ é] ta (12)

It should be stressed that every term in Eq.(6) must be treated equally to main-
tain the same order of accuracy. Specifically, the expansion of the force term must
be of second order in € and of first order in u, in order to be consistent with
the expansion of the equilibrium distribution function given by Eq.(3). Following
the same discretization procedure for the equilibrium distribution function, the
traction force is obtained.

(en-u)- e,

-a
ct ]

F, = 73pwa[612 (ea —u)+3 (13)
S
The above force term also satisfies the discrete counterpart of Eq.(9)(10)(11).
If only the Eq.(9)(10) are satisfied, and meanwhile the Eq.(11)is replaced by
Y o €aji€a,jFa = 0 in the discrete case, then the force term reduces to F, =
—3pwq 5 -a. This is the way of force term often used in Eq.(6). Tt is the discrete
form of traction force term. e, is the particle velocity. a is traction acceleration,
which can be replaced by acceleration of gravity. The magnitude of traction force
is the same as gravity, but its direction points to exit of the site. Therefore, the
force term also can be given as —3pwq %5 - g.
Procedure of the proposed algorithm is sum up in Algorithm 1

4 Experimental Results and Analysis

In this section, a few examples are presented to illustrate the new models pre-
diction performance by using data set PETS2009 [1].

1-87th frames velocity fields are used as the input of the LBM to predicts the
88-140th frames velocity fields by Mengs method [8] and by the proposed LBM
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Algorithm 1. Lattice Boltzmann Model with traction force algorithm
Input:
Imxn =1, I is the image space
t = 1, iteration control variable
N, the Maximum Iterations constant
u(X,t) optical flow fields matrices
Output:
1. while t < N do
2. COLLISION STEP:
Update the collision state parameter of all lattices by Eq.(6)
3. STREAMING STEP:
Update the STREAMING state parameter of all lattices by fo(X + e At,t +
At) = fo (X, t + At).
4. MACROSCOPIC VARIABLES:
Compute and save the variables p and u via Eq.(5)
5 t++
6. end while

with traction force. Fig.2(a) shows the velocity field of 114th frame by Mengs
method, where, there are lots of negative velocities at the exit. The first order or
the second order vortex of fluid dynamic phenomenon at corners of the exit leads
to this phenomenon. Well, the real crowd state should not evolve like that. The
velocity field of the 114th frame predicted by the proposed method is showed
in Fig.2(b). It can be found that the crowds near the exit are trend to get out
of it. It is accordance with the real case. The method adds traction force term,
reflecting the marching trend, into the crowd states evolution. An increment of
distribution function f, is produced because of the effect of traction force. This
increment could avoid the negative velocity of Mengs model effectively.

(a) the velocity field of 114th frame (b) the velocity field of the same
by Mengs method, inset shows a frame by this paper, inset shows a
zoomed in version of the exit region zoomed in version of the exit region

Fig. 2. The velocity fields in the exit of the scene
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The forecast velocity error is calculated by Eq.(14) and is shown in Fig.3.

1 M N
) = Do D (i) — wig (1) (14)

i=1 j=1

where, the size of the frame is M x N; the predict velocity v(z,y) is calculated
by these two models, respectively, and u(x, y) is the real velocity fields in 1-140th
frame.

The curves in Fig.3 shows the velocity error surface of the Mengs method and
the proposed method, where the error decreases when the iteration going further,
and increases with the frame increases. Fig.3(a)shows the error surface drawn
by Mengs model. Its error increases to maximum during frame 80th to 100th
because the crowd begin to run in these frames. The error begins to decrease
while the crowd state is steady. The model is not good when crowd velocity
changes rapidly. Fig.3(b) shows the error surface calculated by our model. The
error surface is reduced obviously. The added force term makes the model more
sensitive to the change of fluid velocity.

model iterations 2 0

image sequences model ierations image sequences

(a) error surface of the Mengs (b) error surface of the our method
method

Fig. 3. A comparison of error surface against the Mengs method

0 I

Fig. 4. Histograms of predict velocity amplitude

The LBM with traction force can predict the velocity fields of many frames
after the current frames. Every frames velocity magnitude distribution trend
can be predicted by histograms where u is velocity and y is the statistic of
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a certain velocity. For the specialties of scene, this experiment set a empirical
permit maximum velocity 77 = 0.20. This value is shown as a vertical line in
histograms, see Fig.4. The area of the right side of the vertical line in histogram
is calculated and if the area is greater than S7, called empirical permit maximum
area, then the crowd state is regarded as abnormal. The threshold parameters T}
and S; can be chosen by the feature of different scenes and safety requirement.

Fig.5 shows a comparison of the two models, the vertical coordinate is the area
value. The crowd state is regarded as abnormal when 77 = 0.20 and the area is
greater than S , assume S; = 2000, in 107th frame in the real image frames, see
Fig.5. The proposed model predicts the abnormal situation in the 96th frame,
while the Mengs model detects the situation in the 115th frame, at least 21
frames advantage are gotten by us. The experiment shows that the LBM with
traction force is able to predict the abnormal situation. Particles in the LBM
without traction force lost their speed because boundary conditions exist and
particles collisions occur. This is the reason why the detect delay happens in
Fig.5. The adding of the traction force fills the loss of the velocity and makes
the LBM with traction force have the capability to predict abnormal situations.
Hereby, the LBM with traction force is more sensitive to the variation of the
velocity, consequently a good forecast performance is obtained.

6000

5000~

4000

3000

—— LBM with out force
—8&— LBM with traction force
T2 = 2000 1

number of particles whose velocity is larger than T1=0.2

—A— original pic
.

gx . . . I
88 % 108 118 128 138 148
image sequences

Fig. 5. Contrasting figure of prediction gotten by the two methods

5 Conclusion

Although plenty of works have been carried out in detecting crowd states from
a video, it is now still difficult to forecast the crowd state. This study proposed
a forecast model by adding a traction force term in the Boltzmann equation
after analysing the features of crowd movement. The force term could reduce
the negative velocities in the exit region, and make up for the velocity and
momentum loss caused by particle collisions. All these could make the model
describe and predict the velocity fields more accurately and, therefore, have the
ability in crowd state predicting.
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Abstract. Recently, we have developed multiobjective robust controller using
difference signals of nonlinear plant for multiple CAN2s to learn and approxi-
mate Jacobian matrices of the nonlinear dynamics. Here, the CAN2 is an artifi-
cial neural net for learning efficient piecewise linear approximation of nonlinear
function. So far, by means of numerical experiments, we have shown that the
controller is capable of coping with the change of plant parameter values as well
as the change of control objective by means of switching multiple CAN2s. How-
ever, the controller have not been analyzed enough. This paper clarifies several
properties of the controller by means of examining the control of linear plants.

Keywords: Multiobjective robust control, Switching of multiple CAN2s, Dif-
ference signals, Generalized predictive control, Jacobian matrix of nonlinear dy-
namics.

1 Introduction

Recently, we have developed multiobjective robust controller using difference signals
of nonlinear plant to be controlled and multiple CAN2s (competitive associative nets)
[1,2,3]. Here, the CAN2 is an artificial neural net introduced for learning efficient piece-
wise linear approximation of nonlinear function by means of competitive and associa-
tive schemes [5,6,7]. Thus, a CANZ2 is capable of leaning piecewise Jacobian matrices
of nonlinear dynamics of a plant by means of feeding difference signals of the plant
to the CAN2. In [1], we have constructed a robust controller using multiple CAN2s to
learn to approximate the plant dynamics for several parameter values. In [2], we have
focused on a multiobjective robust control, where we consider two conflicting control
objectives for a nonlinear crane system: one is to reduce settling time and the other
is to reduce overshoot. Our method enables the controller to flexibly cope with those
objectives by means of switching two sets of CAN2s for reducing settling time and
overshoot, respectively. In [3], we have tried to improve the control performance by
means of replacing single CAN2s by bagging CAN2s and shown several properties of
the controller. From the point of view of multiobjective control [8], the settling time is
reduced by tuning the number of units of the CAN2s, while the overshoot on average
is reduced by bagging CAN2s replacing single CAN2s and an overshoot for the plant
with certain parameter values is reduced by an augmentation of bagging CAN2s.

C.K. Loo et al. (Eds.): ICONIP 2014, Part III, LNCS 8836, pp. 58-67, 2014.
(© Springer International Publishing Switzerland 2014
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However, these properties as well as other properties of the controller have not been
analyzed enough so far. In order to examine the controller, we analyze the controller by
means of applying it to simple linear plants. In the next section, we show the method to
control nonlinear and linear plant. In Sect. 3, we examine the method by means of nu-
merical experiments applied to linear plants involving changeable parameter values.

2 Multiobjective Robust Controller Using Difference Signals and
CAN2s

2.1 Plant Model Using Difference Signals

Suppose a plant to be controlled at a discrete time j = 1,2, --- has the input u[p] nd

the output y[p I Here, the superscript “[p]” indicates the variable related to the plant for

dlstlngulshmg the position of the load, (x, y), shown below. Furthermore, suppose that
the dynamics of the plant is given by

yl' = f@) +df (1)

where f(-) is a nonlinear function which may change slowly in time and dg-p] represents

[p]

zero-mean noise with the variance crd The input vector ;" consists of the input and

T
output sequences of the plant as w[p] £ (y;p] " 7y;p] b, ,ugp] e gP] . ) , where
k, and k,, are the numbers of the elements, and the dlmensmn of ! j lis given by k =
ky + k.. Then, for the difference signals Ay[p] y ygpl , Augp] = ug-p] gp] 1»and
Az gp 2 gp ] gp ', we have the relationship Ay;.p] ~ fmA:cg.p ! for small HAwgp 1,
where f, = 0f(x)/0x | ol indicates the Jacobian matrix (row vector). If f,, does
not change for a while after the tlme J, then we can predict Ayg.p_a_ ; by
-~ Ipl ——1pl
Ayg+l fmij+l (2)
[p] [p] [p] —~ [pl
for! = 1,2,---, recursively. Here, Aw]H = (Ay]p_H 1" Ay]pH Ky Au]pH 1
~—~ [p]
, Au jp+ i—k, )", and the elements are given by
[p] [p]
— [pl] Ayl form <1 —~— Ipl Au m form < 0
E U wd S, - ®
ijer form>1 Au m form > 0.

Here, Au] +m (m > 0) is the predictive input (see Sect. 2.3). Then, we have the predic-
tion of the plant output from the predictive difference signals as

~p] Ipl - [P]
ij =y 4 Z AYjism- 4)

For linear plants, the plant function in (1) and the Jacobian matrix in (2) are modified
as f(w;p]) = Aa;;p] and f, = A, where A € IR*** is constant.
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(a) (b)
Fig. 1. Schematic diagram of (a) CAN2 and (b) a linear plant model of a car and the load

2.2 CAN?2 for Learning and Identifying Nonlinear and Linear Plants

A CAN2 has N units. The ith unit has a weight vector w; £ (w;y,--- ,wik)T €
IR**! and an associative matrix (row vector) M; £ (M1, ,M;y) € e RY™* for
i€l =1{1,2---,N} (see Fig. 1(a)). For a given dataset D["] = {(Aac[p] Ay[p]) \
i=12- n} obtalned from the plant to be controlled, we train a CAN2 by feedlng
the input and output pair of the CAN2 as (zlcan?! ylcan2l) — (Aw[p] Ay[p]) We employ
an efficient batch learning method shown in [10]. Then, for an input vector Awgp], the

CAN?2 after the learning predicts the output Ay[p] fmAacg-p] by

Ay, = M, Az, (5)
where ¢ denotes the index of the unit selected by

c= argmm HAw[p] w;||? (6)
el

Here, we have assumed the following conjecture shown in [2,3]. Namely, M. ~ fg

may not be identified via Awgp] because f, is not the function of Awgp] generally.

However, an enlarged vector Az[p] (Aygp] . Aygp ] " Augp 1, Augp : k)

for k;, = k+k, and k;, = k+k, enables a Jacobian matrix f, = 0f/0z to be a function

of Az[-p] when the elements in Az - vary sufficiently and the plant parameter does not

[pl :

change for a while. Thus, the above method with Aa; in (6) replaced by an enlarged

Az [p] is supposed to select an appropriate cth unit in the situation of multiobjective and
robust control assuming the change of both plant parameters and control objectives.
However, this conjecture is hard to be verified because Jacobian matrix for a certain
duration of time involves approximation error in general, thus k, and k,, to identify the
Jacobian matrix depend on the approximation error allowable for the control.
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On the other hand, the above conjecture does not seem to be applied to a linear plant
with f (wg-p]) = Aacg-p] because there is only one Jacobian matrix f, = A. Thus, the
CAN?2 with multiple units after the learning of the plant dynamics is considered to have
the following associative matrix for the ¢th unit as

M, = A+5A; (7

where § A; denotes approximation error of A. The cth unit with the error 6 A.. is selected
by (6) whose weight vector w.. is near to the current difference input vector Aw[p ] (or

enlarged Az[p]) consisting of the trained difference trajectory, i.e. Ay[p] and Au[p] for
Il =1,2,---. This interpretation of erroneous associative matrices can be also apphed
to the control of nonlinear plants, and seems more plausible than the above conjecture
for nonlinear plants if the present controller also works for linear plants.

2.3 GPC Using Difference Signals

The GPC (Generalized Predictive Control) is an efficient method for obtaining the pre-
dictive input ﬂg.p] which minimizes the following control performance index [9]:

Ny Ny o]
_ [p] ~lp] a0 P
J = (er - ym) Z (A%H 1) ) ®)
1=1 =1
where rﬂl and ’y\ﬂ , are desired output anci predictive output, respectively. The parame-
ters Ny, N, and A, are constants to be designed for the control performance. We obtain

[p ] by means of the GPC method as follows: at a discrete time j, use CAN2 to predict

Ay;‘j_ ; by (2) and then @\[ by (4). Then, owing to the linearity of these equations, the

above performance mdex 1s written as

2 A2
7= [~ Gy 4 2, | Bl ©
——Ip] —~ [p] —~ [p] T
where rlPl = < ;‘j_l, cee EPJ]FN ) and Au = <Auj g Augy ) . Fur-
T
thermore, y! = (yP ... ! and y'' is the natural response §*, of the
, 1 Y YN, Yit P Yit

—[p]
system (1) for the null incremental input Awu jp+ ; = 0for ! > 0. Here, we actually have

ygp}r = ygp] + Zin:l Ay;pj_m from (4), where Aygp}r ; denotes the natural response of the

difference system of (2) with f, replaced by M .. The ith column and the jth row of the

matrix G is given by G;; = gi—j+n,, where g; for [ = --- -1,0,1,2,--- is the

unit step response y;pll of (4) for @\ﬂl = ﬂgpjrl =0(<0) and u[p]l =1( > 0).Itis

easy to derive that the unit response g; of (4) is obtained as the 1mpulse response of (2).
—pl ——I[pl

Then, we have Au " which minimizes Jby Au' = (GTG+\I) 1 GT (rlP) — P},

~ - [p]
and then we have u;p ] 1 + Au
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2.4 Control and Training Iterations

We execute iterations of the following phases to obtain the training data for CAN2s
respectively and train the CAN2s.

(i) Control Phase: Control by a default control schedule at the first iteration, and by
the GPC using the CAN2s obtained by the previous training phase otherwise.

(ii) Training Phase: Train the CAN2s with the dataset DI") = {(Aacg-p 5 Ayg-p Ij =
1,2,---,n)} obtained in the control phase.

The control performance at an iteration depends on the CAN2 obtained at the previ-
ous iterations. So, for the actual control of the plant, we use the best CAN2s obtained
through a number of iterations as shown below.

2.5 Switching Multiple CAN2s For Multiobjective Robust Control

To cope with the change of plant parameters and the change of control objective, we
employ the following method to switch CAN2s for each control objective O; (I =

1,2,---). Let CANQ[Oef] denote the best CAN2 from the point of view of O; obtained
for the plant with parameter 05 (s € S = {1,2,---,|S|}) through the above control
and training iterations.

Step 1: At each discrete time j in the control phase, obtain M [Cs] (= M. in (6)) for all
0s
CAN25 (s € 5).
Step 2: Select the s*th CAN2, or CANQ[ng* ] , which provides the minimum MSE (mean
square prediction error) for the recent IV, predictions, or

Ne—1

§ = argmin N Z

ses e -0

2
[p] —[p] [5]

Ay - Ay (10)

where ﬁi,;pi[f] = MY Aa;gpl , (see (5)) denotes the prediction by CANQ[g;}.

3 Numerical Experiments Using Linear Plant Model

3.1 A Car and Load System

We consider a linear model plant of a car and the load shown in Fig. 1(b). This model
is derived from the overhead traveling crane system [3] by means of replacing the non-
linear crane by a load (mass) with a spring and a damper. From the figure, we have the
motion equations given by

mi=—K(z— X)—C(i — X) (11)
MX =F+K(z - X) (12)

where  and X are the positions of the load and the car, respectively, m and M are
the weights of the load and the car, respectively, K the spring constant, C' the damping
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coefficient, and F' is the driving force of the car. From the above equations, we have the
following state-space representation for the state © = (x, 4, X, X)7,

F (13)

=R=Lo
O»—lSQO
8
+

0
0
0
1
M

EXoIxno
EX oI

3.2 Parameter Settings

Suppose that the controller has to move the load on the car from « = 0 to the destination
position z; = 5m by means of operating F'. We obtain discrete signals by ug-p] =
F(4jT,) and y;.p] = z(j§T,) with (virtual) sampling period T;, = 0.5s. Here, we use
virtual sampling method shown in [4], where the discrete model is obtained with T,
(virtual sampling period) while the observation and operation are executed with shorter
actual sampling period T,, = 0.01s. We have used N, = 20, N, = 1 and A\, = 0.01
for the GPC. and N, = 8 samples for (10).

The parameters of the plant are set as follows; th weight of the car M = 100kg, the
spring constant i = 15 kg/s?, the damping coefficient C' = 10 kg/s, and the maximum
driving force Fi,x = 10N. To achieve the robustness to the load weight for m =
10,15, 20, - - -, 100 [kg], we train the CAN2s with PLANT!%! for the load weight 6, =
m = 10, 40, 70, 100 [kg] and s = 1, 2, 3, 4, respectively, where PLANT! indicate the
plant with the parameter . Let CANQgg] and CANQ[SQf] denote the best CAN2s which
have achieved smallest overshoot and settling time, respectively, through 10 control and
training iterations. Here, at each iteration, we train the CAN2 with the control dataset
of two recent iterations, i.e. the current and the previous ones, because the number of
obtained data becomes huge and time consuming as the number of iterations increases
and the control performance does not seem improved even if we use all data. In order to
uniquely select the CAN2, the overshoot xpg and the settling time tgT are ordered by
ros + etgr and tsT + exog, respectively, with small e = 1072, We have used the set
of CAN2s, or CAN21%3) — (CAN2I%|s € S} and CAN2YS) — {cAN2:)|s € 53
for the switching controller explained in Sect. 2.5, where S = {1, 2, 3,4}.

3.3 Results and Analysis

Result Using CAN2s with Single Units. First, we have examined the controller usin
true linear models and CAN2s with single units (N = 1). We use the input vector Aw;p

with k, = 4 and k,, = 1, which is not enlarged Azg-p] but has the original minimum

dimension of the true dynamics. From the experimental result shown in Table 1, we
can see that the controller using true model has achieved increasing settling time tgr
and overshoot xpg with the increase of the load weight m = 10, 40, 70, 100 [kg] for
0; (i = 1,2,3,4). This is because the present controller uses the performance index J
to be minimized shown in (9) with fixed control parameter values (N, = 20, N, = 1
and A\, = 0.01). The conventional GPC has to tune the control parameters for mini-
mizing tgr and xpg for the plants with different parameter values, while the present
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Table 1. Experimental result of settling time ¢st [s] and overshoot xos [mm] obtained by the
controller using true linear models PLANT:] and trained CAN2%! with single units. The ith
raw from the top shows the result of the control of PLANT! with 6; = m = 10, 40, 70, 100
[kg] for i = 1,2, 3, 4, respectively.

tsT Tos tsT Tos tsT Tos
PLANT 338 0 CAN2YY 32.4 186 CAN2UY) 327 170
PLANT 2 351 15 CAN2{2/ 225 9 CANzgg] 242 0
PLANTI?) 415 86 CAN292 159 63 CAN21% 275 9
PLANT ) 48.5 141 CAN2[SB{£] 299 44 CANzgg] 30.1 43

controller shows different performances by using different CAN2s for minimizing tgt
and xog, respectively, as shown in Table 1. The difference of the performance is sup-
posed to be obtained from the training datasets for the CAN2s derived from control
trajectories which may involve degenerations and/or fluctuations through control and
training iterations. However, the performance in Table 1 is not so good as to apply it
to the switching control using multiple CAN2s, e.g. CAN2g ] ¢ould not have achieved
overshoot less than xog =170[mm] for the plant ; with m = 10 [kg].

Result Using CAN2s with Multiple Units. In order to improve the control perfor-
mance, we use CAN2s with multiple units. Here, note that the CAN2s with multiple
units involve erroneous models as shown in (7). However, the batch learning algorithm
of the CAN2 (see [10]) tries to reduce the total approximation error for a given training
dataset by means of using the condition called asymptotic optimality to equalize the
approximation errors for all units of the CAN2. Thus, we may expect that the error of
the associative matrix in (7),  A; = M, — A, does not grow so much for all units and
provides a variety of allowable control performances.

A statistical result of settling time tgT and overshoot zpg obtained by the controllers
using multiple units is shown in Table 2, and four examples of time course of the input
F, the output X and x for the best and the worst control result using multiple CAN2s
are shown in Fig. 2. We can see that the best control for reducing settling time (top left)
and overshoot (lower right) are reasonable, while the worst control for reducing settling
time (top right) and overshoot (bottom right) are not so bad from their objectives.

From Table 2, we can see that the mean, max and std of settling time achieved by
the controller using multiple CANQ[QS I are smaller than those by the controller using
single CANQ[QS] for s = 1, 2, 3, 4. Incidentally, the controller using CAN25g 9] has

achieved smaller mean, min and std of settling time, but CANQ[ 2] is the CAN2 havmg
achieved the minimum overshoot for > and we cannot find out any reason for this good
performance in settling time.

On the other hand, the controller using multiple CANQgg] could not achieved smaller

performance than the controller using single CANQ[ 3] . It seems that this is owing that

CANQ[Og] involves CANQ%é] which has a big mean overshoot 49.4[mm]. In our pre-
vious study [3], we have shown a method of augmentation of CAN2s to reduce plant-
parameter-specific overshoots, and we apply the method as follows. First, we examined
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Table 2. Statistical summary of the performance obtained by the controller using CAN2s with
multiple units for the control of test plants with m = 10, 15, 20,- - -, 100 [kg]. The columns of
“trained 0;” indicate the result by the controller applied to the training plants 6; with m = 10,
40, 70, 100 [kg] for ¢ = 1,2, 3,4, respectively. The columns of “mean”, “min”, “max” and
“std” for “settling time” and “overshoot” indicate the minimum, maximum and standard devi-
ation of the control result for all test plants. We denote CANQgg']zCANQggkg]UCAN2[3;kg]

and CAN2/9s" =cAN2[72#l U CAN2[9248) UC AN2IS75#). The boldface figures indicate the best
(smallest) result in each block, while the italicface figures show the result not corresponding the
control objective of the CAN2 shown on the leftmost column.

CAN?2 used settling time tsT [s] overshoot zos [mm]

for the trained test trained test

controller 0; mean min max std 0; mean min max std
CAN2YY 196 2606 19.6 354 591 98 973 550 1420 285
CAN2%21 205 2618 203 355 593 59 1083 51.0 172.0 43.9
CAN2Y! 251 2736 231 351 355 44 756 340 1620 416
CAN2{4 286 3068 256 39.0 3.74 94 259 0.0 1030 36.1
CAN2Ys! 2529 222 349 338 — 527 110 1360 42.1
CAN2UY 329 3189 278 355 250 0 114 00 660 20.1
CAN2\2) 212 2476 159 338 38 0 494 0.0 2640 726
CAN2\%) 388 3989 368 442 1.89 0 32 00 280 74
CAN2U4 749 6525 596 789 557 0 68 0.0 380 115
CAN2Ys! 3711 319 455 404 — 66 00 350 119
CAN2YS 4161 366 446 208 — 31 00 590 132
CAN2Ys") 3855 353 430 211 — 00 00 00 0.0

the overshoot obtained by the controller using CANQgg:CANQggkg], and it has the

overshoot 3, 11, 18 and 28 [mm] for the plant with m = 85, 90, 95 and 100 [kg], re-
spectively, and O [mm)] for other test plants. Therefore, we next examined the controller
using multiple CANQggkg]UCANQngg}, and have an overshoot 59[mm] for the plant
with m = 100 [kg] and O[mm] for other test plants. Finally, we executed trial and error,
and we have multiple CANQgg"]=CAN2ggkg]UCANQggkg]UCANQggkg] which has

no overshoot for all test plants as shown in Table 2.

4 Conclusion

We have examined the multiobjective robust controller using difference signals and
multiple CAN2s by means of applying it to linear model plants. From the result of
numerical experiments as well as theoretical analysis, the following properties are ob-
tained. (1) The dimension of the input vector to select the associative matrix of the
CAN?2 to approximate the Jacobian matrix of the plant to be controlled does not have
to be enlarged, which may reject the conjecture shown in [2,3] that the enlargement is
necessary for the present method. (2) The present controller using fixed GPC parame-
ters provides various control performances by means of involving errors of associative
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Fig. 2. Examples of time course of z[m], X[m] and F'[10N]. Among the control of all test plants,

the results of the smallest and biggest settling time by multiple CAN2g7

] are shown on the top

left and right, respectively, and those of the smallest and biggest settling time without overshoot

(xos = O0[mm]) by CAN2£§§"] are shown on the bottom left and right, respectively.

matrices of CAN2s to learn Jacobian matrices, which enables the controller to be multi-
objective robust controller by means of switching CAN2s. (3) Plant-parameter-specific
overshoots can be reduced by the augmentation of CAN2s, which has also been shown
possible for nonlinear plants [3].
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Abstract. Independent Component Analysis (ICA) has emerged as a necessary
preprocessing step when analyzing Electroencephalographic (EEG) data. While
many studies reported on the use of ICA for EEG, most of these studies rely on
visual inspection of the signal to detect those components that need to be removed
from the signal. Little has been done on how to process EEG data in real-time,
autonomously, and independent of a human expert inspecting the data. A few
attempts have been made in the literature to design standard procedures on the
processing of EEG data in real-time environments. To enable standardization to
occur, the work and discussion of this paper focus on understanding the impact
of different preprocessing steps on the performance of ICA. A proposed cut-off
threshold for ICA is demonstrated to produce reliable and sound processing when
compared to a Laplacian reference system. A methodology for real-time process-
ing that is simple and efficient is being suggested.

Keywords: Electroencephalography, Independent Component Analysis, EEG Pre-
processing.

1 Introduction

Independent Component Analysis (ICA) has been used widely for removing artifacts. A
carefully designed experiment [ 1] using Magnetoencephalographic (MEG) data demon-
strated that ICA can detect and isolate eye movement, eye blinking, cardiac, myographic,
and respiratory artifacts. The data in this study was bandpass filtered at 0.03-90Hz for
MEG, and 0.1-100Hz for Vertical and Horizontal electrooculography (EOG), and Elec-
trocardiogram (ECG). It was then digitally low-pass filtered with a cutoff frequency of
45Hz. A second study [2] demonstrated that ICA can isolate ocular artifact. The author
claimed that it is better to use ICA to isolate this type of artifact than measuring the
artifact using an EOG then subtracting it from the EEG signal. The latter can remove
proper EEG data as well.

These studies rely on visual inspection of the components to determine which of
them contains an artifact, there are two main problems that still remain unsolved. Firstly,

C.K. Loo et al. (Eds.): ICONIP 2014, Part III, LNCS 8836, pp. 68-75, 2014.
(© Springer International Publishing Switzerland 2014
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how to remove artifact automatically? This is especially critical in real-time adaptive au-
tomation and augmented cognition applications [3,4], where the EEG signals need to be
analyzed autonomously without any interference from human experts. A few attempts
has been made to answer this question in [5,6], where the issue of automatic removal of
artifact was addressed while the issue of speed for real-time application was not stud-
ied. Secondly, there has been no theoretical proof that those independent components
capturing the artifacts mentioned in previous studies [1,2] do not also capture legitimate
EEG information. In fact, the claim presented in [2] that ICA is better in isolating ocular
artifact than simply subtracting the EOG signal from the corresponding EEG was only
substantiated with a synthetic example. The example was too simple; therefore, was not
representative as we will see in the remainder of this paper.

In addition to the above challenges, previous work would normally rely on a syn-
thetic data that starts with n sources and generates n equal number of mixed signals.
In EEG, this is almost never the case. It is common knowledge, for example, that an
electrode would be sensing many sources and artifacts simultaneously. While we are
not attempting to do localization of sources, which is a different problem all together,
it is important to consider the fact that the number of signals/channels will always be
smaller than the number of sources within the EEG domain. In this paper, we study the
impact of this assumption on the performance of ICA.

The primary aim of this paper is to establish a heuristic that can guide the process
of cleaning EEG in real-time operations. Common electromyogram (EMG) artifact re-
moval techniques are first discussed in Section 2, followed by the methodology in Sec-
tion 3, results in Section 4 and conclusion in Section 5.

2 Common EMG Removal Techniques

2.1 Independent Component Analysis

Over two decades of research on ICA, alternatively known as a technique for the source
separation problem, have passed, while the technique is still finding more and more
applications. In the problem of source separation, one can imagine multiple people
talking in a cocktail party. Signals obtained from distributed independent microphones
will be a mixture of all voices and background noise. The source separation problem
attempts to find a linear transformation from the collected mixed signals to the original
sources. If , ¢, and n are random vectors representing the mixed signals, independent
components, and a noise source, respectively, and M is a linear transformation matrix,
the problem can be formulated mathematically as follows: # = Mc + n.

Recovering the original components, ¢, is not possible because of the noise term [7].
Instead, the model can be rewritten as: * = As, where s denotes a source. Assuming a
number of realizations of the vector @ in the form of a matrix X, the objective is to find
the mixing matrix, A, to recover the sources (ie. Components), S as follows: X = AS.

Once A is calculated, one can find the separating matrix, I, to estimate the sources,
S = WTX. Since we can only measure the mixed signal X, we have many more
unknowns than known variables. Fortunately, it turns out that we only need to make the
following two assumptions to be able to solve this system of linear equations [8]:
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1. The components are statistically independent; that is, Prob(c;, c;) = Prob(c;) *
Prob(c;), where Prob(c;, c;) denotes the joint probability distribution between
any two different components ¢ and j.

2. All independent components have non-gaussian distribution; although, if only one
of them has a gaussian distribution, the rest can still be recovered.

The fast ICA algorithm (fastica) [8] is an efficient algorithm for estimating the inde-
pendent components. The algorithm used in fastica performs two preprocessing steps
by default. First, each @ is centered on zero by subtracting the mean. Second, the vector
x is whitened by transforming it into a new vector that is white. In essence, this guar-
antees that the inputs to the independent component algorithm are uncorrelated. ICA
does not take the order of the data into account, it works on a random vector and is not
designed to take the time-ordered signal information into consideration.

2.2 Referencing Techniques

Signals in the brain are measured by their electric potential difference volts. The EEG
data can be referenced in many different ways, including ear-lobe (unipolar), or re-
referencing to one of the EEG electrodes (bipolar). However, the latter case would
eliminate one channel from the data; thus reducing the number of signals available for
analysis. While bipolar measurements are common in classical neuro-feedback studies,
there seems to be no advantage in using this type of referencing in quantitative EEG
studies.

Two most common referencing methods are the Common Average Reference (CAR)
and the Laplacian filter. Theoretically, CAR works best with many electrodes. However,
McFarland et.al. [9] demonstrated that CAR and Laplacian filters were highly correlated
when a 19-electrode according to the 10-20 standard measurement system is used.

In CAR, all EEG readings at each time step are averaged. All electrodes are ref-
erenced to this common average by subtracting it from all electrodes. It is calculated
using the equation

T

wiCAsziiz( ])
- n
J

where x; representing the electrical potential difference between the electrode and the
ear (or otherwise) reference, and 4% representing the signal filtered with CAR.

The Laplacian filter relies on finite differences to approximate the second derivative
of the instantaneous spatial voltage distribution. In essence, a Laplacian filter is local,

while a CAR filter is global. The equation of Laplacian is:

T
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where, N (i) is the set of electrodes in the neighborhood of electrode ¢, and d;, repre-
sents the distance between electrodes i and k. For equal distances, and letting | N (7)]
denoting the neighborhood size of electrode 7, the formulae is reduced to
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Fig. 1. Laplacian referencing network
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The neighborhood structure used in this paper is presented in Figure 1. The dotted
lines from F, to I'P; and F'P are used in the absence of F'P,. In this case, F'P; and
F'P, are averaged to approximate the value for ' P, used in the filtering process of F,.
The same holds in the case of the dotted lines from P, to O; and O> in the absence of
O.. The distances used in this paper are 6¢cm.

3 Methodology

A synthetic data set is designed for the analysis in this paper. We first assume 6 sources
of signals. Two of the sources are assumed to be EMG operating at high frequency
and overlapping with Beta and Gamma bands. We intentionally do not use a low-pass
filter in a preprocessing step because the overlap with the Gamma band would remove
EEG signals during filtering. Each source operates with a mixture of two frequencies
representative of classic EEG bands as shown in Table 1.

The sampling rate is 256Hz; while it is greater than the required Nyquist frequency,
we needed to standardize it in our work to have comparable results. We sample 2 min-
utes of data. We assume that the fifth source was activated in the last 250ms of every
second, and the sixth source was activated in the last 500ms of every second; thus cre-
ating aperiodic EMG interference. All other sources were periodic and were activated
from time 0. This setup was formulated to mimic situations we encountered in real EEG
signals.

Pearson correlation coefficient was calculated between all sources. It was close to
zero (< £0.06) in all cases; indicating that the sources are at least uncorrelated.

The six sources are mixed into four signals, 1, 2, 3, 4, as follows:

1 =81 +0.9%s;5

gy = 82 + 0.9 % s¢
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Table 1. The synthesis of the six signal sources

Source ID Band Amplitude Frequency Band Amplitude Frequency

s1 Delta 14 4 Beta 52 22
82 Theta 23 7 Beta 70 19
83 Delta 16 5 Alpha 43 11
S4 Alpha 44 9 Gamma 56 47
S5 EMG 144 31 EMG 337 51
S6 EMG 282 28 EMG 246 49

xr3 = 83+ S5
Ty = 84+ Sg

The two odd-numbered mixed signals share the same EMG source with different
weights, while the even-numbered mixed signals share a different EMG source. This
is to mimic a left and right hemisphere electrode positions accompanied with left and
right local muscle movements.

All signals and sources are preprocessed to have zero mean and unit variance to elim-
inate differences in magnitude and facilitate the ICA calculations. Pearson correlation
coefficient between the original sources and mixtures and the estimated independent
components is shown in Table 2.

Table 2. Pearson correlation coefficient between the original sources and mixtures and the esti-
mated independent components

S1 S2 S3 S84 S5 Sg L1 T2 T3 T4
51 -0302-04 02 -0.70.4-0.70.4 -0.8 0.5
82 020203 05 040.704 0.6 04 0.8
353 0 08 0 -060.1 01 0 0.70.1-04
5,-08 0 06 0 -0.1 0 -06 0 04 O

We notice that the estimated components 1 and 2 are highly correlated with all mix-
tures. They are also highly correlated with the fifth and sixth sources representing the
EMG. This suggests that, if the artifact impacts multiple signals, the associated compo-
nents would be highly correlated with all impacted signals. All estimated components
are visualized in Figure 2, where it is clearly shown that indeed the first and second
estimated components are contaminated with the artifact.

As the correlation coefficient can be positive or negative, the sum of squared correla-
tions between a component and mixtures is a good indicator for artifacts. If this sum is
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Fig. 2. Original and correct signals

greater than 1.0-1.5, there is a high probability that this component should be removed
as an artifact. The logic behind this is as follows. An independent component is unlikely
to have a perfect correlation close to either ends of 1 with an EEG signal given that the
close proximity of electrodes generate an overlap in the captured signals. Also, noise
and artifact sources would make it almost impossible for an independent component to
be perfectly correlated with a signal.

Therefore, it is reasonable to expect that the highest correlation will be around 0.9
or less; in which case, it is unlikely that this component will be highly correlated with
a second EEG signal except when both signals share an artifact. Squaring the previ-
ous correlation coefficient would reduce the value down to 0.8. For the sum to exceed
1.0-1.5, the squared correlations from all other electrodes should sum to a value greater
than 0.2-0.7. This requires either relatively high correlations with some other signals or
a close to a uniform medium level correlation with the rest of the signals. The adjust-
ment of this threshold would depend on the number of electrodes used. As the number
of electrodes increases, the number of electrodes with high correlation with an indepen-
dent component increases because of the closer proximity of electrodes. Therefore, this
threshold is safer to be chosen higher than 1.0 as the number of electrodes increases.
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4 Results

Three types of filters were used. In the first two experiments, the simulated mixed sig-
nals were filtered using Laplacian and CAR filters, respectively. In the third experiment,
the independent components with sum of correlations exceeding 1 were eliminated and
the remaining independent components were used to reconstruct the mixed signals.

The results of the three experiments are presented in terms of Pearson correlation
coefficient between the filtered mixed signals on the one hand, and the original sources
and original mixed signals on the other hand.

Table 3. Pearson correlation coefficient between the filtered mixed signals, and the original
sources and original mixed signals

81 82 83 84 85 8¢ X1 T2 XT3 T4
xf*f 07 0 -07 0 0 0 05 0 -05 0
k¥ 0 07 0 -07 0 0 0 05 0 -05
x2*f .07 0 07 0 0 0 -05 0 05 0
x¥*f 0 07 0 07 0 0 0 -05 0 05
x4 07 -02-02-02 04 -0.5 0.8 -0.5 0.2 -0.5
xS 02 07 -02-02-04 04 -0.5 0.8 -0.5 0.1
z$4% .02 -02 0.7 -0.2 0.5 -0.5 0.2 -0.5 0.8 -0.5
x§47 02 -02-02 0.7 -0.5 0.5 -0.5 0.1 -0.5 0.8
xi 08 01-06 0 01 0 06 0.1 -04 0
x 0 08 0 -0601 0.1 0.1 0.7 0.1 -0.4
i -08 0.1 0.6 -0.1-0.1 0 -0.6 0.1 0.4 -0.1
x 0 -08 0 06-01-0.1 0 -0.7-0.1 0.4

The Laplacian filter has the best performance since it has a zero correlation with the
two EMG sources: s5 and sg. CAR has the worst performance, which is expected since
the number of mixed signals is few and the current was not calculated over a closed
surface for CAR to work. However, CAR plays a secondary role in this study given the
small number of signals, where it can be seen as a Laplacian over a larger area.

The important piece of result is that the heuristic used for determining those IC to be
excluded from the signal worked perfectly well. While there remains a small correlation
between the filtered mixed signal and the two EMG sources, the correlation between
each filtered mixed signal and its corresponding original signal is higher than that with
other original signals.

In other words, the averaging occurred with Laplacian, while eliminated the EMG
signal, it simply distributed equally the EEG signal information of each mixed sig-
nal across other mixed signals in its neighborhood. Therefore, 1% is correlated with
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a1 positively and equally negatively with 3. ICA, on the other hand, maintained maxi-
mum correlation with the original signal, where the highest positive correlation between
21 and all original mixed signals occurs with ;.

5 Conclusion

It is shown that the impact of artifacts from EMG signals can be eliminated or signif-
icantly reduced using independent component analysis as well as Laplacian filter. The
latter eliminated the impact completely but generated signals that are equally correlated
with its source and non-sources. Moreover, there is a large assumption that the neigh-
borhood for Laplacian is chosen properly. The filter does not produce the intended result
as demonstrated with the results of the common average reference, which in our chosen
small example can be seen as a Laplacian with a larger than appropriate neighborhood.
In practice, such a perfect neighborhood for Laplacian is neither known or possible.

Independent component analysis, on the other hand, is more robust in separating
EMG sources. While a small residual may remain, it is minimum and the filtered data
is maximally correlated with the original mixed signal.

Space constraints did not allow the presentation of results on real EEG data. How-
ever, the findings are similar in the sense that, independent component analysis main-
tained the original information efficiently. For future work, we are developing more
studies to validate the threshold used in this work to eliminate those independent com-
ponents that are suspects of containing artifacts.
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Abstract. We propose a novel framework for automatic image segmentation. In
this approach, a mixture of several over-segmentation methods are used to pro-
duce superpixels and then aggregation is achieved using a cluster ensemble me-
thod. Generated by different existing segmentation algorithms, superpixels can
describe the manifold patterns of a natural image such as color space, smooth-
ness and texture. We use them as the initial superpixels. Grouping cues which
affect the performance of segmentation can also be captured. After the over-
segmentation, the simultaneous collection of superpixels is expected to achieve
synergistic effects and ensure the accuracy of the segmentation. For this pur-
pose, cluster ensemble methods are used to process the initial segmentation
results and produce the final result. Our method achieves significantly better
performance on the Berkeley Segmentation Database compared to state-of-the-
art techniques.

Keywords: segmentation, superpixels, cluster ensembles, LDAPPA, multi-
label.

1 Introduction

Image segmentation is a fundamental computer vision problem, which has wide ap-
plications in computer vision area.

It is challenging to segment images accurately and efficiently. In the past few
years, many methods have been developed to address this problem. For example,
Comaniciu and Meer’s Mean Shift [6] is a general nonparametric technique, which is
proposed for the analysis of a complex multimodal feature space and to delineate
arbitrarily shaped clusters in it. Felzenszwalb and Huttenlocher’s FH [4] makes gree-
dy decisions and produces segmentations that satisfy global properties. Shi and Ma-
lik’s Ncuts [7] measures both the total dissimilarity between different groups as well
as the total similarity within the groups. Arbelaez and Fowlkes’s OWT- UCM [8§]
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consists of generic machinery for transforming the output of any contour detector into
a hierarchical region tree. Hoiem, Efros and Hebert’s algorithm [5] re-estimates
boundary strength as the segmentation progresses, which is based on the agglomera-
tive merging.

(@) ) ©) (d)

Fig. 1. System overview. Given an input image (a), we divide it into superpixels (b) using three
segmentation methods respectively, i.e., FH [4], Mean Shift [6], and Gabor-texture [18]. Then,
synthesizing these tree resultant images, we get the co-segmentation result (c). Finally, we get
the output image (d) through cluster ensembles.

In order to enhance the reliability of over-segmentation, especially for images with
complex background, and to improve the quality of segmentation, we propose an
automatic image segmentation framework. It integrates three segmentation methods,
i.e., Mean Shift [6], Gabor-Texture [18], and FH [4] to obtain the initial superpixels
and multiple labels in those methods. Then, we use the cluster ensemble method La-
bels and Distances based Affinity Propagation Partitioning Algorithm (referred to as
LDAPPA) to get the synergistic effect of segmentation and improve the accuracy of
the segmentation.

The main contributions of this paper are summarized as follows:

1. We show that cluster ensemble can be highly powerful on image segmentation.
Through cluster ensemble, we can get a good understanding of the complementary
relationship between different segmentation methods, which is especially impor-
tant in feature extraction.

2. Compared to state-of-the-art techniques, we have achieved competitive results on
the Berkeley Segmentation Database. The performance is quantified using four cri-
teria: PRI, BDE, Vol and GCE. Using the proposed framework, PRI rises from
0.7735 to 0.8059, and BDE reduces from 13.3087 to 12.0407. The definitions of
those criteria will be given in Section 4.

2 Segmentation Using Cluster Ensemble

As shown in Fig. 1, our approach is composed of three parts: over segmentation, mul-
tiple labeling and cluster ensemble. The over segmentation and multiple labeling
share the same segmentation results. In this section, we will illustrate each of them.
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2.1  Over Segmentation

A standard image preprocessing step in many segmentation algorithms is to partition
an input image into a set of superpixels [10], which are referred to as “perceptually
meaningful atomic regions”. In most existing works, superpixels are exploited to in-
itialize segmentation.

Over-segmentation 1

77 7 7 7
L LS
/7

Image / Our Over-segmentation

a
Over-segmentation s

Fig. 2. Our over-segmentation model. In this paper, over-segmentation number s equals 3.

According to the definition of superpixel, being meaningful and atomic are two
important properties. In this paper, we consider superpixels as atomic so that the su-
perpixels, treated as basic unit elements, can be labeled by different segmentation
methods. As a matter of fact, the results of other segmentation algorithms can be
treated as superpixels as well. Those segmentation results satisfy the definition of the
superpixel, which are both meaningful and atomic on the local information. For
the integrity of this paper, the segmentation methods we used are briefly introduced in
the next sub-section.

The resultant superpixels can describe the manifold patterns of a natural image. In
our framework, we propose to combine the results of those segmentation methods to
get superpixels. At first, we exploit superpixels with N segmentation methods. For-
mally, we denote B! as the boundaries of the segmentation result of input image
I(i =1,2,---5). Let B be the boundaries of over-segmentation, where B = BluU
B? U ---U BS. According to the over-segmentation boundaries B, the input image I
is partitioned into superpixels. Denote S as the set of superpixels of I, where

S = {sj};lzl. n is the number of superpixels of image I. By now, we have got the ba-

sic unit elements used in the rest of this paper. The model of our over-segmentation
method is shown in Fig. 2.

2.2 Multiple Labeling

The superpixels, generated by different over-segmentation algorithms, can describe
the manifold patterns of a natural image such as color space, smoothness and texture.
According to those features, images can be labeled diversely. The universality of all
of the features can differentiate an object from its surroundings. The segmentation
methods that we used are briefly illustrated as follows, i.e., Felzenszwalb and Hutten-
locher’s FH approach [4], Comaniciu and Meer’s Mean Shift based segmentation [6],
and Gabor-texture [18].
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FH Segmentation

According to the FH segmentation approach, G = (V,E) is an undirected graph with
vertices u € V corresponding to the set of elements to be segmented, and edges
(v;,v;) € E corresponding to pairs of neighboring vertices. Each edge (v;,v;) € E
has a corresponding weight w(v;, v;), which is a non-negative measure of the dissi-
milarity between two neighboring elements v; and v;. The weight of an edge is
some dissimilarity measure between the two pixels connected by that edge (e.g., the
difference in intensity, color, motion, location or some other features). In FH, they use
the absolute intensity difference between pixels as edge weight, i.e.,

w(v,v;) = |I1(p) — 1(p))|- (1)

Segmentation Using Mean Shift
For a color input image I , geographic coordinates (gx, gy) and color
tion(r, g, b) constitute a 5-D space. Let K(x) denote a kernel function that indi-
cates
how much x contributes to the estimation of the mean. Then, the sample mean m
at x with kernel K is given by:
_ I KOe-x)x;
m(x) = Y KGxp) | (2)

The difference m(x) — x is called mean shift. The main idea of Mean Shift algo-
rithm is to iteratively move data points to their mean, which means that in each itera-
tion move m(x) to x until (x) = x .

Texture Segmentation Using Gabor Filters

Texture segmentation is the process of partitioning an image into regions based on
their texture [18]. To extract the texture feature of an image, Gabor filters are used. A
Gabor function in the spatial domain is a sinusoidal modulated Gaussian. For a 2-D
Gaussian curve with a spread of o, and g, in x and y directions and a modulat-
ing frequency of u,, the real impulse response and frequency response of the filter
are given as:

h(x,y) = ! exp {— 2 [Z—; + Z—;]} cos(2muyx). 3)

2Oy 0y 2

H(u,v) = exp{—2n?[02(u — up) + 02v?|} + exp{—2n2[0?(u + up) + o2v?]}. (4

2.3 Cluster Ensembles

Cluster ensembles address the problem of combining multiple ‘base clusters’ of the
same set of objects into a single consolidated cluster. Cluster ensembles have emerged
as a much more powerful method than single clustering. Besides, it also improves
both the robustness and the stability of unsupervised classification solutions [17].
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In the previous subsection, we summarized the three segmentation techniques used in
our approach. They produce both over-segmentation results and the labels of super-
pixels. In this subsection, we will use this information as the input of the clustering
ensembles.

For classical cluster ensemble algorithms such as CSPA, HGPA and MCLA
[19], attention was focused on the resultant labels of different clustering methods.
However, in image segmentation, the locations of pixels and superpixels are also
important. In our cluster ensemble method, we combine the labels and the locations of
superpixels.

Algorithm 1. Labels and Distances based Affinity Propagation Partitioning Algo-
rithm
Input: The labels set, the superpixels set S and the location set Locations.
Output: A partition of S.

1. According to Eq. (5), compute t;; , i # j,i,j =12--,n.

2: Calculate each r(i,j) and a(i,j) until a clustering center is found or the
number of iterations is out of range

3: Re-label all the superpixels.

Similarity between superpixels can be estimated by the number of clusters shared
by two superpixels and their locations. Formally, let us denote X = {x;, x,, x3,**, x,}
as the n input data points, where X = [ in the case of segmentation, and apply dif-
ferent clustering algorithms to X. Denote the clustering result of S; obtained using
algorithm k as Ik ,

_ k k:1,2"',S . _ . _ .

L = {l;'};Z;5..,, and Distances = {dij}i,jzl,zm,n' min;, ;(d;;) = 1. In this paper d;;
is defined as the minimum Euclidean distance between two superpixels. Using con-
sensus function I' to process S;,S,,S3,**, Sy, the similarity of superpixels, denoted

by a matrix I', contains the values:

Rl = xdy ifieg
?:12?:1,1';:1"[11' /nx(m—1) ifi=j

I = [Tij] = T(Si,Sj) = {_ (5)

According to the similarity matrix I', we apply the affinity propagation (AP) [20]
to converge the superpixels and get the final labels. The responsibility r(i,k) and
availability a(i, k) are iterated using the following rules:

r(i,j) < s, j) —max;r g, . {a(i,j) +s(,j)}. (6)
a(i,j) « min{0,7(j, /) + i sri iy max {0, 7@, )3} @)

We summarize our algorithm of cluster ensembles in Algorithm 1, which we call
Labels and Distances based Affinity Propagation Partitioning Algorithm (LDAPPA)
since it combines both the results of other segmentation methods and the locations of
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the superpixels. In our experiments, the performance of LDAPPA was better than
CSPA, HGPA and MCLA.

3 Experimental Results

In this section, we evaluate the performance of our method on the Berkeley Database
[16], which consists of 300 natural images of diverse scene categories (In the Berke-
ley Database, on average, five ground truths are available per image). We illustrate
some of our results compared to other methods in Fig. 3. To get a better understand-
ing of the performance of our method, we use four criteria to quantify the perfor-
mance of different segmentation algorithms: Probabilistic Rand Index (PRI) [12],
Variation of Information (VoI) [13], Global Consistency Error (GCE) [14] and Boun-
dary Displacement Error (BDE) [15].

Table 1. Quantitative comparison of our algorithm with other segmentation methods over
Berkeley database. The three best results are highlighted in bold for each criterion.

Methods PRI Vol GCE BDE
Region-Growing 0.7522 8.2724 0.0486 14.1395
FH(knn) 0.7718  2.9423 0.1773 14.5734
FH(adjacent) 0.7735  3.4037 0.1362 14.4551
Ncuts 0.6832  4.8527 0.3303 17.1833
Mean Shift 0.7476  7.3141 0.0690 14.2260
Gabor-texture 0.7078 3.1157 0.2668 13.3087
Best of CSPA, HGPA and MCLA 0.7467  4.0949 0.1857 13.5845
Our Method 0.8058  4.9186 0.0943 12.0407

According to the four criteria above, a segmentation result is deemed as better if its
PRI is larger and the other three performance measures are smaller.

We compare the average scores of our approach and the nine benchmark algo-
rithms, i.e., Region-Growing, FH [4], Ncuts [7], Mean Shift [6], Gabor-texture [18]
and cluster ensemble methods CSPA, HGPA and MCLA. The scores are shown in
Table 1, with the three best results highlighted in bold for each criterion. And the
performance of our method can be further improved by introducing new segmentation
results. As shown in Table. 1, our method has achieved a significantly better perfor-
mance on the Berkeley Segmentation Database compared to state-of-the-art tech-
niques, where PRI rises from 0.7735 to 0.8059, and BDE reduces from 13.3087 to
12.0407. We can see that our method ranks first in PRI and BDE by a large margin
compared to other methods, and third in GCE.

Some segmentation examples can be visualized in Fig. 3 (j). Fig. 3 (i) illustrates
the performance of our method with different combinations of other segmentation
results. With the use of complementary segmentation methods, our co-segmentation
result preserve the object details, which results in the reduction of BDE. Besides,
cluster ensembles ensure the increase of PRI.
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4 Conclusions

In this paper, we propose an automatic image segmentation framework. Firstly, we
use over-segmentation to process the input images, so that our algorithm starts with
superpixels rather than pixels. Then the segmentation methods we used can capture
the various features of images. With those initial segmentation results we can get the
synergistic effect and improve the accuracy of the segmentation. Our method has
achieved significantly better performance on the Berkeley Segmentation Database
compared to state-of-the-art techniques. For future work, we will explore how to in-
corporate high-level segmentation methods into the proposed segmentation method.

Fig. 3. Visual comparison of our algorithm with other segmentation methods. (a) Test images,
(b) Ground Truth, (c) Region Growth, (d) FH, (e) Mean Shift, (f) Ncuts, (g) Gabor-texture, (h)
Best of CSPA, HGPA and MCLA, and our method in (i) and (j) using different parameters,
respectively.
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Abstract. New learning algorithms and systems for retrieving similar
videos are presented. Each query is a video itself. For each video, a set
of exemplars is machine-learned by new algorithms. Two methods were
tried. The first and main one is the time-bound affinity propagation. The
second is the harmonic competition which approximates the first. In the
similar-video retrieval, the number of exemplar frames is variable accord-
ing to the length and contents of videos. Therefore, each exemplar pos-
sesses responsible frames. By considering this property, we give a novel
similarity measure which contains the Levenshtein distance (L-distance)
as its special case. This new measure, the M-distance, is applicable to
both of global and local alignments for exemplars. Experimental results
in view of precision-recall curves show creditable scores in the region of
interest.

Keywords: Similar-video retrieval, exemplar, time-bound affinity prop-
agation, M-distance, numerical label.

1 Introduction

Machine learning or computational intelligence has discovered its own new values
in the age of big data. Today, various types of unstructured data are continually
accumulated. A typical case can be found in videos. Advent of smart phones
made users produce and upload their own videos to the Web easily. However,
most of them are structured poorly. This hinders users from utilizing rich hidden
resources. The tendency is worse than the era of the static image retrieval [1] [2].
Reflecting this situation, efforts have been made on content-based approaches to
the video retrieval as is surveyed in [3]. In this paper, we give new machine learn-
ing methods for automatic exemplar extraction and novel similarity measures,
as well as their applications to similar-video retrieval.
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The organization of this paper is as follows. In Section 2, we give a novel
learning algorithm called time-bound affinity propagation (TBAP). This has the
frame-order awareness which cannot be realized by the original affinity propaga-
tion (AP) of [4]. This is an unsupervised learning algorithm which finds represen-
tative frames in a video. In Section 3, we give a class of new similarity measures
with time-warping which includes the Levenshtein distance (L-distance) [5], the
Needleman-Wunsch algorithm [6] and the Smith-Waterman algorithm [7] as its
special cases. Such a new measure, the M-distance, is an important part of this
paper’s similar-video retrieval. In Section 4, a test set of videos is designed. We
will prepare a data set which depends on subject’s sensibility as less as possible.
In Section 5, we give a class of alternative learning methods to the time-bound
affinity propagation. That is based on the harmonic competition [8]. Section 6
gives concluding remarks.

2 Problem Description

2.1 Exemplars Reflecting Time Information

Let {x:}}_; be a given time series. &; can be any vector. In this paper, this is a
feature vector series in terms of the color structure descriptor (CSD) of MPEG-7.
The CSD is a patch-based histogram.

frames (time-ordered data) —>t

exemplars without considering elapsed time exemplars considering elapsed time

Fig. 1. Exemplars reflecting time information

Figure 1 illustrates a time series of frames {x;}}2,. Let this conceptual video
have three similar frames of {1, 2, 10}, {3, 4, 5} and {6, 7, 8, 9}. If time informa-
tion or frame ordering were not considered, a learning system would choose only
frames {2, 4, 7} as exemplars (Fig. 1 bottom left). But, this is not appropriate
as a label for the video retrieval. Rather, we want to have a learning algorithm
to find {2, 4, 7, 10} as exemplars (Fig. 1 bottom right). In this case, the exem-
plar set also gives responsible frames or dominant neighbors. For instance, we
have {(1, 2, 0), (1, 4, 1), (1, 7, 2), (0, 10, 0)}. In the next section, we will give a
new learning algorithm to obtain an order-aware exemplar set like Fig. 1 bottom
right.
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2.2 Time-Bound Affinity Propagation

Before going to the algorithm for the exemplar frame learning, it is necessary to
have a right understanding about the following items.

(a)

(b)

The plain affinity propagation algorithm can produce only the case of Fig.
1 bottom left. We need to obtain an algorithm which is aware of the frame
ordering.

Since we want to obtain exemplars, i.e., existing frames, the affinity propa-
gation was set as a basic tool. However, the harmonic competition [8] which
is a generalization of the vector quantization will also be applicable to the
order-aware exemplar extraction.

In this section, we focus on item (a). Item (b) will be discussed in Section 5.

Our method to find order-aware exemplars is as follows.

[Intra-Video Processing: Time-Bound Affinity Propagation (TBAP)]

Step 1: A time series of feature vectors of video frames {x;}}, is given. Each

vector is a normalized CSD histogram whose summation is unity. A similarity
measure s(&;, x;) f s(i, ) is given. Here, s(k,i) > s(k, j) holds if and only
if x; is more similar to x than ;. In our experiments, we will use

s(i,j) = D — [|lz: — y,]l. (1)

Here, D is a constant which can be chosen by users.! Other design parameters
appearing in subsequent steps are set here. A convergence criterion is also
specified here.

Step 2: Prepare a matrix A = [a;;] whose initial value is a zero matrix O. This

is called the availability.

Step 3: Pick up =;, x;, and x; by considering their temporal ordering in a

[

window.
Window length: Set a sliding window of length 2w — 1.

Windowing (Order awareness property 1):
The following computation of the responsibility matrix and the availability
matrix is computed for

i 1 <4< n,
j: 1< j<n constrained by i —w < j <i+ w. (2)
Responsibility matrix update (Order awareness property 2):
R = [r;;], which is symmetric, is updated by
pij := s(i,j) — max {ag, + s(i, k)}, 3)
k: k#j
rij = (1 — )\)pij + )\’I“ij. (4)
The choice of D does not affect the result of this TBAP which is an intra-video
processing. Therefore, it can be set zero here. However, for the inter-video compar-

ison based on the similarity, D becomes an important design parameter for users.
Its default value will be discussed in Section 3.1.
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Availability matrix update (Order awareness property 3):
The availability matrix A is updated by

Qi = Zmax{rki, 0}, (5)

ki
iy i=min{0, rj;+ Y max{ry, 01}, (i # ), (6)
k: ki, ktj
Qjj ‘= (1 — )\)aij + )\aij (including 1= j) (7)

The design parameter A € (0, 1) is a dumping factor.

Step 4 (Order awareness property 4): If a convergence criterion is not sat-
isfied for a;; + 735, then Step 3 is repeated. If the convergence is met,

arg max {aij +rij} (8)
Jri—w<j<i+w for 1<i<n

is adopted as an exemplar index. The final exemplar set is determined by
collecting such indices.

Theoretical Consideration: The affinity propagation (AP) [4] was theoreti-
cally derived from the maximization of a similarity measure with a constraint of
the node labeling in view of message passing. The labeling stands for the iden-
tification of exemplars. In this paper, however, each node has a sequence index.
That is, the node is a frame of a video. Therefore, we added a constraint on
the message passing so that the set of nodes is a time series. This is our TBAP
algorithm.

3 Distance Measure and Similarity Comparison

3.1 Data Normalization and Distance Measure

The similarity measure s(4,j) can be any as long as it leads to the convergence
of the algorithm. We found that the form of equation (1) gives the convergence
of the algorithm if )\ is chosen appropriately. The bias D in Equation (1) has
effects on inter-video comparison appearing in later sections.

Since each vector x; is normalized to have only nonnegative elements whose
summation makes unity, possible choices of D are as follows.

(a) The average of all possible data distances: This is acceptable only if the data
size is small.

(b) A fixed choice of V2, \/(d —2)/(2d), or \/1 — (1/d): Here, d is the dimen-
sion of x; which resides in a simplex. Note that /2 is the edge length of
this simplex. /(d —2)/(2d) ~ 1/v/2 is the radius of the interior sphere.
v/1— (1/d) = 1 is the radius of the exterior sphere. In experiments, we will
use the exterior radius with d = 768 which is our size of CSD bins by the
HSV expression of the color space (Hue-Saturation-Value).
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3.2 Similarity Comparison 1: M-distance for Global Alignment

Here, we give a method to compare two different videos with different exemplar
sets. Although we use the terminology of videos, the method is applicable to any
time series with exemplars. Our method generalizes the Levenshitein distance (L-
distance) [5] of discrete text processing, and the Needleman-Wunsch algorithm
(NW algorithm)[6] for the global alignment in bioinformatics. After the name
of the L-distance, the similarity comparison below will be called M-distance for
the global alignment.?

[Global Alignment and Retrieval]

Step 1: For the video w4, sets of exemplars {ef‘} and accompanied dominance
lengths by the relevance {FE}, (i = 1,2,---) are given. For the video vg,
similar sets are given. The similarity measure (1) is chosen here.

Step 2: Fill a global alignment table, and then backtrack a path by the following
dynamic programming procedure.

(2-1) A gap penalty g is chosen as a design parameter.
(2-2) Make a table.
Fill the {i = 0}-th row by (0, —gEE£, —¢ Z?:l EP, —g 23:1 EB,...).
Fill the {j = 0}-th column by (0, —gF3', —g Z?:l EA —g Z?:1 EA ...
(2-3) Starting from the position of (i,5) = (1,1), fill elements by
f(i,7) = max
{F=1.0) —gBL (i = 1.5 = 1) +7(i,5)s(i, ), £ (0,5 — 1) — gB7}. (9)

To a cell which gave the maximum, an arrow is directed as a pointer.
Here, 7(i, j) is a weight which reflects the exemplar dominance. We will
use r(i,j) = (BA + EP)/2 in experiments. If we backtrack from the
bottom right element of the value fiast, the path gives a global alignment.

Step 3: The similarity between v and v? is computed by
u(A, B) = h(flast)/w(zi EZA,ZJ_ E]B) (10)

Here, h(z) is a monotone increasing function. w is an averaging function.
The simplest one is an arithmetic mean.

3.3 Similarity Comparison 2: M-distance for Local Alignment

If video lengths are considerably different, the global alignment might deviate
from human sensibility. In such a case, we use a local alignment which can
compare the most similar parts. The following algorithm generalizes the Smith-
Waterman algorithm for the local alignment [7] in bioinformatics. Only the dif-
ference from the global alignment is described.

[Local Alignment and Retrieval]

2 The M-distances of Section 3.2 and Section 3.3 are due to the last and second
authors, Matsuyama and Moriwaki.
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Step 1: This step is the same as the global alignment.
Step 2: Fill a local alignment table and backtrack a path by the following dy-
namic programming procedure.
(2-1) A gap penalty g is chosen as a design parameter.
(2-2) Make a table. Fill elements in the {i = 0}-th row and {j = 0}-th column
all by zero. Starting from the position of (i,5) = (1,1), fill elements by

£(i, j) = max
{O’ f(l_ 1’j) _gEzA’f(i_ 17j_ 1)+T(27])3(27])7f(7/7] - 1) _gEjB}'(ll)

To a cell which gives a non-zero maximum, an arrow is directed as a
pointer. We backtrack from the position of the largest value fiax. This
path gives a local alignment.

Step 3: This step is the same as the global alignment.

4 Experiments

4.1 Data Preparation

Since end users of the retrieval are human, the final similarity judgment strongly
depends on their sensibility. Therefore, it is desirable that the similarity judg-
ment depends on subjects as less as possible. But, such a simple set would be
too easy to judge even by plain machines. Therefore, we designed a data set so
that the following is satisfied.

(a) Source video data are totally unlabeled.
(b) Precision and recall on their retrieval can be judged mechanically.

(¢) Each video possesses temporal changes of concepts so that the time-dependent
property of Fig. 1 bottom right can be identified.

Fig. 2 and Fig. 3 illustrate the generation procedure of the source data.

) (@ )

@

Group A: Peeping chick Group B: Cautious lesser panda

Fig. 2. Groups of videos made from NHK Creative Library
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Fig. 3. Twenty classes of videos

Fig. 2 illustrates two groups of videos extracted from the NHK Creative Li-
brary which is royalty free [9]. One is a scene of a peeping chick (group A). The
other is that of a cautious lesser panda (group B). From these groups, 20 classes
of video films were generated as is illustrated in Fig. 3. Each class has 21 videos.
Thus, there are 420 test videos, all of which are different each other.

4.2 Alignment Example

On the prepared video set, we tried the time-bound affinity propagation of Sec-
tion 2.2 to find exemplars accompanied with responsible frames. This is an im-
portant step to give a numerical annotation to each video. It is equivalent to
give a structure to the unorganized video set of Fig. 3 in terms of numerical tags.
Such tags can be computed either on-line or off-line.

The M-distance is computed by the procedures of Section 3.2 or Section 3.3.
Fig. 4 shows a global alignment by D = 1/\/1 —(1/d), d = 3 x 256 = 768, and
g = 0.05. The backtracking starts from the last element. Fig. 5 illustrates a local
alignment by the same D and g. Here, the backtracking starts from the largest
value. This gave a local matching of Video A to a segment of Video B.

Video B
—_—> j exemplar 1 exemplar 2 exemplar 3 exemplar 4
i E% =8 EB =12 EB =10 EE, =7
0.0 -0.4f— -1.0/— -1.5f— -1.85
< | exemplar 1 [E*; =12 |1 -0.6% 9.54 10.13(— 9.631— 9.28
_ﬂg exemplar2 [E% =7 |t -0.951 9.19x 17.811 17.884— 17.53
= | exemplar 3 [E*; =10 |T -1.451 8.69% 18.68% 26.951— 26.60)

Fig. 4. A global alignment example

4.3 Evaluation by Precision Recall Curves

Since the video data set was designed deliberately, a mechanical judgment of
the precision (11-point interpolated precision) and recall is possible. Numerical
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Video B
e j exemplar 1 exemplar 2 exemplar 3 exemplar 4
l 1 EB =8 EE, =12 E2 =10 E3, =7
0 0 0 0 0
« | exemplar 1 E* =12 0% 9.54~ 10.53«— 10.03[«— 9.68|
_ug exemplar 2 [E% =7 o[t 9.19[% 17.81f~ 18.28]«— 17.93
= exemplar 3 [E*; =10 0% 8.83[% 18.68/% 26951 26.66

Fig. 5. A local alignment example

values are computed as follows.

recall = |correct videos found| / Nsame class (12)
precision = |correct videos found| / |top rank videos to be checked|  (13)
10 fge——— A
I
I
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0.0

Fig. 6. Precision-recall curves

Fig. 6 illustrates the precision recall curves. We can find that, in its region of
interest (recall <20%), the precision is very satisfactory since correct videos are
almost always included. On the other hand, the plain AP is unsatisfactory since
the time-bound property of Section 2.2 is not considered.
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5 Alternative Methods

Here, we consider possibilities of other learning algorithms with the help of
Table 1 which summarizes characteristics of exemplar finding methods. This
table suggests that a competitive learning approach is possible as a version of
the harmonic competition [8].

Table 1. Comparison of methods

Method Elements # of exemplars Mode
time-bound AP exemplar variable successive

. .- mean vector .
harmonic competition pre-specified batch

— exemplar

Step 1: Data set {f(x¢,t)}_; and the number of clusters are given.
Step 2: Iterations for learning are conducted until the convergence is met.
Step 3: The nearest frame to each centroid is regarded as an exemplar.

Comparison with TBAP: We conducted a set of preliminary experiments by
(s, t) = [z, at]T with o = 0.015. Its performance was slightly inferior to the
result of Fig. 6. But, the learning speed of a single run was much faster than the
affinity propagation family.

6 Concluding Remarks

We presented algorithms and systems for the similar-video retrieval. Since a
video has a large size, the set of exemplars and their responsible frames are
usually computed off-line. Therefore, they can be used as numerical labels for
structure information on a big data set. The reverse direction, or the retrieval,
is fast by computing the M-distance.

In [4], it is pointed out that finding the exemplars has a relationship to the
labeling by a mechanism of the Hopfield network [10]. After the structural and
algorithmic speedup became mature, configurations using such a strategy (e. g.,
[11]) could be used.
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Abstract. Automatic image annotation is an attractive service for users
and administrators of online photo sharing websites. In this paper, we
propose an image annotation approach exploiting visual and textual
saliency. For textual saliency, a concept graph is firstly established based
on the association between the labels. Then semantic communities and
latent textual saliency are detected; For visual saliency, we adopt a
dual-layer BoW (DL-BoW) model integrated with the local features and
salient regions of the image. Experiments on NUS-WIDE dataset demon-
strate that the proposed method outperforms other state-of-the-art ap-
proaches.

Keywords: Image Annotation, Visual Saliency, Textual Saliency.

1 Introduction

With the explosive growth of web images, image annotation has drawn wide
attentions in recent years. Given an image, the goal of image annotation is to
analyze its visual content and assign the labels to it. Numerous approaches have
been proposed for automatic image annotation. Search-based methods like [5,6]
and learning-based methods like [11,9] are demonstrated with good performance
on state-of-art datasets. However, most of them focus on learning with pre-
extracted features while some works are dealing with the visual representation. 2]
learns the probability distribution of a semantic class from images with weakly
labeled information. In [7], the images are coded with sparse features via over-
segmenatation for label-to-region annotation. In this paper, we focus on a com-
bined task which provides better visual representation and annotation perfor-
mance simultaenously.

Evidence from visual cognition researchers demonstrates that people are usu-
ally attracted with the salient object standing out from the rest of the scene[13].
Then, the rest of the scene will be recognized via the its visual features and
concept correlation with the salient object. It naturally leads to the adoption
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C.K. Loo et al. (Eds.): ICONIP 2014, Part III, LNCS 8836, pp. 95-102, 2014.
© Springer International Publishing Switzerland 2014
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of visual saliency model for image annotation. However, the number of images
with region-wise labels is quite limited. In most cases, we can only get the images
with some tags. Although the salient region can be extracted by some saliency
detection methods, the corresponding ”salient” tag is not easy to obtain.

[ ER A EE]
Saliency Detection

'='\> n Dual-layer Bow
ity -

Saliency Maps
g Intra-Community Visual
Coconut; Saliency Detection
Saliency Maps

BoW Feature Generation

Latent Community
and Textual Saliency
Detection

Multiple Kernel
Learning

BoW Features
(Online Annotation _ _ _ _ _ _ _ _ _ _ ___ _ _________________ —

Fig. 1. The main framework of TVSA

In todays image annotation, the number of labels (i.e. concepts/tags) is quite
large and label concurrence is pretty common. Intuitively, the non-salient ob-
jects,i.e. background scene, are likely to occur with the salient objects in various
scenes. For instance, the tag ”sky” may appear in urban views which is often
associated with "road”, etc. However, "sky” can also appear in outdoor scenes
with ”"dog” and "trees” etc. Since these two scenes are quite different, we can
infer that the label ”sky” is an ”background” (i.e. non-salient) tag. Therefore,
the coherence of the label concurrence may reveal the textual saliency.

In this paper, a Textual-Visual Saliency based Annotation (TVSA) method is
proposed for image annotation by learning training sample based on visual and
textual saliency. Figure 1 illustrates our framework, which consists of two parts:
offline learning and online annotation.

Offline Learning: Given the labeled training samples, a concept graph is
firstly established by exploiting the association between the concepts. Then con-
cept communities and latent textual saliency are detected from concept graph.
In each community, the salient region of images are detected which is used for
dual-layer Bag-of-Words (DL-BoW) generation. The community classifiers are
trained with Multiple-Kernel SVM based on the local features (DL-BoW) and
global features of training samples in each concept community.

Online Annotation: The DL-BoW feature is firstly generated for the un-
labeled image. Then, corresponding community of the image is determined by
the community classifier. Finally, neighbor-voting annotation is performed with
training samples according to the result of community classification.
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The rest of our paper is organized as follows: The main details of TVSA are
described in Section 2; In Section 3, we evaluate the performance of TVSA with
some other approaches. Finally, the conclusion is presented in Section 4.

2 Methodology

2.1 Textual Saliency Detection

The first step of TVSA is to construct a concept graph based on the tagged
images. In this paper, we construct a directed-weighted graph G = {V, E}. The
elements of vertex set V are tags from concept set C' = {c1, ¢2,, ¢ }. The concept
¢; is connected with c; by a directed edge e;; if an image in training set is tagged
with ¢; and ¢; at the same time. Let w;; denote the weight of e;; which implies
the semantic correlation between two concepts and determined as follows:

N(ci, cj)
We;,c; = P(c]|cz) = N(c:) (1)
where P(cj|c;) is the conditional probability of concept ¢; given ¢;, N(¢;) stands
for the number of images tagged with concept ¢; in the image collection and
N(c;, ¢j) stands for the number of images tagged with concept ¢; and ¢; simul-
taneously.

Concepts which often appear in the same scene or have similar semantic char-
acteristics are likely to be grouped into the same community. If an untagged sam-
ple is allocated to specific community, the concepts in this community are likely
to be candidating labels for the image. In this paper, a fast unfolding algorithm
[1] is applied to realize the latent community detection. It is proved a promising
algorithm to generate proper communities under optimal time-complexity.

After latent community detection, each tag is assigned with the corresponding
community. We define the correlation between tag (¢;) and community (COM},)
as follows:

1 1 N(ei,cg)
Corr(c;, COMy,) = We;e; = 7 (2)
Noow, cjeg;Mk Neowm, Cjeg;Mk N(c;)

where Ncon,, denotes the number of concepts in COMj,. The textual saliency
of tag ¢; assigned with COMj, is defined as:

Corr(c;, COMy)
S Neor Corr(c;, COM,y)

m=1

Sal(e;) = (3)

where Noopyr denotes the number of communties. Salc; indicates the intra-
community correlatation and inter-community discrimination. With larger Salc;,
the tag ¢; is likely to be asscociated only with COMjy i.e. a salient tag. Given a
textual saliency threshold T;,:, tags are divided into two sets with high saliency
and low saliency respectively. Noted that we will assign the training samples
with the corresponding community by voting on the number of salient tags.
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2.2 Visual Saliency Detection

In each community, The visual saliency of a pixel refers to its relative attractive-
ness with respect to the whole image. To generate a saliency map for each image,
a MATLAB implementation of Manifold Ranking-Based Visual Saliency[10] is
applied to compute saliency values of pixels, with the values normalized to a
range between 0 and 1. The higher the saliency value is, the more attractive an
image pixel would be. As reported in [13], the salient portions often correspond
to semantic objects in an image. Given a saliency value threshold T,;s, we can
divide an image into two disjoint regions, one of high saliency and the other of
low saliency. They will both be used to extract the visual words indicating the
saliency-level.

2.3 Dual-Layer Bag of Salient Words

In our work, SIFT is adopted to extract the local features in training images.
Firstly, we extract visual words according to region saliency in each commu-
nity. Then, the global codebook is generated according to the community-wise
codebook.

In the specific community,a M x N image I is featured with a saliency map
{Mi,mxn}, m < M,n<N and nj SIFT descriptors {Dy ;}, j = 1...n;. We gener-
ate the intra-community codebook with the SIFT features and the corresponding
value of the saliency map for high and low salient regions respectively. For in-
stance, the distance between two SIFT descriptors Dy, ; and Dy, ;in salient region

is defined as:
1My, =My 5l

dij = | Dri = Dijllexp < (4)

where Mj, ; is the saliency-level of the SIFT descriptor defined by the saliency
map. The codebook can be generated by clustering based on the distance mea-
sured as Eq.4. However, for non-salient regions, we directly use || Dy ; — Dy;|| for
similarity measurement since the saliency value are quite closed for them.As a
result, the community-wise codebook consisting of visual words for salient and
non-salient region is obtained.

Based on the community-wise codebook, we can obtain the global codebook
by clustering the visual words from all communities for salient and non-salient
regions. The DL-BoW features of image are generated according to the global
codebook for salient and non-salient regions.

2.4 Community Classifier:Learning and Inference

We define the score of interpreting an image I with the corresponding community
as :

F(I) = QT@(I) = 9T¢sal(1) + 77T¢unsal(1) + BTW(I) (5)

In the following, we describe in detail each term in Eq.(5).
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Bag-of-Salient-Words 6%,,¢sq(I): For an unlabeled image I, we can extract the
local feature based on salient visual words. §; can be weight associated with the
similarity between each training samples I}, and the unlabeled image.Therefore,
we can parameterize this potential function as :

07 Gsar(I) Z Ok Ksar (1, I1) (6)

Ix€lcom

where Kq(I,1I)) is a similarity function, /oo, denote the images in specific
community.

Bag-of-non-salient- Words 9unsal¢unsal(1): This potential function captures the
similarity on non-salient words between each training samples I and the unla-
beled image. As shown above, we can parameterize it as:

77T¢unsal(-[) = Z nkKunsal (I, Ik) (7)

Iy€lcom

Global features 3T w(I): This part indicates how likely the image I assigned with
this community based on global features of I. It is shown as:

BTuw( Z BrK giovar (1, I (8)
I€lcom

We learn our model in a multiple-kernel learning SVM framework. The multiple-
kernel SVM model can be trained with adaptively-weighted combined kernels and
each kernel is in accordance with a specific type of visual feature. The decision
function is defined as follows:

F(I) = Z eiKsal(Ivlk) + niKunsal(Ivlk) + 61’Kglobal(17[k)

Ix€lcom
O k Bk
= Z Olk{ Ksal(IaIk)"" K Kunsal(lvlk)'i' Kglobal(IaIk)} (9)
el (677 (677 (677
kE€Ilcom
= > akam (IL,I) = Y oK, L)
Ix€lcom Ix€lcom

where K (-) is the combined kernel, K, (+) is the sub-kernel of my, visual feature
and w,, is the weight for sub-kernel to be learnt. In order to get a sparse solution,
we add the [ynorm constraints and the learning problem is shown as follows:

1
min [F+C Y &

In€lcom

st.F(I) = apK (I, I)
L2, (10)

K(I,I,) = Zwm (I, 1) meOZwmzl

§1>0, ku(Ik)Zl — &
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As reported in previous work, multiple-kernel SVM shows better performance
than conventional SVM learnt with combined features. We solve this problem
via SimpleMKLI8].

2.5 Labeling: Neighbor-Voting in Communities

The corresponding communities of an untagged image can be determined by the
trained community classifiers. A naive KNN search is carried out to realize the
initial annotation in each community based on the Euclidean distance between
the visual features of the untagged image and the ones in the community. Noted
that we will firstly tag the image with the salient tags. The non-salient tag is
assigned based both on the correlation of salient tag and the visual feature.
Let 7(I,75*) denote the relevance between image I and salient tag ¢;. r(1,75")
is determined by the K-nearest-neighbors measured with Bag-of-Salient-Words
feature and global features:

1
r(f,rggl):K{ S wear(@nrE+ D waear(I, M)} (11)
Ij ENF(M(I) Ij EN;}I,obal (I)

where wsq, and wyopa are kernel weight obtained in (10); N3 (1) is the K-

nearest-neighbors measured with salient word feature; NV Ig(l obal (I) is the K-nearest-
neighbors measured with global feature which can reduce the impact of false/miss
salient regions. Similarly, replace ”sal” with "unsal” in (11). The relevance be-
tween the unlabeled image and non-salient tags are determined as:

T(I7rg;nsal) = I:Lv{ Z wunsalr(ijrginsal) + Z wglobalr(ljvrginsal)}
Ij eNl'ténsal(I) Ij eN}g{lobal(I)
(12)
The final tagging information of the image is a combination of salient and
non-salient tags.

3 Experiments

In this section, some experiments are conducted to evaluate the performance of
the proposed method on NUS-WIDE[3] dataset which contains 27807 images in
training parts and 27808 images in testing parts. All images are tagged with la-
bels from 81 Ground Truth. The comparison between TVSA and state-of-the-art
methods MLKNNJ12], MLNBJ[11], RLVT[6], RANK[6],NBVT[5] and LCMKL[4]
is also presented to show the proposed method progresses towards better per-
formance. All of the experiments are executed on a PC with Intel 2.4GHz CPU
and 10GB RAM on MATLAB.

For TVSA, we use [10] to extract saliency map and detect 500D BoW fea-
ture for salient and non-salient regions respectively. Global features including
Color Moments(225D) and Color Histogram (64D) are also adopted as visual
representation.For the baseline methods, a 1000D BoW feature and the global
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features mentioned above are deployed. The parameter settings for TVSA are
listed as follows: The threshold of textual saliency (T%.:)is set to 0.4 while for
the visual saliency (Ty;s)is the mean-value of image’s saliency map. The number
of neighbours for neighbot-voting is 100. The scaling factor ¢ in Eq.4 is 10.

In this paper, Precision, Recall and F1-score are used to measure the perfor-
mance of image annotation. For concept ¢;, they are determined as follows:

Neorr Neorr
Precision(c;) = Novevod ; Recall(c;) = N
agge a

Precision(c;)x Recall(c;)
Precision(c;) + Recall(c;)

(13)
Fy — score(c;) =

where Nigggeqa denotes the number of images tagged with a specific concept
¢;, in testing part by image annotation, N, denotes the number of images
tagged correctly according to the original tagging information and N,; denotes
the number of images tagged with ¢; in training part. For each concept, we
can obtain Precison, Recall and F1-score respectively. The global performance
is obtained via averaging over all concepts. To make fair comparisons, the top
five relevant concepts of the image are selected for annotation. Table 1 shows
the performance of image annotation on NUS-WIDE:

Table 1. The performance comparison on NUS-WIDE 81 tags

Method MLKNN MLNB RLVT RANK NBVT LCMKL TVSA

Precision 0.122 0.110 0.192 0.181 0.127 0.237 0.263
Recall  0.210 0.302 0.186 0.187 0.177 0.233 0.282
Fl-score 0.154 0.161 0.187 0.184 0.148 0.235 0.272

As shown in Table 1, we observe that the proposed method outperforms the
compared method on Avg. Precsion, Avg. Recall and Avg. Fl-score with the top
five relevant tags.

Finally, we also discuss the selection of key paramters of TVSA including
threshold of visual saliency(7T},+) and textual saliency (Ty;s). For visual saliency,
it is not appropriate to set a fixed threshold since the distribution of saliency
map varies in different images. The mean-value of image’s saliency map is a
relative simple and good choise. For textual saliency, the threshold is seleted by
cross-validation among {0.1,0.2,...,0.9}. We found that T;,; = 0.4 achieves the
best performance.

4 Conclusion

In this paper, a Textual-Visual Saliency based framework for image annotation is
proposed. Our work integrates the textual saliency on labels and visual saliency
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on images. A concept graph is constructed which implies a dense sematic intra-
community correlation of concepts. The dual-layer Bag-of-Words provide a good
visual representatiopn based on local features and salienct regions. The robust
multiple-kernel SVM is applied for community classification. Experiments on
NUS-WIDE dataset demonstrate that the proposed method outperforms other
state-of-the-art approaches.
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Abstract. Active Shape Models and Complex Network method are applied to
the attachment hooks of several species of Gyrodactylus, including the notifiable
pathogen G. salaris, to classify each species to their true species type. ASM is
used as a feature extraction tool to select information from hook images that
can be used as input data into trained classifiers. Linear (i.e. LDA and K-NN) and
non-linear (i.e. MLP and SVM) models are used to classify Gyrodactylus species.
Species of Gyrodactylus, ectoparasitic monogenetic flukes of fish, are difficult
to discriminate and identify on morphology alone and their speciation currently
requires taxonomic expertise. The current exercise sets out to confidently classify
species, which in this example includes a species which is notifiable pathogen of
Atlantic salmon, to their true class with a high degree of accuracy. The results
show that Multi-Layer Perceptron (MLP) is the best classifier for performing the
initial classification of Gyrodactylus species, with an average of 98.36%. Using
MLP classifier, only one species has been misallocated. It is essential, therefore,
to employ a method that does not generate type I or type II misclassifications
where G. salaris is concerned. In comparison, only K-NN classifier has managed
to to achieve full classification on the G. salaris.

Keywords: Gyrodactylus, classification, Active Shape Model, Complex Network.

1 Introduction

There are over 440 described species of Gyrodactylus which are typically small (< 1mm),
ectoparasitic monogenetic flukes of fish [14]. While most species of Gyrodactylus are
non-pathogenic, causing little harm to their hosts, other species like Gyrodactylus salaris
Malmberg, 1957, which is an OIE (Office International des Epizooties) - listed pathogen
of Atlantic salmon, has led to a catastrophic decimation in the size of the juvenile salmon
population in over 40 Norwegian rivers [7].

Uncontrolled increases in the size of the parasite population on resident salmon pop-
ulations have necessitated extreme measures such as the use of the biocide rotenone to
kill-out entire river systems, to remove the entire fish population within a river and the
parasite [7]. Given the impact that G. salaris has had in Norway and elsewhere in Scan-
dinavia [1], many European states including the UK now have mandatory surveillance
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programmes screening wild salmonid populations (i.e. brown trout, charr, grayling, At-
lantic salmon etc) for the presence of notifiable pathogens including G. salaris. Current
OIE methodologies for the identification of G. salaris from other species of Gyrodacty-
lus that occur on salmonids require confirmation from both morphological and molec-
ular approaches, which can be time consuming. If G. salaris specimens, however, are
overlooked in a diagnostic sample or misclassified, the environmental and economic
implications can be severe [20]. For this reason and because of the widely varying
pathogenicity seen between closely related species, accurate pathogen identification is
of paramount importance.

The discrimination of species from their congeners, however, is compounded by a
limited number of morphological discrete characteristics which makes identification
difficult. The task of morphological identification is, therefore, currently heavily reliant
upon a limited number of domain experts available to analyse and determine species
groups. This time can be dramatically reduced if the initial identification of G. salaris or
G. salaris-like specimens by the morphology step can be improved and accelerated. In
the event of a suspected outbreak, the demand for identification may significant exceed
the available supply of suitable expertise and facilities. There is, therefore, a real need
for the development of rapid, accurate, semi-automatic / automatic diagnostic tools that
are able to confidently identify G. salaris in any population of specimens.

The aims of the current study were to explore the potential use of an Active Shape
Model (ASM) combining with Complex Network method to extract features informa-
tion from the attachment hooks of each species of Gyrodactylus. Given the small size of
the marginal hook sickles (i.e. <7m), which are regarded as the most taxonomically in-
formative morphological structure, this study will begin with an assessment of scanning
electron microscope (SEM) images which give the best quality images. Given the sub-
tle differences in the hook shape of each species, it is hoped that this approach moves
towards the rapid automated classification of species with improved rates of correct
classification over existing methods and negates the current laborious process of taking
manual measurements which are used to assist experts in identifying species.

2 Specimen Preparation

Specimens of Gyrodactylus (G. derjavinoides n = 25; G. salaris n = 34; G. truttae
n = 9) were removed from their respective salmonid hosts and fixed in 80% ethanol.
Subsequently specimens were prepared for scanning electron microscopy (SEM) by
transferring individual, distilled water rinsed, specimens onto 13 mm diameter round
glass coverslips, where they had their posterior attachment organ excised using a scalpel
and the attachment hooks released using a proteinase-K based digestion fluid (i.e. 100
pg/ml proteinase K, 75 mM Tris-HCI, pH 8, 10 mM EDTA, 5% SDS). Once the hooks
were freed from enclosing tissue, the preparations were flushed with distilled water,
air-dried, sputter-coated with gold and then examined and photographed using a JEOL
JSM5200 scanning electron microscope operating at an accelerating voltage of 10 kV.
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3 Segmentation and Feature Extraction

The application of the ASM method as a segmentation (landmark points) of tool and
extracting features using Complex Network approach to the analysis of Gyrodactylus
attachment hooks is presented in Fig. 2. Specimens of Gyrodactylus were picked from
the skin and fins of salmonids and their attachment hooks released by proteolytic di-
gestion. Images of the smallest hook structures, the marginal hook sickles which are
the key to separating species and typically measure less than 0.007 mm in length, were
captured using a scanning electron microscope. The images were pre-processed before
being subjected to an Active Shape Model and Complex Network feature extraction
step to define 110 landmarks and to fit the model to the training set of hook images. A
Complex Network reduced the data to 49 variables which were used to train 4 classi-
fiers (K-NN, LDA, MLP, SVM) and separate the three species of Gyrodactylus which
includes the notifiable pathogen, G. salaris. Abbreviations: K-NN, K Nearest Neigh-
bors; LDA, Linear Discriminant Analysis; MLP, Multi-Layer Perceptron; SVM, Sup-
port Vector Machine.

Image pre-processing
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Fig. 1. The methodological approach used in the current study, the ASM were used as landmark
points to segment the focus object, while the Complex Network were used to extract the infor-
mative features. Four classifiers were accessed and compared in species identification.
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3.1 Existing Methods of Parasite Identification and Classification

A number of statistical classification based approaches applied to morphological data
[20], [21], and molecular-based techniques targeting specific genomic regions [13],
[19], have been developed to discriminate the pathogenic species, G. salaris, from other
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non-pathogenic species of Gyrodactylus that co-occur on salmonid hosts. While each
technique is able to detect G. salaris within a population of specimens and to discrim-
inate it from its congeners with high levels of correct classification, the techniques can
be time consuming [20]. If image recognition software could be developed to extract
key discriminatory features from the attachment hooks of each species, then it is antici-
pated that the identification process could be accelerated with equivalent or better rates
of correct identification.

3.2 Landmark Points Using ASM

ASM is a feature extraction based technique that has been successfully applied in hu-
man face [9] and leaf [12] recognition, the screening of skin cancers [8], and, in the
segmentation of lung radiographs [17] and of protozoan parasites from images captured
with the light microscope [16], among a range of other studies. The ASM technique
permits users to construct a general shape model which is subsequently applied to all
images in order to landmark the image area for every given image, providing a pattern
that encapsulates the variation seen across the range of shape images. The subsequent
ability (classification rate) of the developed model to separate “image classes” is in part
based on the number of images used in the training set - in theory, the greater the number
of images that are used in training and constructing the models, the better the classifica-
tion ability of the resultant model. Given the success of ASM in resolving image-based,
shape recognition problems within the biomedical sphere, the current study set out to
determine its utility when applied to SEM images of Gyrodactylus hooks.

ASM were originally developed for the recognition of landmarks on medical x-rays.
Landmark points can be acquired by applying a sample template to a ’problem area”,
which appears to represent a better strategy over edge-based detection approaches [18],
as any noise or unwanted objects within the image can be ignored in the selection of
the shape contour. In the current study, the shape of each attachment hook image is
presented by a vector of the position of each landmark, D = (dy, e, ..., dyn, €5, ), where
(d;e;) denotes the 2D image coordinate of the i*" landmark point. The shape vector of
the hook is then normalised into a common coordinate system. Procrustes analysis is
then applied in aligning the training set of images. This aligns each shape so that the
sum of distances of each shape to the mean F' = Y |D; — D|? is minimised. For this
purpose, one hook image is selected as an example initial estimate of the mean shape
and scaled so that | D| = 1, which minimises the F.

Assuming s sets of landmark points D; which are aligned into a common shape
pattern for each species, if this distribution can be modelled, then new examples can
be generated similar to those in the original training set s, and then these new shapes
can be examined to decide whether they represent reasonable examples. In particular,
D = M (b) is used to generate new vectors, where b is a vector of parameters of the
model. If the distribution parameters can be modelled, p(b), these can then be limited
such that the generated D’s are similar to those in the training set. Similarly it should
be possible to estimate p(D) using the model.

Once the ASM model has been constructed, it is important to fit the defined model
to a series of new input images to determine the parameters of the model that are the
best descriptors of hook shape. ASM finds the most accurate parameters of the defined
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model for the new hook images. The ASM fitting attempts to “best fit” the defined
model parameter to each image. Cootes et al. [10] explained that by adjusting each
model parameter from the defined model will permit an extraction pattern of the image
series to be created. During the model fitting, it measures newly introduced images and
uses this model to correct the values of current parameters, leading to a better fit.

Once the shape of the images available, then the next step will be the feature extrac-
tion. The landmark point need to perform fist, where the SEM images of Gyrodactylus
specimens contain tissue that difficult to distinguish from actual shape. The Complex
Network perform feature extraction using the landmark points of information.

3.3 Extraction Features Using Complex Network

Recently, complex network based shape representation has been shown effectively and
widely used in shape and image recognition and retrieval [5,4,6]. In general, this method
consists of the following two steps.

(1) Shape representation with complex network model. First, N landmark (key)
points should be extracted from the shape contour. Then, with these landmark points,
we can construct a complex network G =< V, E' > as follows. Each landmark point
is represented as a vertex in the network. For each pair of vertices, there is an edge
with the corresponding weight w; j representing the Euclidean distance between them.
Therefore, the network can be represented by a N x N weight matrix W, normalized
into interval [0, 1] [5,4].

(2) Feature extraction. There are two main kinds of characteristic (measurements)
that can be used to characterize topological connectivity of the complex network. One
is the static statistic measurements, and the other is dynamic evolution [5,4]. The five
static measurements used in this paper are the maximum degree, average degree, aver-
age joint degree, average shortest path length and entropy. Dynamic evolution is also
an important characteristic for complex networks. In this paper, we use the evolution
process proposed in the work [5,4]. Figure 1 shows the complex network representation
and its dynamic evolution process.

Landmark

points H

Dynamic evolution process

Fig. 2. Shape representation and the dynamic evolution process of complex network
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4 Experimental Results

Although the attachment apparatus of Gyrodactylus consists of three main elements
(i.e two larger centrally positioned anchors or hamuli; two connecting bars between the
hamuli; and, 16 peripherally distributed marginal hooks), this study sets out to clas-
sify species based on features extracted from the sickles of the marginal hooks only.
As the study is based on the analysis of biological structures, these require processing
subsequent to capture in order to standardised the position and format of the image.
Processing to standardise the orientation of the image is applied to reduce processing
time and complexity during the training and construction of the ASM model. Then, the
data were assessed using four methods of machine learning classifiers, namely are Lin-
ear Discriminant Analysia (LDA), K Nearest Neighbor (K-NN), Multi-layer Perceptron
(MLP) and Support Vector Machine (SVM). For each approach, a 10-fold cross valida-
tion was used i.e. the data were divided into k (10) subsets, where k-1 subsets were used
for training and the remaining subset used as the test set. This process was repeated 10
times using a different test set on each run and the average classification performance
computed.

The K-NN classifier improved upon the classification of G. salaris specimens with
all being correctly classified (Table 2), while two more species remain miclassified;
such as G. derjavinoides specimens was misallocated as G. salaris and G. truttae. Also
some of G. truttae that has been misclassified as G. salaris. Other classifier model
LDA (Table 1) and SVM (Table 4) were also expremented. Among these two models,
SVM has perform better than LDA, where using SVM classifier, G. derjavinoides has
managed to have full classification. The MLP classifier, was able to correctly classify
all specimens of Gyrodactylus to their true class, except for one specimens of G. salaris
which were classified as G. truttae (Table 3). Comaparing to the other models, MLP
has achieved highest classification rate at 98.38%. This is not surprising, since MLP is
a well performance classifier in many field [11], [15].

Table 1. A confusion matrix showing the clas- Table 2. Using the K-NN classifier, G. salaris
sification of Gyrodactylus specimen using an (G. sal) is manage to have full classification,

LDA classifier while other species remain misclassified
G.der G.sal G.tru Sum G.der G.sal G.tru Sum

G.der 24 0 1 25 G.der 23 1 1 25

G. sal 1 28 5 34 G.sal O 34 0 34

Gtru 0 2 7 9 G. tru 2 1 6 9

Sum 25 30 13 68 Sum 25 36 7 68

This achievement is same as performance using ASM-PCA [3], and this performance
is better than 25 point-to-point measurements manually extracted from light micro-
graphs of 557 specimens (i.e. 92.59%) [2], this approach appears promising and now
will be applied to hooks prepared for light microscopy hopefully with equal or better
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Table 3. MLP classifer performs well with the
correct classification G. derjavinoides (G. der)
and G. truttae (G. tru)

G.der G.sal G.tru Sum
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Table 4. Two specimens (G. salaris (G. sal)
and G. trutte (G. tru)) are unable to achieve full

classification using SVM classifier

G.der G.sal G.tru Sum

G.der 25 0 0 25 G.der 25 0 0 25

G. sal 0 33 1 34 G. sal 0 32 2 34
G. tru 0 0 9 9 G. tru 0 1 8 9
Sum 25 33 10 68 Sum 25 33 7 68

rates of correct classification. The ASM and Complex Network based approach applied
to SEM images of the hook sickles of Gyrodactylus appears to out perform or equal
other methods that have been tested to identify and discriminate this species with con-
fidence. This study will continue and will explore the potential of using the ASM and
Complex Network method in combination with multi-stage or ensemble classification
techniques to improve upon the classification accuracy of each species using image
taken with light microscope.

5 Conclusion

The current study set out to explore the utility of a novel ASM and Complex Network
based approach in extracting and thus classifying species of Gyrodactylus which are
ectoparasites of fish. ASM and Complex Network applied to 68 SEM images of the
marginal hook sickle was able to overcome the limitation and difficulties in extracting
feature information from the hooks. The best approach, which used a MLP method of
classification, where only one species remain misclassified.

This work continues, exploring the more pertinent and realistic research problem of
classifying specimens based on light microscope images which necessitates image pre-
processing. In addition, this work will assess the performance of this method on larger
datasets and will explore new methods based on an ensemble of classifiers, which have
shown promising results, with the aims of providing a reliable model for the identi-
fication of species, including the pathogen G. salaris, by non-experts and fish health
researchers.
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Abstract. In this paper, we propose a new algorithm for a flexible group
multi-way data analysis called the linked Tucker2 decomposition (LT2D).
The LT2D can decompose given multiple tensors into common factor ma-
trices, individual factor matrices, and core tensors, simultaneously. When
we have a set of tensor data and want to estimate common components
and/or individual characteristics of the data, this decomposition model
is very useful. In order to develop an efficient algorithm for the LT2D, we
imposed orthogonality constraints to factor matrices and applied alter-
nating least squares (ALS) algorithm to the optimization criterion. We
conducted some experiments to demonstrate the advantages and conver-
gence properties of the proposed algorithm. Finally, we discuss potential
applications of the proposed method.

Keywords: Tensor decompositions, Tucker2 decomposition, Group data
analysis, Alternating Least Squares (ALS), common and individual com-
ponents, Group component analysis.

1 Introduction

The tensor decomposition is an important technique for time series signal analy-
sis, image analysis, neuroscience, psychological data analysis, chemometrics and
other multi-way data processing [3]. Especially, analyzing a set of tensors is a
quite important to study due to many applications. The tensor decomposition is
known as one of the method to extract common factors from blocks of dataset. If
dataset consists of a set of third order tensors (3D-tensors), the sizes of which are
the same, such dataset can be regarded as a fourth order tensor (4D-tensor) via
concatenation procedure. In this case, 4D-tensor decomposition can be applied
to extract common factor matrices. For example, multi-way principal component
analysis was applied to feature extraction for EEG classification [11]. However,
when the set of tensors have different size in several modes, 4D-tensor decom-
position can not be applied. In such a case, we have to consider more flexible
decomposition model to analyze the group of data.

In this paper, we consider the set of 3D-tensors, the sizes of first and second
modes of which are the same but the sizes of third mode of which are gener-
ally different. Population value decomposition (PVD) [4], which is one of the
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Fig. 1. Linked Tucker2 decomposition for 3rd-order tensors

analysis method to extract left and right common factor matrices from multiple
matrices, and Tucker2 decomposition [13,9] can be used to extract first (left)
and second (right) modes common factor matrices from above type of dataset.
We introduce a more flexible decomposition model called the linked Tucker2 de-
composition (LT2D) in Figure 1. The LT2D does not extract only their common
factor matrices but also their individual factor matrices at the same time. Thus,
the LT2D decomposes set of 3D-tensors into first and second mode common and
individual factor matrices, and N of core tensors.

In order to implement the LT2D, we imposed orthogonality constraints and
applied the Alternating Least Squares (ALS) algorithm to optimize its criterion.
Furthermore, we conducted several experiments to demonstrate their advan-
tages.

The rest of this paper is organized as follows. In Section 2, a basic idea and
related works on common and individual component analysis are introduced.
In Section 3, a novel linked tensor decomposition and its ALS based algo-
rithm are proposed. In Section 4, we present experiments using our new method
and discuss the results of the experiments. Finally, we give our conclusions in
Section 5.

2 Common and Individual Component Analysis for
Multi-block Matrix Data

First, we consider a group of data as multi-block matrices X (™ e R!*/» for
n =1,..., N. In each matrix, the number of columns are the same but the num-
ber of rows are different. For example, each column is a pattern vector and
there are J,, samples for each n-th matrix. Many techniques have been proposed
to analyze such a dataset. If we want to extract some important components
for each matrix, which are called individual components, principal component
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analysis (PCA) and related methods [6,16,7] can be applied to each X () indi-
vidually. Moreover, if we want to extract some ‘common’ important components
for all matrices, partial least squares (PLS) regression [8,5] and canonical cor-
relation analysis (CCA) can be useful for the case of N = 2, and the PCA can
be also applied to concatenated matrix [X™), X . X(N)] ¢ RI*XnIn | sim-
ply. The population value decomposition (PVD) [4] can be used for the case of
J1 = Jy =+ = Jy. In order to extract common and individual components, si-
multaneously, joint and individual variation explained (JIVE) algorithm [10] has
been proposed. Furthermore, common and individual feature extraction (CIFA)
[15] has been proposed as an algorithm to extract common and individual com-
ponents, separately and sequentially.

3 Common and Individual Component Analysis for
Multi-block Tensor Data

In this paper, we consider more general problem as above one. Thus, we consider
a group of data as multi-block tensors Y™ ¢ RIxXEXE" for 5 — 1,..,N. For
example each matrix is an (I; x Iz)-pattern-matrix and there are Ig()") samples
for each n-th tensor. In order to extract left and right common components, the
PVD, Tucker2 decomposition [13,9], and CP decomposition [2] can be applied
to its concatenated (I x Ia X ) Ién))—tensor, however, the numbers of left and
right components must be the same in the CP decomposition. As a previous
study, we proposed the linked CP tensor decomposition (LCPTD) [14] which
can decompose a multi-block tensor data into multi-way common and individual
components and N diagonal core tensors. The LCPTD model is useful for multi-
way blind source separation, low-rank approximation, and feature extraction
for multi-block tensor data; however, the flexibility of the model is low due to
the fact that numbers of left and right components must be the same. In this
study, we propose a more flexible decomposition model called the “linked Tucker2
decomposition” (LT2D) illustrated in Figure 1.
In formula, the LT2D is given by

Y = g« AW «, B0 (1)

for n = 1,2,..., N, where Y™ ¢ RExExLY ig an observed 3D-tensor data,
G" e RMx M x I is a core tensor, A™ ¢ RI*Mi and B ¢ RIE2xM:
are the first and the second modes component matrices. Each A(™ and B
are composed as [AC,Agn)} and [BC,Bgn)], respectively, where Ac € RIvxLe
and Bo € R2*E¢ are common components (CCs) corresponding for all ten-
sors (i.e. all n), Agn) € RIxL1 and B§n) € RI2XEr are individual components
(ICs), which characterize the difference or independence of individual tensors
(i.e., M1 = Lo + Ly and Ms = Re + Ry). This model can separate common
and individual multi-way sources from group of tensors, and also reduce the
multi-way dimensionalities of original tensors via the extracted core-tensors.
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3.1 Orthogonal LT2D Algorithm

In this paper, we consider to impose the orthogonality constraint into each mode
component matrix, and formulate the following optimization problem

N
mininéize c(o) = Z:l 1Y — G x; A x, BM|2,

subject to AMWTAMW =1, BWTBM — 1, (2)

for all n, where C’ (@) is the cost function and © represents a set of parameters
(i.e., {A(”) B™ GM™}IN_ ). Substituting one of the KKT conditions G =
Y(”) x1 AMT x5 BT into (2) and transforming this, then we can obtain a
simplified optimization problem with respect to each-mode basis matrix. The
optimization problem for the first-mode (left) components is given by

N
. (n) _ A(n) AT y(n)}2
minimize X A A X ,
{A<")}Zﬁ’=1 nz::lH A a e
subject to AT AM = I, for all n, (3)
where X,(4 " =Y x, BMT) .y € RIM215" | Thus we consider to factorize

X 2") by the common and the individual left factor matrices in a similar way to
JIVE algorithm [10]. To update left common components (CCs) A¢, we run the
truncated SVD (tSVD) as

1 1 nT 1 2 2 2)T 2
XA AT X X AP AP X
X - AN AT X (V) > AcDeVE (4)

To update left individual components (ICs) A(I"), we run the tSVD one by one,
individually, which is given by
X — AcALX M = A DMV (n=1,2,... N). (5)

) )

In order to obtain optimal parameters, we iterate the common and the individual
steps alternately until convergence.

Similarly, the optimization problem for the second-mode (right) components
is given by

N
s (n) _ p(n) p(n)T yw(1))2
minimize X BB X ,
{B("’}ny:l ; 1 X5 B F
subject to BMTB™ = I, for all n, (6)
where XJ(B”) = (Y 5y ATy € RI2¥MiI"  Then we can update matrices

B¢ and Bgn) in similar way. Finally, the algorithm for the LT2D decomposition
can be summarized as Algorithm 1.
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Algorithm 1. Orthogonal LT2D algorithm

1. Input: {Y® ¢ RI¥EXIEIN_ 10 11 Reand Ry;
Initialize: random orthonormal matrices Ac, B¢, and {Agn)7B§n)}71:1:17 where
Ac L A and Be 1 B for all n;
A™  [Ag, A for all n;
B™ [BC,BYL)} for all n;
repeat
X (Y™ xy B™T) ) for all n;
repeat
T (XD | ADADTXD xG) | 4@ AQTx@)  xn) _
AP A
9. Ac « left-singular matrix of tSVD(Z4, L¢);
10. Al Jeft-singular matrix of tSVD([X (" — Ac AZX (Y], Ly) for all n;
11. A [AC,AET")] for all n;
12.  until 3N IX( — A AT X (M2 converge
13. Xl(gn) — [Y(") X1 A(")T](Q) for all n;

N

® N ook w

14. repeat

15. Zs + X3 - BMBY'xY . xY - BPBP'XxY, .. x5 —
5 5 x [

16. B¢ « left-singular matrix of tSVD(Zg, Rc);

17. B! « left-singular matrix of tSVD([ X" — BoBEX V], R;) for all n;

18. B™ « [Bc, B™] for all n;

19.  until 3N IX5 — BWBMWT X (M|12 converge
20. until 30 [[Y™ — Yy (™ x; A AMT »y BMWBMT||2 converge

21. G =Y ™ x; AMT %y, B™T for all n;
22. Output: {G(">, A B(">}ﬁf=1

4 Simulations

First, we show an experiment for linked multiway blind source separation by
using synthetic data. Original CCs and ICs were given as sine/cosine time series
or square waves and sparse core tensors were generated randomly. Two tensors
were generated by two CCs and one ICs for each tensor (i.e., Lc = R¢c = 2 and
L; = Ry =1). Then, the size of each tensor is (100 x 100 x 10). The LT2D was
applied to extract CCs and ICs from the generated tensors. The T2D and the
PVD were also applied to extract only CCs from the same data. Figure 2 shows
the performance of extracted CCs and ICs by individual all methods. Comparing
the results, the LT2D algorithm could extract correctly sources, however the T2D
and the PVD failed.

Next, we show the convergence properties of objective function for 1000 ran-
dom initialization in the LT2D algorithm by using the ORL faces dataset [12].
The computer, used in this simulation, has 3.9 Gbytes of memory and Intel Core
2 Duo CPU E8200 2.6 GHzx2. Ubuntu 12.10 with 32 bit was installed, and the
simulation was conducted by the MATLAB software. We selected 10 faces from
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Fig. 2. Results of Linked Multiway Blind Source Separation

the dataset and the size of multi-block tensor data is given as (112x92x1)x10.
Parameters were set as Lc = Ly = Rc = R; = 3. Fig. 3 shows the functional
boxplot of all simulations. A central solid line is the median curve for all 1000
curves, upper and lower dashed lines with circles show 25 and 75 percentile
curves, and two outside dotted lines with cross marks show 5 and 95 percentile
curves for all simulations. Stopping criterion is considered that the absolute
value of changes of objective function is smaller than le-8, and the maximum
iteration of internal loop and external loop are set as 20 and 500, respectively.
Average and standard deviation of convergence time were 36.39 and 13.89 sec-
onds, respectively. Average and standard deviation of number of iterations for
convergence were approximately 121 and 46 times, respectively. From the result,
we can confirm that the algorithm was stable and converged to desired solution.

Figure 4 (a) shows the variation dispersion of the solution of the LT2D al-
gorithm for each 20 Monte-Carlo-runs. We generated two synthetic tensors ran-
domly by orthonormal CCs, orthonormal ICs, and sparse core tensors changing
parameters Le, Ly, Ro, Ry € {1,2,...,5}, and estimated CCs and ICs by using
the LT2D algorithm. Sum of number of components were fixed as Lo + L =
Rc + Rr = 6. Amari distance [1] was used for evaluating the distance between
true components and estimated components. When the number of common com-
ponents is small, we can estimate the common sources accurately, however, the
accuracy of individual components decreases, and vice versa. This result implies
that the LT2D algorithm is useful when we extract only a few common or in-
dividual components in an accurate way. Furthermore, there is a possibility of
improvements by an iterative procedure of the deflation and the LT2D with a
few common and many individual components.

Figure 4 (b) shows the changes of Amari distance between original CCs and
estimated CCs of the PVD, the Tucker2 decomposition (T2D), and the LT2D.
We generated ten tensors randomly by four orthonormal CCs (Lo = Re = 4),
several orthonormal ICs changed in L;, Ry € {1,...,7}, and sparse core tensors,
and extracted CCs by using above three methods. Length of each bar shows
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average and standard deviation for 20 Monte-Carlo-runs. From this result, the
LT2D outperformed the other algorithms. Moreover, the LT2D algorithm ex-
tracts not only common components but also individual components.

5 Conclusion

In this paper, we proposed a new multi-block tensor decomposition model called
the LT2D, and implemented it by imposing the orthogonality constraints into
left and right components. The LT2D is a promising decomposition model for
multi-block tensor data analysis because of its flexibility and simplicity. There
are several possibilities that the LT2D can be applied to the feature extraction,
classification, clustering, tensor data completion, data denoising and compres-
sion. Especially, it could be applied as the robust common and individual com-
ponent analysis into the multi-block tensor data such as EEG, MRI, and fMRI.
However, it needs some more improvements for uniqueness and computational
cost, and there are possibilities of imposing alternative constraints such as spar-
sity, nonnegativity, and statistical independency. These are topics of our future
works.
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Celebrity Face Image Retrieval Using Multiple Features
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Abstract. Large scale face image retrieval is a hot topic in the field of internet
retrieval. There exist a number of interesting applications of face image
processing, such as hair-style design. In this paper, we propose a content-based
face image retrieval system aiming at finding similar photos of celebrities to a
user input image using a novel fusion of features and evaluation of results. After
image preprocessing such as cropping facial parts and feature extraction with
some exoteric methods, an algorithm we propose remolds the traditional features
based on their statistic characteristics. The remolded features are then fused to a
novel image representation to retrieve face images more effectively. A large
number of experiments based on the dataset collected on the Internet demon-
strate the good performance of our method in Mean Average Precision (MAP).

Keywords: face image retrieval, feature remolding, feature fusion, similarity
definition.

1 Introduction

Due to the expansion of digital images and the need of recognizing them, content
based image retrieval (CBIR) has attracted many researchers who work on diversi-
form aspect of it [13, 14, 15]. In this paper, we focus on developing the face image
retrieval (FIR) method for the problem of finding the photos of celebrities that looks
most similar to the query image.

While the field of image retrieval has grown tremendously in the past decades [1],
human face image retrieval is still a challenging problem since the geometrical confi-
guration of facial structures are quite the same [2] and the variation within faces of the
same person could be large due to different hair styles, poses or facial expressions[11,
12]. On the other hand, finding celebrities whom one looks like does not really mean
to find the particular super star. That is, any similarity in pose, hair or expression that
manifests celebrity temperament is considered “alike” to some extent in this work,
thus the second difficulty mentioned above is eliminated from our consideration.

In this paper, we propose a method of face image retrieval with high precision
utilizing hybrid image features of the face, including HSV (hue, saturation and value),
HOG (Histograms of Oriented Gradients) and LBP (Local Binary Patterns) histogram.
As shown in Fig. 1, the retrieval system mainly contains three parts: face region de-
tection, feature extraction, and hybrid feature matching.

C.K. Loo et al. (Eds.): ICONIP 2014, Part III, LNCS 8836, pp. 119-126, 2014.
© Springer International Publishing Switzerland 2014
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Fig. 1. Chief procedure of the proposed retrieval system

For the sake of our selection of features and the evaluation criterion, we define a
face similarity measure in which the three factors of hair, gesture and expression
should all be considered. In order to meet these demands, multiple features accom-
plished in color, shape and texture are extracted to characterize the outline of
cheek/hairline, the color of hair/skin/eye and the subtle variety of facial features.

The contribution of our work consists of following parts: propose a novel algo-
rithm to improve retrieval efficiency by remolding features of HSV and HOG accord-
ing to the information gain of each dimension; increase face description accuracy by
weighing hybrid contribution of global feature and local features in retrieval stage;
define a characteristic evaluation on retrieving results for celebrity faces.

2 Face Representation with Multiple Features

In this section, we introduce the face representation module of our system, which
mainly includes face detection and multiple feature extraction.

2.1  Detection of Face Region

Given an image with face, the first procedure is to find the facial region. In this part,
we choose to apply the robust real-time face detection [3] method, whose accuracy and
rapidness is universally acknowledged. Then we resize the face to 64 * 64 pixels.

2.2 Multiple Description of Face

Since gesture, expression and color are three components in defining the face similari-
ty, we need to define multiple image features reflecting these factors. In this work,
HSV, HOG and LBP features are chosen as color, shape and texture descriptors re-
spectively to represent the face extracted from the original image, and each of them
are remolded to satisfy the demand of retrieving similar faces.
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Compressed HSV Color Density. A. R. Smith proposed a human perceptual color
space of HSV in 1978 [5].

In our work, the distribution of HSV serves as a global feature. The original 256
bins of each layer are combined to a 768-dimension feature vector. To reduce the
dimension and to improve the representation of faces, we provide a method to select
the scope of each bin, as depicted in Fig. 2.
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Fig. 2. Steps of extracting and compressing HSV features

First of all, we get RGB face images from our dataset, gray images presented as
duplicated gray scale value in each layer to get only V value in HSV space. Secondly,
the intensity is counted after conversion to HSV, 256 bins in each layer. Then, all
faces represented in a 768 dimension feature are clustered to get a temporary class
label thus faces with similar color distribution flock together. After that, information
gain of each dimension is calculated to testify their ability of distinguishing faces of
different color distribution. Finally, less discriminative bins are merged together.

Histogram of HOG. The HOG descriptor was first proposed in 2005 for human de-
tection, whose feature extraction chain is described in [6].

In this work, we choose the cell width of 8 pixels and block width of 2 cells on our
64-pixel-wide face image, splitting gradients into 9 unsigned orientations, resulting in
1764 dimensions of feature. As gradient information is calculated in each cell, which
concludes the hair regions, facial parts and the boundaries between them, HOG de-
scriptor has high capability in describing the hair style, pose and facial expression
based on contour.

Although the result is satisfactory, the high dimension of HOG feature would cause
low retrieval efficiency. Consequently, we provide a compromised solution: before
matching the HOG descriptor as a local feature, we calculate its global distribution. For
each orientation, we quantify the descriptors’ density into 100 bins. Then the process in
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Fig. 2 is applied again to the histogram of HOG reckoning the most appropriate rang-
ing edges.

Followed by regular matching of HOG descriptors, the filtering step on histogram
accelerates retrieving while the effectiveness preserves, as demonstrated in Fig. 3.
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Fig. 3. Comparison of HOG matching result with and without the filtering of histogram

Patched LBP histogram. LBP is employed in this work to describe the details of the
face which [7] performed well in texture classification at prime tense, and was later
applied to representing face recognition [8, 9]. The LBP operator labels every pixel in
the image by thresholding its 3*3 neighbors with the center pixel value producing a
coded image, followed by computing the histogram with predefined bins according to
rotation invariant and uniform patterns [7]. In our work, the histogram is then calcu-
lated on 121 8*8-pixel overlapping patches of the face image, whose sequence forms
the LBP representation of the query and database faces.

3 Face Image Similarity on Hybrid Features

Considering time complexity and referring to the experiment demonstrated in [4], we
choose L1 similarity measurement, which is highly efficient and performs relatively
well:

Y)ZZJXi_YJ (1

The retrieving phase can be divided mainly into two steps: step 1, filtering with
global features forsaking most candidates; step 2, re-ranking with local features. In
the first step, we match through all images in the dataset with compressed HSV and
HOG histogram, leaving only thousands of faces that are most likely to be similar to
the query face. This approach promises to be within one second and could be adapted
to parallel as the dataset grows. In the second step, detailed matching of HOG and
LBP is employed, which used to be time consuming.
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At the moment of fusing the measurements of different features, we follow the dis-
cipline hereinafter:

D(x.Y)=]] (1+e,D,(X.Y)) )
where Zjaj =1

in which @; adjusts the significance of feature j.

On deciding the exact values of a, we build a validation set with 17 subjects in our
dataset. For each subject, we select 50 face images of similar pose, expression and
hair style, which sum up a labeled set of 850 faces. On this set, we test the retrieval
system with different parameters, and then plot the precision-recall curve to get the
best settings, as illustrated in Fig. 4.
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Fig. 4. The precision-recall trade-off with a of HOG varying from 0.1 to 0.9, based on which
we decide the value of 0.7 to be adopted

Subsequently, the weights for HOG, LBP, and HSV are set to 0.63, 0.27, and 0.1
respectively, indicating that shape feature do plays a more important role in face de-
scription while texture and color offer supplementary information.

4 Experiments

In this section, we first introduce the dataset used in the experiments, and then com-
pare the retrieval performance of the proposed method with existing methods.
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4.1 Dataset

The whole dataset is constructed by online images of the world celebrities. We
browse through the Celebrity 100 List' of year 2011 and 2012, and then collect hun-
dreds of web images for each of them by Google Image”. After face detection, we get
286903 face images in total.

In the following experiments, 49 celebrities with one picture for each are selected
arbitrarily as a testing set to examine the performance of different combinations of
previously introduced methods with the evaluation criterion presented below.

4.2  Evaluation Criterion

Drawing on the experience of [10], we follow a rank-based criterion for evaluation.
Given a query face g, supposing n faces in the dataset are retrieved and ranked, let
R(q,i) be the relevance between q and the i*" ranked result. We evaluate the rank-
ing of top k retrieved faces with respect to q by precision at k:

k .
i:lR(q’l)

h)==55

3)
in which N is a normalization constant that ensures the correct ranking results in pre-
cision of 1. Specifically, the relevance R(q,i) rests with the marriage on multiple
attributes of the face, as presented before, the hair, the pose and the expression, each
voting for one score in the sum-up relevance.

Then the average precision comes:

2P ()R (q.i)

AP == ——— 4)
[le(q,i)

Finally the mean average precision:

> AP,
MAP=="_" (5)

where @ stands for the number of query faces.

4.3  Result

By experimenting on the single-features of HOG, LBP and SIFT, we found that HOG
performs best, so we perform experiments with different combinations of features and
methods including: HOG-only, HOG with histogram filtering, unweighted multiple
features, and weighted multiple features. The evaluation is based on the criterion of
precision at k, averaged by the 49-picture testing set, as plotted in Fig. 5(a).

1
2

http://www. forbes.com/celebrities/
http://images.google.com/
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The second and third line of HOG-only and HOGé&hist almost twining together
testifies that the acceleration by histogram filtering does not reduce much precision.
The unweighted line stands for combination of HOG, LBP and HSV features with
histogram filtering and the same parameter «, while the weighted line stands for the
same combination except that the values of a are tuned with the validation set.
Compared with HOG methods, the advantage of weighted fusion and the disadvan-
tage of unweighted fusion are both visible, thus the multiple-feature method outper-
forms if and only if the parameters are finely tuned.
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Fig. 5. (a) The precision plot of different combinations of features and methods. (b) The red
line represents MAP in major coordinate, while the blue one represents time consumption in
minor coordinate.

To illustrate the balance between time and precision, Fig. 5(b) displays the MAP
and time consumption of different methods, in which the time consumption includes
feature extraction and distance calculation. Since « is calculated once, this part of
timing is not recorded here. As plotted, the histogram filtering on HOG saves much
time than original HOG distance comparison with acceptable precision loss. Weighted
feature fusion method ranks first in precision with MAP of 0.907 and costs a little
more time than single HOG feature filtered with its histogram.

5 Conclusions

In this work, we provide a celebrity face image retrieval system by using novel re-
mold and fusion of multiple features, which improves efficiency and accuracy. The
evaluation criterions of precision at k and MAP for similar faces are defined. The final
MAP exceeds 0.9 on testing set which is sharply quicker than using the original single
features and evidently more accurate than their average combination.
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Abstract. Shearlet is a new multidimensional and multiscale transform which is
optimally efficient in representing image containing edges. In this paper an
adaptive shrinkage threshold for image de-noising in shearlet domain is
proposed. Experimental results show that images de-noised with the proposed
approach had higher qualities than those produced with some of the other de-
noising methods like wavelet-based, bandlet-based, shearlet-based and
curvelet-based.

Keywords: UIQI, Denoising, Kurtosis, Skewness, Shearlet transform, Adaptive
threshold.

1 Introduction

The wavelet transform, one of the computational harmonic analysis methods, has
been successfully used in image denoising field. There is a vast literature on image
denoising using the wavelet threshold or shrinkage that was first introduced by
Donoho and Johnstone [3]. The most well-known thresholds are those of Donoho and
Johnstone and Sure [4]. However, when wavelet is used for image denoising,
oscillation occurs along edges, and therefore wavelet fails to capture the geometric
regularity along the singularities of surfaces. In order to overcome this limitation of
the traditional wavelet, several image representations have been proposed to capture
the geometric regularity of a given image, including curvelet [5], contourlet [6],
bandlet [7] and shearlet transform[8]. An efficient denoising algorithm, which was
adapted to the scales and orientations of an image based on shearlet transform, was
proposed in [9]; the authors introduced a shrinkage thresholding function with three
factors K, ¢€;; and o, where K is a constant, &;; denotes the average energy distribution
of white noise in the shearlet coefficient, and o is the standard deviation of white
noise. Other authors [10] proposed a joint multi-scale algorithm based on the auto-
adaptive Monte Carlo threshold for curvelet; they also considered a shrinkage
thresholding function with three factors K, i, and o, where the second factor, i1 is
different from [9] and is the curvelet coefficient of white noise.

In this paper, we propose an efficient de-noising method using an adaptive
shrinkage threshold for the shearlet transform based on our previous work [11]. Since
edges are usually the most prominent features in natural and scientific images, the
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localization of edges is a fundamental low level task for higher level applications such
as shape recognition, 3D reconstruction, data enhancement and restoration. In most
common edge detector schemes, to watch out for the interference of noise, an image
is first smoothed out or mollified. For example, in the classical Canny edge detection
algorithm [12], an image is first convolved with a scalable Gaussian filter. Our
proposed de-noising approach can be applied in association with any edge detection
application.

To evaluate the effectiveness of the proposed de-noising method, we made an
experiment on a set of images (about 30 images) selected from open sources as
follows: For each selected image, a) Introduce a fixed level of noise to the image; b)
Apply some de-noising methods, including our proposed approach, to the noisy
image; c) Assess the qualities of the de-noised images using an image quality
assessment scheme [13]. Experimental results show that the images which were de-
noised by our proposed approach had higher qualities than those produced with some
other de-noising methods like wavelet-based [1], bandlet-based [7], shearlet-based [2]
and curvelet-based [5].

The paper is organised as follows. Sections 2 & 3 give a review of the shearlet
transform and the Donoho universal threshold using for de-noising. Section 4
describes our proposed de-noising approach with an adaptive shrinkage threshold on
the shearlet transform. Experimental results are reported in Section 5. The paper ends
with a brief conclusion.

2 Shearlet Transform

The theory of composite wavelets provides an effective approach for combining
geometry and multi-scale analysis by taking advantage of the classical theory of
affine systems. In the dimension of two, ie., n = 2, the affine systems with
composite dilations are the collections of the form {¥,5; (1)}, where ¥ € L?(R?), and
A, B are 2 X 2 invertible matrices with |det B = 1|, and

Was () = {100 = Idet A 2p(B' AVx — K):j, 1 € T,k € 72)

The elements of this system are called composite wavelets if W,5(yp) forms a
Parseval frame for L? (R?).
The shearlet is a special example of composite wavelets in L?(R?). There are

collections of the form {¥,5()} where A = A, = (g (2)
1 1

0 1), the shear matrix. For any & = (§1,&,) € R%, & # 0,

), the anisotropic dilation

matrix, and B = B, = (

let 1 be given by
PO = DO E) = P (2, M

Where P13, € C*(R), supp i, c [— 1/2,— 1/16] U [1/16’ 1/2] and 1, C
[-1,1]. This implies that $%© is €* and compactly supported with
- 2
1/;(0) c [— 1/2 ,— 1/2] . In addition, we assume that
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PPN
ijo|¢1(2 2](1))| = 1for |w| = 1/8 )

and, foreachj > 0
37115, w - D|* = 1for |w| <1 3)

The equations (2) and (3) imply that

2/-1
Z'wA(O)(fASjBO_lNZ _ Z Z |1[,1(2—21'§1)1/§2 (21’ <>(2/()(1 — l)lz -1
= j=20 1=—2J

- 2
Because of the fact that ) is supported inside [— 1/ 2~ 1/ 2] the collection:
3j, ; . .
{11)}(_0,3‘1 =2 ]/zzp(o)(BéAéx —k):j=0,-2/<l<2ke ZZ} is a Parseval frame
for L?(Dy)" = {L?(R?):supp f c Dy} . From the conditions on the support of 1,

and 1,, the functions 1 ; k1 have frequency support.
Similarly we can construct a Parseval frame for L*(D;)", where

D, = {(51,52) € R [&] = 1/8' |§2/§1| < 1} is the vertical cone.

2 0 10 ~ . ~ ~
Let 4, = (5 ) Bi=(] ) and $© be given by PO@) = p@ ¢ 8) =

D, (EDD, (f 2 /51) where 1, and ), are defined above. Then the collection

{wﬁ)‘l = 23]/21/7(1)(BiA{x —k):j=0,-2/<l<2ke ZZ} is a Parseval frame
for L*(D,). Finally, let @ € L*(R?) satisfy

jo1 14 N
|¢(5)| +Z,>oZz——21|¢(0)(fA JBOZ)| + Y0 [0 P(EATBIY)| =1 for
2

§€R?  This implies that ¢ c[- 1/2,—1/2] , with ¢ =1 for
fel- 1/16' 1/16]2 and the set {@(x —k):k € Z?} is a Parseval frame for

14
12 ([_ 1/16’ 1/16]2) . For more details refer to [2] [8].

3 Donoho Universal ‘VisuShrink’ Threshold

Finding an optimal threshold is a challenge for any efficient and effective de-noising
algorithm. Donoho proposed a threshold with a parameter §;; which is called the
universal ‘VisuShrink’ threshold [14]:

6j_l =0 ./2log(N) 4

where N is the number of pixels of the image and o is the standard deviation of the
noise level. Donoho and Johnstone proposed a simple wavelet-based de-noising
scheme called VisuShrink using Equation (4). Many researchers have shown that the
original Donoho threshold given in Equation (4) has some weakness. In [2], Donoho
proposed an improvement on the threshold as follows:
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Ug-=b
8, =0\2og(N)x2 7 )

For shearlet transform de-noising, the Donoho universal threshold does not
produce images with smooth visual appearances. We propose a modified threshold
which is presented in the next section.

4 Image De-noising with Adaptive Shrinkage Threshold
on Shearlet Transform

First, we modify the Donoho universal threshold §;; as follows

1
51 = tanh (o ZogM) x 27 ) = NG
<1+e—zamxz 2 )

Equation (6) is called hyperbolic tangent sigmoid function [15] or active function.
The noise standard deviation in each scale and direction of a normalized noise image
is inferred using Monte Carlo techniques. If we take N X N random samples based on
g, the Monte Carlo simulation [16] can be used to estimate the noise standard
deviation Oy, 88 follows

1
Gyj,l = E\/Z?/:l Z{\lzlfyShearlet_fyShearlet* (7)

where £S5t denotes shearlet coefficients of noisy image and £;5"€aret” is the
complex conjugate of fyShe‘"let.

Suppose that a noisy image can be expressed as f = I + D where [ is the
original image and D is a combination of the popular three different noises, namely
white Gaussian noise, Poison noise and impulse noise. With hard thresholding, a de-

noised shearlet coefficient £(j, 1), where j and I are the scale index and the direction
index respectively, is calculated as follows:

(GO IFGDI = TG
Fo={"" o= ®)

In (8), T(j,1) is a threshold and f(j, 1) is a shearlet coefficient of the noisy image.
In the traditional shearlet hard thresholding, small shearlet coefficients are simply set
to zero; this usually brings non-smooth shearlet-like artefacts. To overcome this
drawback, we propose an adaptive shrinkage threshold function for smooth regions
and edge preservation into complexity of image based on the multi-scale and multi-
directional characteristics of shearlet transform. The proposed threshold function is
defined as

TG, 1) = Ko'(8;,)" (ayj,l)n 9)

Where, o is the standard deviation of the noisy image, §;; is the Donoho threshold
parameter as described in Equation (6), and %, is the noise standard deviation as
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given in Equation (7). The constant K often has a value in the range [2, 3] for
different scales. The values of [,m and n are about 1. However, they can be tuned to
get optimal quality indexes (QI). The de-noising method with our proposed adaptive
shrinkage threshold is summarised as follows:

De-noising Algorithm
For each noisy image
1) Perform the discrete shearlet transform to decompose the noisy image and obtain
shearlet coefficients I (j,1) where j is the scale index and [ is the direction
index.
2) Using Equation (6) to calculate §;, of the noise shearlet coefficients.

3) Using Equation (7) to calculate the noise standard deviation variance %, from

the noise shearlet coefficients after the shearlet transform using the Monte Carlo
simulation.

4) Using Equation (9) to calculate the threshold T'(j,I) at each scale and each
direction, and then apply this adaptive hard threshold to the de-noised shearlet
coefficients f(j, 1) in Equation (8).

5) Perform the inverse discrete shearlet transform to get the de-noised image.

To evaluate the efficiency of the de-noising approach using the proposed adaptive
shrinkage threshold on shearlet transform, we made the following experiment on a set
of images selected from open sources.

Experiment procedure:
For each experimental image

1) Introduce noise to the image. The noise is a combination of three popular noises
including fixed Poisson noise at 1 = 0.9686, 100% impulse noise density, and
white Gaussian noise with a fixed deviation level o € [10, 20, 30, 40, 50]

2) Perform some de-noising approaches, including our proposed algorithm

3) Use an index, e.g. UIQI, to evaluate the quality of the de-noised images.

4) Compare the efficiency of the proposed de-noising approach with those of other
methods based on their quality indexes.

5 Experimental Results

This section presents experimental results performed with our proposed de-noising
algorithm on images selected from open source databases [17]. The images are of 8-
bit 512 X 512 pixels. We used different image quality indexes: PNSR, UIQI, Q
(Skewness), Q (Kurtosis) [13] to evaluate the qualities of the de-noised images. For
comparison, besides our proposed method, other de-noising techniques were also
used, including Shearlet transform with hard thresholding, Bandlet transform with
hard thresholding, Curvelet transform with curvelet thresholding, and wavelet
thresholding techniques. Figure 1 shows the quality indexes of de-noised images
obtained with different de-noising methods performed on the Lena image. For our
proposed method, we initially chose l =m =n =1 and K = 2.8. The experimental
results clearly show that the proposed method out-performed all other four methods
for all values of the noise deviation in the range [10,50].
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Fig. 1. Plots of four image quality indexes PSNR, UIQI, Q(Skewness), Q(Kurtosis) for Lena
image versus noise standard deviations in the range [10,50] for five different de-noising
methods including the proposed approach

We also made experiments to obtain optimal values for [, m and n in Equation (9)
using a similar approach for tuning the three gains Gp, G; and G, of a PID
(Proportional, Integral and Differential) control. Recall that the control action of a
PID control is given by

dE(t)
C = GpE(t) + G, f E(®)d(t) + Gp T

where E(t) is the error from a set-point. By taking the logarithm of Equation
9),logT(j,) =logK + lloga + mlogd;, + nlog Oy > We derive a form similar to
that of PID control. In this form, the powers [, m and n can be considered as the gains.

Figure 2 shows the visual comparison of de-noised images while tuning for optimal
values of /, m and n. The comparison is clearer with data plotted in Figure 3, which
shows the relationship between the image quality index UIQI and the values of [, n
and m for different standard deviations performed on an X-ray image.

Fig. 2. Visual comparison of proposed de-nosing method while tuning for optimal parameters:
a) Input image, b) Noisy image with noise deviation ¢ = 10, c) De-noised image with m = 1
and | =n =0, d) De-noised image with m =1 and | =n = 1.6, e) De-noised image with
m=0and! =n =1, f) De-noised image withm=1landl=n=1
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In Figure 3, with K = 2.8, ¢ = 10, when m = 1, the optimal point is (UIQI, 1/
n) = (0.56,1.4) and when [ =n =1, the optimal point is (UIQI,m) = (0.56,1).
These two optimal points are plotted (points 21) in Figures 4a & 4b, which also plot
optimal points for 29 other images. Figures 4a & 4b show that for different images,
the optimal quality indexes UIQI were obtained when the values of /, m and n are
about unity. A reasonable choice is ([ = n = 1;m = 0.9).

I=n=1, K=2.8, X-ray Image m=1, K=2.8, X-ray Image
0.8 -8~ Sigma=10 0.8/ -&-Sigma=10
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e Sigma=40 “’B"'B'E'B-!ha.a_s_a_a_‘ — o Sigma=d0 T T oo
O .4+ Sigma=50 o2%e S oplrsiam=sol Coggeoe 112
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Fig. 3. The relationship between the image quality (UIQI) and tuned optimal values for
different standard deviation for an X-ray images with K = 2.8
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Fig. 4. Optimal points for 30 experimental images 1) Peppers(grey), 2) Lena (grey), 3) Barbara
(grey), 4) Boat (grey), 5) Aerial (grey), 6) Airplane-1 (grey), 7) Couple (grey), 8) Elaine
(grey), 9) Tank (grey), 10) Truck (grey), 11) CT-1 cancer (grey)., 12) Baboon (grey), 13) Cat
(grey), 14) Man (grey), 15) Monkey (grey), 16) Airplane-2 (grey), 17) Heritage (grey), 18) Fish
(grey), 19) House (grey), 20) Infrared (grey), 21) X-ray cancer (grey), 22) MR cancer (grey),
23) Lena (colour), 24) Peppers (colour), 25) Barbara (colour), 26) Airplane (colour), 27)
Boat(colour), 28) House(colour), 29) Baboon(colour), 30) CT-2 cancer (grey).

6 Conclusion

In this paper, an effective and efficient de-noising approach is proposed based on the
shearlet transform. The experimental results show that the proposed method has
significantly improved noise removal for the three popular types of noises: Gaussian,
Poisson and impulse noises; it gives better results with smoothness and edge
preservation at the shearlet coefficients. The results also demonstrate that the shearlet
transform is very competitive for de-noising tasks, and noise removal significantly
depends on noise levels of images. Image compression frameworks and edge
detection schemes may need to consider in determination of threshold to further
improve de-noising performance.
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Abstract. Symmetry has long been considered as an influential Gestalt factor
for grouping and figure-ground segregation. As natural contours are not precise-
ly symmetric in terms of geometry, we proposed a quantification of the degree
of symmetry (DoS) that is applicable for arbitrary contours in natural images.
DoS showed an agreement with the perception of symmetry in judgment of
symmetry axis. Multi-dimensional scaling, together with similarity tests among
natural contours, showed that DoS is a quantitative perceptual measure that ac-
counts for the shape of contour. These results indicate that DoS reflects the per-
ception of symmetry in natural contours, and further suggest that DoS is a
plausible candidate for representing shape in the cortex.

Keywords: vision, perception, cognitive science, cortical representation, natu-
ral image, visual psychophysics.

1 Introduction

Gestalt factors, such as convexity, closure, parallel and symmetry, have been known
as cues for grouping and figure-ground segregation that are crucial bases for the per-
ception of shape and object. Symmetry has long been considered as an influential
Gestalt factor because symmetry is frequently observed among living creatures and
artificial products [e.g., 1, 2]. However, natural contours are not precisely symmetric
in terms of geometry, thus no quantitative analysis on symmetry has been studied
with natural images. Quantification of the degree of symmetry needs to be proposed
for investigating the perception in natural images. Focusing on symmetry in natural
contours, we established a computational index that describes the degree of symmetry
(DoS) inherent in arbitrary contours. DoS was computed based on the degree of the
overlap of contours between two sub-images divided by the optimal symmetry axis
that was searched thoroughly. Our psychophysical experiment showed that the pro-
posed DoS agreed with the perception of symmetry in the judgment of symmetry axis.
To assure that DoS is a quantitative perceptual measure, we performed similarity tests
between a variety of natural contour patches, and analyzed whether DoS accounts for
the similarity. Multi-dimensional scaling (MDS) analyses showed that DoS, together
with convexity and closure, is indeed a perceptual measure. These results indicate
that DoS reflects the perception of symmetry in natural contours. Together with the
recent evidence on adaptation [3], our result also supports the cortex representation of
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symmetry as a basis for shape perception. The proposed DoS will greatly help study-
ing symmetry in the perception of natural images.

2 Quantification of Symmetry

We propose the degree of symmetry as a quantitative measure to describe how much a
local contour is close to the axial symmetry. Because natural contours are barely
symmetric in terms of geometry, quantification of the degree of symmetry needs to be
proposed for investigating the perception in natural images. We established a compu-
tational index that describes the degree of symmetry inherent in arbitrary contours.

2.1  Definition of the Degree of Symmetry

We consider the degree of symmetry for local contour patches. The degree of symme-
try is computed based on the degree of the overlap of contours between the two sides
divided by the optimal symmetry axis, as illustrated in Fig. 1. We thoroughly search
the optimal symmetry axis, by rotating and translating the axis and computing the
overlap of contours between the two sides. The axis is represented by the rotation, 6,
and the translation in x. Note that the axis could be placed anywhere in the patch. The
overlap of contours between the two sides (a & b) is given by:

(N-1)/2 ~(N-1)/2
Z,-Zl (Zj:l (a[jb((N—l)/ZHI—[,j))

dos, =
' length

Eq. 1

where i and j correspond to x and y directions of the rotated/translated patch, respec-
tively, with the origin at the left-top corner. Note that the original patch is rotated and
translated so that the symmetry axis is vertical and located at the center. N is the spa-
tial extent of the patch in pixel (V=69 throughout this article). The degree of overlap
is normalized by the length of contour in the patch (length). The optimal symmetry
axis of a patch, which is described by fand x, is given by: 1

Fig. 1. An illustration of the computation of
ajj L] P DoS. A contour patch (top) was divided by
N 2 an axis (dotted line). DoS was given by the
degree of the overlap of the contours be-

) tween the two sides (bottom panels). If a
N-ly contour is perfect symmetry, DoS is one.
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OSA = argmax(dos, ) Eq. 2

We normalize dos by the largest dos (max(dos)) among 1302 patches taken from
Berkeley Segmentation Dataset (BSD) [4] (see section 3.1), and define it as the de-
gree of symmetry of the patch (k) :

dosygy

DOS, =———
¢ max(dosg, ) Eq. 3

We confirmed that the patch with DoS=1 showed perfect symmetry.

2.2 Degree of Symmetry in Natural Contours

We computed DoS for the patches from BSD, as a few examples of the optimal sym-
metry axis and DoS shown in Fig. 2. From visual inspection, the optimal axes and
DoS appear to naturally represent symmetry. The distribution of DoS for all patches
ranged between about 0.4 and 1.0, as shown in Fig. 2. In the following sections, we
examine quantitatively whether the optimal axis and DoS agree with the perception of
symmetry. If DoS is the perceptual measure of symmetry, it will suggest the cortical
representation of symmetry in a form similar to DoS.

3 Perception of Symmetry

We defined DoS as a computational measure of axial symmetry applicable for arbi-
trary contours in natural images. In this section, we examine whether DoS agrees with
the perception of symmetry. Specifically, we performed psychophysical experiments
to test whether the optimal symmetry axis derived by DoS matches with the human
judgment of symmetry axis.

3.1 Methods

We performed psychophysical experiments to obtain the perceptual axis of symmetry
in natural contours. We presented a series of contour patches taken from natural

300
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50
O Fig. 2. Six examples of contour patch,

Frequency

DoS and the optimal symmetry axis (dot-
ted lines) determined from DoS (bottom).

’. ' A contour with higher DoS appears more

symmetric. The histogram of DoS (top).
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Fig. 3. An illustration of the experimental procedure. Following a mask (left), a contour patch
together with a probe bar (red solid line) was presented (center). Participants rotated and trans-
lated the probe (right) to indicate the line that is most likely the symmetry axis.

images [4], and asked participants to determine a symmetry axis. The experimental
procedure is illustrated in Fig. 3. We chosen systematically 1302 patches from BSD
so that their curvature and closeness varied for a wide range. A single patch of 4x4
degrees in visual angel was presented on a liquid crystal display. Participants placed a
bar as if it constitutes the best symmetry axis. Nine participants with normal or cor-
rected-to-normal vision in their age of twenties repeated the task twice, therefore 18
axes were obtained for each patch. The experiment was approved by the research
ethical committee of the institute.

3.2  Perception and the Degree of Symmetry

The perceptual axes of symmetry were obtained for the 1302 patches of natural con-
tours, and compared with the optimal axes determined by DoS, as a few examples
shown in Fig. 4(Left). Perceptual axis often varied among participants and trials, in
such a case, multiple axes would represent the perceptual symmetry of a patch. To
evaluate the consistency of the axis among trials and participants, we defined the
consistency that is given by the degree of overlap among the axes. The consistency is

one if all 18 axes are identical. A few examples and the distribution of the consistency
are shown in Fig. 4(Right).

350
300
250
200
150
100

Frequency
Frequency

0.2 0.4 0.8 0.2 0.4 0.6 0.8
Match Consistency

Fig. 4. Left: The histogram of the match between the computed and perceived axes (top). The
bottom panels show four examples of contour (left), the computed axis (dotted lines) and the
perceived axis (red solid lines). Right: The histogram of the consistency (top), and four exam-
ples of contour and superimposed perceptual axes (bottom).
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We analyzed how often the computed axis matches with the perceptual axis. The
histogram of the match (Fig. 4(Left)) shows a wide distribution, which would indicate
that DoS does not match with perception in many cases. However, note that the
patches consisted of a wide range of contours including those do not appear symme-
try. Because the participants were forced to place an axis for all patches, the analysis
should disregard those patches without symmetrical contours. It is difficult to rank the
degree of symmetry without DoS. We come to utilize the consistency of axis as a
measure to disregard non-symmetric contours. Because the consistency should be low
if participants barely perceive symmetry in a patch, and high if they clearly perceive
symmetry. We examined whether the match increases as the consistency increases. If
this is the case, DoS can be considered as it correctly reflects the perception. We plot-
ted the match as a function of consistency, as shown in Fig. 5. We observe a clear
tendency that match increases with the consistency. Most of patches with the consis-
tency > 0.6 show the match > 0.8. These results show that the proposed DoS agrees
with the perception of symmetry.

4 Perceptual Representation of Symmetry
--- Similarity Judgment of Contours ---

To assure that DoS is a quantitative perceptual measure, we determined psychophysi-
cally the multi-dimensional configuration that represents the perceptual shape of local
contour, and analyzed whether DoS could be an axis of the configuration. Specifical-
ly, we performed similarity tests between a variety of natural contour patches, and
analyzed whether DoS accounts for the similarity by multi-dimensional scaling
(MDS) analysis.

4.1 Methods

We performed psychophysical experiments to obtain perceptual similarity of local,
natural contours. We presented a pair of the contour patches, following a mask with a
fixation aid, as shown in Fig. 6. We chose 54 patches from those used in the previous

10 y=ax’+c
0.g] RE=01021
Fig. 5. The match between the computed
0.6 and perceived axes as a function of the
S consistency. As the consistency increases,
2041 the match increase. The coefficient of
0.2 4 determination for the nonlinear regression
is shown in the inset.
0.0 |

0.0 0.2 0.4 0.6 0.8 1.0

Consistency
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experiment (section 3.1). The patches were chosen by visual inspection so as to assure a
wide variety in contour shape. All pairs of the patches (1431) were presented in a ran-
dom order. Six participants judged the similarity of pairs by the subjective scaling me-
thod with 5 ranks. The other experimental conditions were similar to those in 3.1. We
calculated the perceptual similarity between all pairs of patches for each participant.

We applied MDS [5] to the perceptual similarity between the pairs of patches, and
obtained the spatial configuration of the perception in 1 and 2 dimensions. This confi-
guration provides coordinates for all patches, in which similar patches are close to
each other, and dissimilar patches are distant. Thus, the spatial configuration
represents the perception of natural contours.

4.2  Multi-Dimensinal Scaling Analysis

We tested whether the perceptual configuration (PC) of the patches agrees with the
configuration of DoS (DC). For instance, the two-dimensional (2D) PC has two axes,
meaning that contour shape can be described by two factors. We examined whether
one of the factor could be DoS. We computed the overall pair-wise Euclidian dis-
tance of patches between the PC and DC, following the minimization of the distance
by the Procrustes rotation method. We performed statistical tests to examine whether
the distance between the PC and DC was significantly smaller than the distance be-
tween the PC and the random configuration. We carried out the test for each partici-
pant. For 1D configuration, 3 out of 6 participants showed a significant difference
between PC-DC and PC-random distances. The result indicates that DoS accounts for
the similarity in natural contours in half of participants with 1D configuration.

As we discussed in the previous section, the patches consisted of a wide range of
contours including those do not appear symmetry. For this reason, we introduced
another axis (factor) that would account for the similarity [6, 7]. We used either con-
vexity or closeness in addition to DoS, and performed 2D analysis. The statistical
tests showed that all participants showed a significant difference between PC-DC and
PC-random distances in both cases (convex-DoS & closeness-DoS), as summarized in
Table 1. These results show that DoS accounts for the similarity in natural contours,
indicating that DoS reflects the perception of symmetry in natural contours.

Fig. 6. An illustration of the experimental procedure for the similarity test. Following a mask
with a fixation aid (left), a pair of patch was presented (right). Participants judged the similarity
between the patches by the subjective scaling method with 5 ranks.
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Table 1. Summary of the statistical tests for 1D and 2D configurations in MDS analysis

1 dimension 2 dimensions

Symmetry & Closure
Symmetry 6/6 were significant
3/6 participants were significant

Symmetry & Convexity
6/6 were significant

5 Conclusions and Discussions

We proposed a computational index, DoS, that describes the degree of symmetry
inherent in arbitrary contours. Our psychophysical experiment showed that DoS
agrees with the perception of symmetry in the judgment of symmetry axis. To assure
that DoS is a quantitative perceptual measure, we performed similarity tests between a
variety of natural contour patches, and analyzed whether DoS accounts for the simi-
larity. MDS analyses showed that DoS, together with convexity and closure, is indeed
a perceptual measure. These results show that DoS accounts for the similarity in natu-
ral contours, indicating that DoS reflects the perception of symmetry in natural con-
tours. Together with the recent evidence on adaptation [3], our result supports the
cortex representation of symmetry as a basis for shape perception.
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Abstract. Deep neural networks have shown their power in the image
denoising problem by learning similar patterns in natural images. How-
ever, the traditional sigmoid function has shown its limitations. In this
paper, we adopt the rectified linear (ReL) function instead of the sigmoid
function as the activation function of hidden layers to further enhance
the ability of neural network on solving image denoising problem. Our
experiment shows that by better capturing patterns in natural images,
our model can achieve better performance and less time consumption
than those using sigmoid units. A large number of experiments show
that our approach can achieve the state-of-the-art performance.

Keywords: Rectified Linear units, Deep Learning, Neural Networks,
Image Denoising.

1 Introduction

Image denoising is a basic problem in image processing which takes a noisy image
as input and a noise reduced image as output. Although it is an old problem, in
recent years many good approaches have been proposed.

Up to now, image denoising approaches are mainly classified to three cat-
egories by the information source they use. The first category of approaches
solves the problem from the input image locally such as median filter, mean
filter, Gaussian filter. Advanced approaches of this type make use of edges, tex-
tures and other local information in natural images. The second category con-
tains approaches that solve the problem from the entire input image such as the
non-local model[1] and BM3D [2] which is considered to be the state-of-the-art
approach for image denoising. The key idea is that there are generally many
similar patterns in a natural image. By grouping similar patches together and
denoising them collaboratively, we can expect to get a good result.

The third category contains the approaches that use a set of images for train-
ing models or bases. One way of these is to train a set of overcomplete sparse
bases such as K-SVD[3] and OTSC[4,5]. Another way is to train a neural net-
work. In Burger’s work|[6], large plain neural networks are trained using large
amount of training data, which achieve better performance than BM3D.

* To whom all correspondence should be addressed.

C.K. Loo et al. (Eds.): ICONIP 2014, Part III, LNCS 8836, pp. 142-149, 2014.
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Recently, due to the fast development of deep neural network[7], many new
types of neural networks have been applied to the image denoising problem such
as stacked sparse auto-encoder[§], convolutional networks[9], which both have
shown good performance.

So far, standard neural networks use sigmoid functions such as the hyperbolic
tangent (tanh) function or the logistic function as their activation function. Be-
fore the idea of deep neural networks, neural networks with such activation
functions cannot be well trained when the number of layers is high due to the
vanishing gradient problem[10]. The idea of layer-wised training solves this prob-
lem by training each layer in turn and combining them together by a final tuning
step[7]. Recently, another way to solve the training problem of deep networks
has been proposed by using the rectified linear (ReL) function: max(0,x)[11],
which is shown in Fig.1, instead of sigmoid functions for hidden layers. Deep
networks with rectifier nonlinearities have been shown to perform well in speech
recognition[12,13] and image recognition[11]. However, to the best of our knowl-
edge, no work on image denoising has used neural networks with ReL units. In

-0.5 "///' ----Tanh

Fig. 1. Nonlinearity functions used in neural network hidden layers. The hyperbolic
tangent (tanh) function is the typical choice while some recent works prefer the rectified
linear (ReL) function.

this work, we evaluate neural networks with rectified linear function as their
activation function for the image denoising problem. We will demonstrate the
reason why we prefer the rectified linear function to sigmoid functions in image
denoising problem, which includes better sparsity and faster convergence speed.
A large number of simulations will be given to show the effectiveness of this
modification.

We will first review image denoising with neural networks and introduce our
model in section 2. Then we will show the simulations comparing ReL. networks
with sigmoid networks and other methods separately in image denoising problem
in section 3. Finally, the conclusion will be given in section 4.
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2 Model Description

In this section, we will first review the process how we use neural networks in
image denoising. Then we will introduce the reason why we prefer to use the
rectified linear function instead of sigmoid functions as the activation function.

2.1 Neural Networks in Image Denoising

The idea of image denoising using neural network is to learn a neural network
that maps noisy image patches onto clean image patches where the noise is
reduced or even removed. The parameters of the neural network can be estimated
by training on pairs of noisy and clean image patches using stochastic gradient
descent.

More precisely, we randomly pick a clean patch y from an image dataset
and generate a corresponding noisy patch x by using the corruption procedure,
such as adding additive white Gaussian noise on it. Then we use the noisy
patch z as the input vector of the neural network and the clean patch y as the
output vector. And we update the neural network by back-propogation. To make

Layer 1 Layer 2 Layer n-1 Output Layer
‘o SR ) )
f f f f out

Noisy
Image
Patches

wy f W, f ws f w, fout

— Denoised
Image
Patches

f f f f out
f f f f out
—/ — ~— —

Fig. 2. The framework of neural network denoising. f is the activation function of
hidden layers and fou: is the activation function of the output layer. We propose to
use the ReL function instead of the hyperbolic tangent function in the hidden layers.
The activation function of the output layer is the hyperbolic tangent function in our
model.

back-propogation more efficient, some initializations and tricks in training are
needed[14]:

1. Data normalization: Ideally, the input of neural networks should be trans-
formed to that have approximate mean zero and variance one. However,
given the noisy patch, it is hard to predict the mean and variance of the
noise free patch especially when noise is strong. So we uniformly map the
range of pixel values from [0, 1] to [—0.8,0.8] to get an approximate mean
zero over the dataset and use hyperbolic tangent function as the activation
function of the output layer.
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2. Weight initialization: The weights of layer ¢ are sampled randomly from a
uniform distribution in [—4 % \/n;—1 + n;, —4 % \/n;—1 + n;] where n; denotes
the number of units in layer 7. By this way, we can adapt its initial distribu-
tion to the number of units of the corresponding layers.

3. Other configurations: We use mini-batch training where the mini-batch size
is set to 100. We use experience value as initial learning rate and after each
epoch of mini-batch training we will multiply the learning rate by 0.99. The
momentum coefficient is set to 0.5.

The given noisy image is decomposed into overlapping patches and each patch
is denoised by the neural network separately. The denoised image is obtained by
placing the denoised patches at the locations of their noisy counterparts, then
averaging on the overlapping regions. To reduce time consumption on prediction,
we use the sliding-window method in which the stride size is 3. In general,
we can denoise an image of size 512*512 within half a minute without much
optimization, which is much faster than BM3D[2]. The reason is that we directly
use existing trained models while BM3D doesn’t.

2.2 Rectified Linear Units (ReLU)

Instead of using sigmoid function as the activation function of hidden layers in
neural network, we propose to use the rectified linear function: rectifier(z) =
max(0,z). This function is more similar to the function of the common neural
activation function motivated by biological data which keeps zero when input
current is below some threshold and gradually increases when input current is
beyond the threshold[11]. This change also brings several advantages which make
it more suitable for our problem.

First, deep neural networks with ReLU can be trained with back-propogation
directly without ”pretraining”. Pretraining was proposed to solve the vanishing
gradient problem[10] when using sigmoid units[7]. However for ReLU the gra-
dient of maxz(0,z) is a very simple step function. In our experience even with
random initialization deep networks can be trained successfully.

Second this type of units has some inherent sparsity. Sparsity has become
a concept of interest in image processing. For neural networks, the activation
values in the hidden layer can be viewed as a representation of the input. For
many reasons, we prefer to get a sparse representation of the input and many
types of sparse constraints on weights and activation values have been proposed
to enhance the sparsity of the activation values. For the rectified linear function,
if the input z is less than zero, the result is zero, which is very helpful to generate
a sparse representation.

Third, networks with ReLU need less training time than those with sigmoid
functions. For a single unit, ReLU can be computed much faster as they do not
require exponentiation and division operations. To quantify this, we randomly
generate a vector z with a hundred billion elements between [—1, 1] and compute
max(0,z) and tanh(x) in MATLAB. The former calculation costs 0.1637 seconds
while the latter one costs 0.8055 seconds. Given the same number of iterations
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for training networks, using ReLU can get an overall speed up of 25% in our
experiment. Another benefit is, given the same training data, the same network
size, the same network config as described previously, networks using ReLLU need
less iterations to converge, which will be shown in the next section.

3 Simulations

In this section, we will first compare two type of units in image denoising with
networks of a small size. Then we will compare our method with some previous
image denoising methods. We use the same image dataset with [5] which contains
200 architecture images. We use 150 of them as the source of training patches
and the rest 50 of them as test images. The patch size and number of patches
we grab from each image depend on the size of our neural network. We use the
standard additive Gaussian white noise with different noise levels for evaluation.

3.1 Comparison of Two Units in Denoising

To compare the two types of activation functions, we use a simple network
structure which has a single hidden layer and the patch size is set to just 8*8.
No constraint is added as we just want to compare the performance of the two
units. The network size is set to [64, 640, 64]* using a MATLAB implementation.
The standard variance of the noise images is set to 75 (assuming pixel value is
in [0,255]). From each image in our training image set, we extract 2000 patches
and we get in total 300000 patches for training. The number of training epoches
is set to 500 which is enough for the simple structure to converge well. Then we
train two models separately and analysis their performance.

- - - MSE of tanh network in the training set
0657 - -~ MSE of tanh network in the validation set
§ : —— MSE of ReL network in the training set
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Fig. 3. Mean square error in both the training set and the validation set during the
training procedure of two types of networks

! The network has 64 units in input layer, 640 units in the first hidden layer and 64
units in output layer.
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We record the training curves of two models in Fig.3. We can see the network
using the ReL function can better fit the training set than the one using tanh
function. First, it can achieve a very low mean square error (MSE) which the
tanh network may not be able to achieve. Second, it can reach the low MSE in
a small number of epoches, which shows its learning speed.

We illustrate the filters learned by the two models after 500 epoches of training
in Fig.4. we can clearly see that filters learned by ReL networks have much more
Gabor-like filters than those learned by tanh networks. As no sparse constraint
is added, the number of Gabor-like filters can be a measurement for the inherit
sparsity of the network.

Then we compare the two networks using average Peak Signal-to-Noise Ratio
(RSNR) on the test set. The network using tanh function has a PSNR of 23.779+
1.34 while the network using ReL function has a PSNR of 24.469 + 1.56, which
means the latter has much better denoising performance than the former.

Since no constraint that may influence their performance is added in this
experiment, the result shows that networks with RelL units provide a better
baseline for later optimization. Another reason is that we need much less time
to train a ReL network well than to train a sigmoid network of the same size,
which means we can train more complex models with the same resources.

Fig. 4. Filters learned by neural networks with hyperbolic tangent functions (left) and
rectified linear functions (right) as the activation function of hidden layers

3.2 Comparison with Other Models

We then compare our method with some previous models by training a large
network using ReLU with a size of [144, 720, 720, 720, 144] with an GPU imple-
mentation using toolbox convnet?. Denoising results are displayed in Table.1.
We will mainly compare our method with BM3D below.

We first compare two models with average Peak Signal-to-Noise Ratio on the
test set. We can see that when noise is strong, our method outperforms BM3D.
When the standard variance of noise is 25, performance of our model is not as

2 https://code.google.com/p/cuda-convnet/ .
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Table 1. Comparison of the denoising performance. Performance is measured by Peak
Signal to Noise Ratio (PSNR). Results are averaged over the test set.

Standard deviation o/PSNR of noise images

Method o5 /pbSNR=20.61  50/PSNR=15.11 75/PSNR=12.21
KSVD ~ 29.19 + 1.68 24.62 + 1.56 21.35 + 1.44

BM3D  30.40+2.03 26.07 + 1.86 23.17 + 1.66
Ours 29.93 + 2.02 26.81+2.02 24.89+1.78

good as BM3D. In fact, we need a very large model and a very large training
data set to outperform BM3D like what Burger has done using a large sigmoid
network[6].

From Fig.5 we can see different preferences of the two methods. The results
of BM3D are more smoother than our method while ours reserve more image
details. For instance, in the result of the first figure, the sky in the BM3D result
is more smoother while the outline of the bricks in our result is reserved better.

Ours:PSNR:23.68dB

- i " P

BM3D PSNR=23.08dB Ours:PSNR:25.31dB

Fig. 5. Denoising performance on two images in the test set. We note that denoising
result generated by BM3D are more smoother than our method, while our method
reserves more details than BM3D.

4 Conclusion

In this paper, we propose deep neural networks with rectified linear units as hid-
den units in the image denoising problem. We find that by using rectified linear
units we can achieve better performance and faster convergence than using sig-
moid units. The comparison between our method and previous models indicates
our model can achieve better denoising performance when additive noise is high.
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Abstract. The RGB-D cameras have enjoined a great popularity these
years. However, the quality of the depth maps obtained by such cameras
is far from perfect. In this paper, we propose a framework for shape pre-
serving depth map restoration for RGB-D cameras. The quality of the
depth map is improved from three aspects: 1) the proposed region adap-
tive bilateral filter (RA-BF) smooths the depth noise across the depth
map adaptively, 2) by associating the color information with the depth
information, incorrect depth values are adjusted properly, 3) a selective
joint bilateral filter (SJBF) is proposed to successfully fill in the holes
caused by low quality depth sensing. Encouraging performance is ob-
tained through our experiments.

Keywords: depth map restoration, joint bilateral filter, diffusion, Kinect.

1 Introduction

Recent years, growing attention has been paid to the RGB-D images. In par-
ticular, the great success of low cost structured-light camera such as Kinect [1]
has brought lots of RGB-D based applications like gaming [2], and new research
area such as object recognition [9].

However, due to the simple depth measuring mechanism, the quality of the
obtained depth map is far from perfect and mainly suffers from three problems:
1) Invalid pizels which do exist but are not sensed by the depth sensor, i.e.
zero depth values or close to zero. In our work, a pixel is classified as an invalid
pixel once its depth value is zero. The rest of the pixels on the depth map are
valid pizels. Invalid pixels always form "holes” (black regions) on the depth map.
2) Region various noise on the original depth map-the noise on the area close
to depth edges is much heavier than that away from the depth edges. We use
depth edges to denote the edges on the depth map. Though the noise normally
follows the quadratic law both in theory and experiments [11] [5], in our work,
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(a) ® )

Fig. 1. (a) original depth map, (b) and (c) incorrect pixels (in pink) illustration, (d)
incorrect pixels corrected by the proposed method

it is shown that region various noise is more obvious and this is also confirmed
by [14]. 3) Incorrect pizels which have incorrect depth values (different from
noise). Incorrect pixels exist along some regions (but not all the regions) of
depth edges on the original depth map. Figure 1(b) illustrates incorrect pixels:
regions in black labeled with ”A” are foreground, regions in grey labeled with
"B” are background, and regions in pink labeled with ”C” are fake foreground,
i.e. incorrect pixels.

The goal of the restoration is to restore a noise free depth map while the
holes are properly filled in without altering the shape of the objects on the
depth map. Depth map restoration has two categories: 1) restoration based on
the depth information only and 2) restoration based on both the depth and
color information. For each category, the operation can be carried out based
on the information of current frame or based on the information of multiple
frames. Restoration in [10] utilized a cascade of two modified median filters based
on the depth information of current frame, while the method in [8] restored
the depth map with normalized convolution and the guided filter taking the
depth information of multiple frames into account. However, both methods in
[10] [8] produced results of limited quality because only depth information was
considered. Methods in [14] [15] [3] [13] took both the depth information and
color information of current frame into account for restoration and promising
results were shown in their papers. Especially, the method in [14] introduced the
concept of depth layer and produced results of state of art performance. Methods
in [5] [6] [4] took the depth and color information of multiple frames into account
for the restoration. However, these methods were mainly designed for scenes
with static background and dynamic foreground. Though the approach in [12]
based on the motion analysis and the non-causal spatial-temporal median filter
could handle dynamic scene, it is time consuming and cannot produce accurate
restoration. The hole issue appearing on depth map is mainly caused by invalid
pixels. There are two kinds of holes. The first kind is the small holes which can
be properly filled in by considering the depth information in the neighboring
area and the corresponding color information provided by the RGB-D camera.
The second kind is the large holes which normally appear along the regions of
depth edges on the original depth map. Applying the methods in [15] [3] [13] for
filling in such holes may cause jagged or blurring depth edges or extra incorrect
pixels on the restored depth map.
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Previous work more focused on smoothing the noise and properly filling the
holes [10] [8] [15] [3] [13]. However, all these methods above could not well main-
tain the object shape during the process of noise smoothing and hole filling.
Moreover, these methods did not have a solution to correct depth values of in-
correct pixels.

To tackle the constraints in the current methods, this paper contributes a new
framework for depth map restoration, which considers not only depth information
plus color information but also the depth discontinuity information in order to pre-
serve the object shape. First, we propose a region adaptive bilateral filter (RA-BF)
to smooth the noise. Then we correct the error depth values of the incorrect pix-
els with the help of both the depth and color information. Finally a novel selective
joint bilateral filter (STBF) is proposed to properly fill in the holes.

2 The Proposed Method

Our method consists of three steps: region various noise smoothing followed by
incorrect pixels correction plus depth discontinuity map refinement, and finally
holes filling.

In the following sections, we use depth discontinuities to denote the posi-
tions in the real world where distance between the objects and the depth sensor
changes. The map of depth discontinuities is different from the map of depth
edges defined in Section 1 mainly because of the holes and the incorrect pixels.
The depth edge map of a completely accurate depth map is the same with the
depth discontinuity map. In fact, we use depth discontinuities to refer the edges
on the depth discontinuity map in the following sections. Uppercase letter with
a subscript denotes either the pixel or the value of the pixel at the position in-
dexed by the subscript. The uppercase letter with a hat and a subscript denotes
the evaluated value of the pixel at position indexed by the subscript.

2.1 Region Various Noise Smoothing with Region Adaptive
Bilateral Filter (RA-BF)

In our work, noise smoothing is carried out only on the regions of valid pixels
on the original depth map. This operation is formulated as Equation (1):

|p;—Dj|? .2
Ao 1 2: —la e’ ol
Di = Zi Dj - e ( > (1)
D;eN;

where N; (D; € ;) is the valid pixels set in the w x w patch on the original
depth map , in which the center is D;, and Z; is a normalization constant which
is the sum of the coefficient of D; in Equation (1), and a,b are also constant
values, the region adaptive term f () is designed to consider the region various
noise where 6 is the perpendicular distance of D; to its nearest depth edge on
the original depth map. f (#) is defined as Equation (2):

_ Cla 0 S T3
F(0)= {C’g, otherwise (2)
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where constants C; > C5. This means the smooth strength for D, is larger if
D; is closer to the depth edges. Otherwise, the smooth strength is smaller. This
can be implemented by firstly dilating the edge map obtained from the original
depth map with a disk basic element of radius r. Then the pixels within the
dilated edges are smoothed with f (¢) = Cy . Otherwise, we set f (0) = Cs .

2.2 Incorrect Pixels Correction and Depth Discontinuity Map
Refinement

Depth discontinuities can be described using edge information on the depth
map. However, edges on the original depth map cannot well describe the depth
discontinuities mainly due to the holes and incorrect pixels on the depth map.
Figure 2(b) shows the edge map obtained from the original depth map. According
to [15] [3] [7], depth discontinuities often simultaneously appear at the same
locations on a depth map and the corresponding color image. We initialize the
depth discontinuity map as follows: the edge map obtained on the depth map is
processed by dilate operation, and the output is combined with the edge map
of the corresponding color image through AND binary operation. The result of
AND operation is regarded as the initial depth discontinuity map. Figure 2(c)
shows an initial depth discontinuity map. It is shown that some edge points
on the initial depth discontinuity map are not correct. We call these incorrect
edge points introduced texture edges. It is observed that introduced texture edges
exist inside flat depth areas. We design Equation (3) to remove these fake depth
discontinuities.

g(E;) = sgn (grel%x |DjA| —TA> e (3)
where A is the set of coordinates on the initial depth discontinuity map where
the values of the binary pixels equal one. E; represents the pixel at position 7 on
the initial depth discontinuity map. sgn(-) is a sign function where sgn(z) = 1
for z > 0 and sgn(xz) = 0 for z < 0. Ta is a given threshold. D]-A is the Lapla-
cian of the smoothed depth map which is obtained from Section 2.1. {2; is the
neighboring area of position ¢. In fact, {2; is a straight line that is perpendicular
to the edge on the initial depth discontinuity map and across the position i. The
length of (2;is determined by[—R, R].—R and R mean we consider DJ-A in (2; on
two sides of the edge.

We compute Equation (3) for all E; (i € A) on the initial depth discontinuity
map pixel by pixel. If g (E;) =0, E; belongs to the introduced texture edge and
is removed. If g (F;) = 1, E; belongs to the depth discontinuity and is kept. And
then we get the refined depth discontinuity map. The refined depth discontinuity
map is regarded as an approximation of the ideal depth discontinuity map. Figure
2(d) shows the refined depth discontinuity map. It is shown that most introduced
texture edges have been removed.
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Fig. 2. (a) original depth map, (b) depth map discontinuity map, (c) initial depth
discontinuity map, (d) refined depth discontinuity map

For all g (E;) = 1, if there exists incorrect pixels around the position ¢ (incor-
rect pixels only exist along some regions of depth edges), we further correct the
incorrect pixels on the smoothed depth map obtained in Section 2.1. Figure 1(c)
shows incorrect pixels (regions in pink) when we draw the refined depth discon-
tinuity map on the smoothed depth map. If we have k = arg jrrel%x \DJ-A\, then the

correction will be performed as Dy < Dy, for all s € £2; , and s is between i and
k. D is the depth value of the pixel on the smoothed depth map at the same
position where D2 lies. In this way, we refine the initial depth discontinuity map
and obtain a depth map with the incorrect pixels corrected at the same time.
The obtained depth map is denoted as refined depth map. Figure 1(d) illustrates
the refined depth map of Figure 1(a).

2.3 Holes Filling with Selective Joint Bilateral Filter (SJBF)

We fill the holes with the help of color information as well as the refined depth
discontinuity map obtained in Section 2.2. Each time we only fill the invalid pixels
with at least one valid pixel in the 8-neighborhood. This is to gradually diffuse
the valid pixels into the holes . We start the diffusion at all holes simultaneously.
A diffusion process at a hole area is terminated once it meets either valid pixels
or the edge defined in the refined depth discontinuity map. The whole diffusion
process will be terminated till all the diffusion processes meet valid pixels or the
edges. The filling is implemented as Equation (4):

. 1 7<c»2
Dz':Z/ Z Dj-e z€C

i D;eSN;

If7[;‘2+d-\i7j\2>

(4)

where Z; is a normalization constant which is the sum of the coefficient of D
in Equation (4), C is the index set of color channels in RGB color space and I?
represents the value of the z channel of pixel 4, the selected neighbors SN'; of
invalid pixel D; is the set of valid pixels in the w x w patch on the depth map,
in which the center is D;. SN/; is defined as Equation (5):
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s ={D; ‘e—(ﬁi—Da‘)Q >} (5)

whereD; is the average value of the valid depth pixels in the 8-neighborhood of
D;, T €]0,1] is a given threshold that represents how similar are the valid pixels
in SN, to Di .

Unlike joint bilateral filter (JBF) which utilizes all the valid pixels in the
w X w patch centered at D; for filling, SJBF uses Equation (5) to select the
neighbors in the patch first, i.e. the main difference between SJBF and JBF is
the final neighbors used for hole filling. For the small holes which mainly lie on
small flat regions on the depth map, SJBF is very similar to JBF because the
neighbor selection based on Equation (5) seldom eliminates any valid pixels in
the w X w patch because of similar depth on the small flat area. While for the
large holes, SJBF can outperform JBF especially when the depth discontinuity
passes through the patch and the corresponding colors of the valid pixels on two
sides of the depth discontinuity are similar. Without neighbor pixels selection as
in SJBF, JBF treats valid pixels on two sides of the depth discontinuity equally
and causes blurring or jagged edge or even incorrect pixels on the restored depth
map. However, the neighbor selection based on Equation (5) in SJBF can select
proper neighbors: most valid pixels on the same side of the depth discontinuity
with D; are kept because of their similar depth values with D;, while most of the
valid pixels on the other side of the depth discontinuity are eliminated due to the
obvious difference between their depth values and D;. Thus the properly selected
neighbors can successfully avoid the problems of JBF as mentioned above when
filling in large holes.

3 Experiments

We compare our proposed method with [15] [3]. The data was produced by Kinect
[1]. All the three methods restore the depth map with the help of the depth and
color information of current frame. [15] only considered the noise and the invalid
pixels while it did not take the incorrect pixels problem into account. [3] pro-
posed a region-adaptive JBF taking the advantages of the edge information in
the corresponding color image as structure guidance for adaptive support region
selection. Figure 3 shows the experiment results. Figures in the first column are
original depth maps. Their corresponding color images are shown in the second
column. Figures in the third, fourth and fifth column show the restored depth
maps by [3], by [15] and by our proposed method respectively. The first two rows
in Figure 3 show results of two testing cases. The results by [3] can well preserve
the shape of objects mainly due to taking advantages of the edge information in
the corresponding color image. However, the restored depth map clearly 'copies’
edges from the color image. In Figure 3(cl), clear depth edge exists between the
ceiling and the wall on the left while there is no depth change in this region.
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A

(a3) (b3) (c3) (d3) (e3)

Fig. 3. original depth maps (column 1), corresponding color images (column 2), results
by [3] (column 3), results by [15] (column 4), and results by our proposed method
(column 5)

The situation is the same with the door. Obviously, blurring edges exist in Figure
3 (d1) and (d2), while there are also jagged depth edges on the top of the board
behind the hand in Figure 3 (d1) and around the hat in Figure 3 (d2). Both
results by [3] and [15] introduce incorrect pixels in the region between the elbow
and the chest and the region on the top of the beverage can.

To further explain the experiment results, we zoom in the region inside the
red box shown in Figure 3(al) and show them in the third row in Figure 3.
The variants of JBF in [15] [3] only consider color information together with
spatial correlation and do not select the neighbors when filling in the holes.
As labeled in Figure 3(b3), pixels at two sides of the depth discontinuity of
the wall and the board have similar colors. Thus the result by [3] introduces
incorrect pixels (labeled with ”A”), while the result by [15] has blurring edges
on the restored depth map. Our SJBF can well handle this case because it takes
the advantage of Equation (5) to select the neighbors first. Thus our result
has no incorrect pixels like [3] and blurring edges like [15]. Results by [15] [3]
also have extra incorrect pixels in the region between the elbow and the chest
because they do not correct the incorrect pixels before the holes filling while our
method does (illustrated in Figure 1(d)). It is shown that our result has much
fewer incorrect pixels than the other two results. Additionally, the region various
noise is also well smoothed by the proposed RA-BF according to our experiment
results.
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4 Conclusion

In this paper, we analyze the problems on the depth map obtained by the RGB-
D camera: the holes formed by invalid pixels, the region various noise and the
incorrect pixels. RA-BF is proposed to smooth the noise. Then incorrect pixels
are corrected and a refined depth discontinuity map is obtained at the same
time . Finally the holes are properly filled in using SJBF with the help of the re-
fined depth discontinuity map. The experiment demonstrates that the proposed
method can greatly improve the quality of the original depth maps.
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Abstract. In the field of data mining, detecting concept drift in a data stream is
an important research area with many applications. However the effective me-
thods for concept drift detection are seldom used in visual tracking in which
drifting problems appear frequently. In this paper, we present a novel frame-
work combining concept drift detection with an online semi-supervised boost-
ing method to build a robust visual tracker. The main idea is converting updated
templates to a data stream by similarity learning and detecting concept drift.
The proposed tracker is both robust against drifting and adaptive to appearance
changes. Numerous experiments on various challenging videos demonstrate that
our technique achieves high accuracy in real-world scenarios.

Keywords: Concept Drift, Visual Tracking, Similarity Learning, Semi-
Supervised Boosting.

1 Introduction

The distribution of a data stream is often not stable but changes with time, often these
changes lead to performance degeneration in the old model. Thus detection of drifting
concepts has extensive applications in data mining, such as spam filtering [1, 2].
To our knowledge, the first exploration of combining concept drift detection with
visual tracking was introduced in [3]. They proposed a simple Bayesian approach to
detect drift points. However, their method is applicable in limited situations when
abrupt drift happens, such as light mutation. In this paper, we present an online learn-
ing method combined with concept drift detection to finish the tracking task in real-
world scenarios.

There exists one key problem in online learning method for tracking: drifting.
Slight inaccuracies in the tracker can lead to incorrectly labeled training examples.
Each update to the tracker may introduce an error which may accumulate over time
resulting tracking failure. To tackle the drifting problem, extensive techniques have
been proposed. Grabner et al. [4] proposed a semi-supervised online boosting method
which is based on the idea of [5]. In their approach, a fixed prior classifier which is
trained from some labeled examples is used for supervising the update process. This
method tackles the drifting problem by restricting the update in a certain range. But
the tracker may fail when the target has a significant appearance change. In this case,
one can employ concept drift detection techniques to revalidate the tracker.

C.K. Loo et al. (Eds.): ICONIP 2014, Part ITI, LNCS 8836, pp. 159-166, 2014.
© Springer International Publishing Switzerland 2014
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In order to detect concept drift in visual tracking, the updated target templates need
to be converted into a data stream. In this paper, we treat the similarity between tem-
plates and concept (i.e. prior classifier) as the data to be mined. Learning similarity
functions is an area which has received considerable attentions in machine learning.
Our learning approach is inspired by the work of Leistner et al. [6]. They proposed a
similarity learning method based on semi-supervised boosting. Their technique
enables us to measure the distance between newly labeled samples and the concept in
feature space. As shown in Fig.1, concept drift manifests an apparent trend from the
view of similarity.

1 i 1
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Fig. 1. An example of concept drift (occlusion) in visual tracking

Fig.1 demonstrates a special scenario (sudden occlusion) where only abrupt drift
is considered. However in visual tracking, drifting types can be varied, thus a detec-
tion method which can accommodate for different situations has to be utilized. As
data is generated constantly with the ongoing tracking process, the underlying distri-
bution of data stream may change over time. In this paper, our change-detection
algorithm is based on a two-window paradigm. Successive data points are main-
tained in two fixed-size windows: current window and reference window. We em-
ploy a statistical approach called L,-distance-test [7] to verify whether the distribu-
tions of data points in the two windows are close or not. This test makes no assump-
tion about the structure of the distributions and performs well in the application in
visual tracking.

The remainder of this paper is organized as follow. After an introduction to the
semi-supervised boosting method for similarity learning in Section 2, we introduce
the drift detection algorithm L,-distance-test and its application in visual tracking in
Section 3. Section 4 presents the entire tracking framework of our concept drift detec-
tion based method. Section 5 demonstrates some experiments and results. Finally, our
work concludes with Section 6.
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2 Semi-supervised Boosting for Similarity Learning

Similarity learning is a key step in our concept drift detection. It measures the similar-
ity between samples and outputs a similarity score which is added to a data stream.
The change of distribution in the data stream indicates the occurrence of concept drift
in the tracking process. Usually in visual tracking, the target to track is manually se-
lected in the first frame. Our prior classifier H?(x) € [—1,1] is trained from the
original labeled data using a boosting method. The prior classifier measures the simi-
larity between updated templates and the target, generating a data stream which con-
sists of similarity scores. As a confidence score is obtained from the prior classifier,
according to [6], a distance measure is defined as

d(x;, x;) = |H (x) — H (%)) (D

This means samples that are close in distance share similar confidence scores. Then
the distance measure is converted to a similarity measure by

(_d(xg]’f)
S(xi, X]-) =e , 2)

Where 6 is the scale parameter.

3 Online Detection of Concept Drift in a Data Stream

3.1 Testing Closeness of Distributions

If two unknown distributions over an n elements set are given, how to test whether
they are statistically close is an interesting question. In this paper, we use the L;-
distance-test proposed in [7] for online distribution closeness testing. This method
makes no assumption about the distributions and runs in time linear in the sample
size. Our experiments show that the L,-distance-test achieves high accuracy in the
concept drift detection in visual tracking.

In the original L;-distance-test algorithm, some elements appearing less than cer-
tain times are discarded before the test is performed. However, we omit this step in
our test because the element set we use is small. Thus we give our simplified version
of L,-distance-test algorithm.

Table 1. The L;-Distance-Test Algorithm

Algorithm 1 L,-distance-test(p,q,¢§)
1: Sample pandq for

2: M=0 (max(e72,4)n?/3logn) times
3: Let SpandSy be the sample sets
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4: Let nf and.n? be the times element i1 appears in.Spand
Sq

for m=1,2,..,M do
update nf by checking m-th element in Sp
updatelﬁ by checking m-th element hnSq

end for

output 1 if Y|nf —nl|>eM/8

Otherwise output 0

o LV W J o u

In Algorithm 1, the parameters p and q are elements sets in two distributions, and
parameters € and § can be tuned for adjusting the testing accuracy. Parameter n is
the number of all possible elements. The presented algorithm runs in time complexity
of O(M) if hashing technique is utilized. It has been proved in [7] that the L,-
distance-test generates a correct output with probability at least 1-8.

3.2  Detecting Concept Drift in a Data Stream

Our change-detection algorithm is based on a two-window paradigm. Successive data
points are maintained in two fixed-size windows: current window and reference win-
dow. The reference window focuses on the original data points that share high simi-
larity with the target, however the current window focuses on the most recent data
points, and slides forward whenever a new data point is added. Also the reference
window is updated with each detected change. The L,-distance-test is used to verify
whether the distributions of data points in the two windows are close or not.

Table 2. The Concet Drift Detection Algorithm

Algorithm 2 Online Detection of Concept Drift
1: ¢« 0
2: for i=1.k do
3 Window, ; « first m;; points from time ¢,
4 Window,; « next m,; points in stream
5: end for
6: while new data is added to the stream do
7 Slide Window,; by 1 point
8 if L;-distance-test(Window,; Window,; & 8)=1

9: Cop «current time
10: report change at time ¢
11: clear all windows and GOTO step 2

12: end if
13: end while

Note that our detection algorithm processes the data stream in a discrete manner, so
before adding the similarity score to the data stream, it needs to be discretized by
mapping the similarity score to a corresponding integer in the element set.
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4 Robust Tracking under the Framework of Concept Drift

4.1 Online Semi-supervised Boosting for Tracking

To finish the task of online semi-supervised boosting, Grabner et al. [8] introduced
“selectors”. Each selector h%¢!(x) contains a set of weak classifiers. At every train-
ing iteration t, a weak classifier H,(x) with lowest training error is picked. Thus in
each selector, we can set the label and weight for unlabeled example by

Ye = sign(z”t(x)) and A, = |Z,(x)| (3)

where y, is the pseudo-label and A, is the corresponding weight. And Z,(x) is the
the pseudo-soft-label which is defined by

_sinh(HP(x)—Ht_l)

7 (0)="e o t=tanh (" (x))-tanh(H, -, (x)) )

In the semi-supervised boosting based tracking approach [4], the tracking problem is
formulated as binary classification between the target and background. Often in visual
tracking, the target to track is manually selected in the first frame. A prior classifier is
initialized by taking positive training samples and negative training samples from the
target and background respectively. At every iteration, the classifier is evaluated in the
local neighborhood to generate a confidence map which will be analyzed to find the
target position. Note that the update process is restricted by the prior classifier.

However, the tracking approach described above has a major drawback. When the
target has a significant appearance change, the tracker may fail. In this case, one can
employ concept drift detection techniques to revalidate the tracker.

4.2  Tracking with Concept Drift Detection

The structure of our proposed tracker is depicted in Fig.2.

/ Inputimage [ . : ; / Tracking /
e Semi-Supervised Boosting Tracker — ——

Similarity

Learning

awepdn

/  Data

//
/ Stream /

‘ Concept Drift Detection

Fig. 2. The structure of our proposed tracker
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In the semi-supervised boosting tracking, a template is evaluated by the prior clas-
sifier before updating. The updated templates restricted by the prior classifier are
similar to the initial appearance, thus the tracker can’t adapt to significant appearance
changes. Using the drift detection algorithm discussed in Section 3, one can detect a
major concept drift when significant appearance change happens. Our proposed track-
er is both robust against drifting and adaptive to appearance changes.

5 Experiments

We compare our tracker with three other trackers, including SemiT[4], CT[9],
MIL[10]. We include SemiT into our experiment because our tracker is implemented
based on it. By adding drift detection module to SemiT, we can see a significant im-
provement in the tracking accuracy.

5.1 Quantitative Comparison

The four test sequences (Dudek, football, girl, shaking) for quantitative analysis exhi-
bit extensive challenging properties: illumination changes, pose variations, occlu-
sions, background clutters and so on. We use the center location error which is de-
fined as the Euclidean distance of the center positions between the tracked target and
the ground truth. The tracking results are shown in Fig.3.

nce [pixel]

Canter Distar
Conter Distance [pix

Frame
(d) shaking

Fig. 3. The quantitative tracking results on the benchmark sequences
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As we can see from the graphs, the online drift detection technique greatly im-
proves the tracking accuracy of SemiT. The average center location errors of the
tested trackers are shown in Table 1. The best and second best results are shown in
red and blue respectively.

Table 1. The average center location errors of the four trackers

Dudek football girl shaking
SemiT[4] 124.3 232.4 63.5 275.1
CT[9] 38.2 4.1 13.9 147.8
MIL[10] 22.7 3.6 9.8 13.3
Ours 13.6 4.7 6.5 20.3

5.2 Qualitative Comparison

In this section, we perform qualitative evaluation on five testing sequences (Dudek,
girl, football, shaking, David). Fig.4 shows the tracking results. Note that we won’t
draw the bounding box if the tracker loses the target.

N Ours SemiT mmmm CT s MIL

Fig. 4. The tracking results on Dudek, girl, football, shaking, David respectively

In general, our approach and MIL yield the best tracking results among the four. SemiT
performs worst because it can’t handle appearance changes properly and loses the target
frequently. Both CT and MIL get a drift problem after the target is occluded in some
frames. Besides, CT seems to have difficulty handling significant illumination changes.
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6 Conclusion

In this paper, we propose a framework that combines concept drift detection with
visual tracking to improve tracking performance. Experiments show that our tracker is
of high accuracy in real-world scenarios. Further research could be done on exploring
more powerful concept drift techniques to get a better tracking result.
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Abstract. Common spatial patterns (CSP) is a commonly used method
of feature extraction for motor imagery—based brain computer interfaces
(BCI). However, its performance is limited when subjects have small
training samples or signals are very noisy. In this paper, we propose a
new regularized CSP: temporally regularized common spatial patterns
(TRCSP), which is an extension of the conventional CSP by preserving
locally linear structure. The proposed method and CSP are tested on
data sets from BCI competitions. Experimental results show that the
TRCSP achieves higher average accuracy for most of the subjects and
some of them are up to 10%. Furthermore, the results also show that the
TRCSP is particularly effective in the small-sample data sets.

Keywords: brain—computer interfaces (BCI), common spatial patterns
(CSP), locally linear structure, regularization.

1 Introduction

Brain computer interfaces (BCI) have emerged as a promising way of non-
muscular communication with external world for severely paralyzed persons [1].
Electroencephalogram (EEG)-based BCI transfers intents of an individual, re-
flected in distinguishable EEG signals directly, into control commands of an
assistive device. The successful decoding of the mental tasks heavily relies on a
robust classification of the EEG signals. Among the plenty of decoding methods
[2], common spatial patterns (CSP) is a widely used feature extraction method
that can learn spatial filters maximizing the discriminability of two classes. Its
effectiveness has been demonstrated by the BCI competitions [3], [4].

Despite its popularity and efficiency, CSP is also known to be highly sensitive
to noise and outliers [5]. Mathematically, CSP is formulated as the simultaneous
diagonalization of two covariance matrices. There is an inherent drawback for the
estimation of covariance matrices in using the conventional strategy. Specifically,
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C.K. Loo et al. (Eds.): ICONIP 2014, Part III, LNCS 8836, pp. 167-174, 2014.
© Springer International Publishing Switzerland 2014



168 M. Cheng et al.

CSP does not take the temporal structure information of EEG time courses into
account in the estimation of covariance matrices. In other words, CSP is a time-
independent global method, and the temporal information is completely ignored.

In this paper, we propose a temporally regularized CSP (TRCSP), which in-
corporates the temporal structure information into the CSP learning process
under the umbrella of regularization [6]. The temporal structure of EEG trials is
characterized by using local linear embedding (LLE) [7]. Considering the advan-
tage of LLE in successful discovery of manifold structure in machine learning,
we aim to capture the locally linear structure of EEG trials with the LLE-based
regularization. It is expected that such a prior information would help finding
discriminative spatial filters, even with noisy EEG signals or small number of
training samples, since the locally linear structure explicitly considers the tem-
poral manifold behind the generation of EEG signals.

The framework of this paper is arranged as follows. Section 2 describes the
conventional CSP algorithm and the proposed TRCSP algorithm. Section 3 gives
details about the EEG data sets used for evaluation. Then the comparison results
of the two methods are presented in Section 4. And finally Section 5 concludes
the paper.

2 Methods

2.1 Common Spatial Patterns

Common spatial patterns(CSP) uses a linear transform to project multi—channel
EEG data points into a low-dimensional spatial subspace with a projection
matrix, of which each row consists of weights for channels. This transforma-
tion is to maximize the variance of band—pass filtered EEG signals of one class
while minimizing the variance of EEG signals of the other class. Let X* =
{a:; €RYl=1,2,-- ~,s} (i=1,2,---,n;) be the EEG trials of one class, and
Y7 = {y? € Rl =1,2,-- ~,s} (j=1,2,---,n,) another class, where d denotes
the number of channels, s is the number of samples within a trial, and n, and
n, are the numbers of trials corresponding to the two classes. The trial segments

are assumed to be already band—pass filtered, centered and scaled. The spatial
covariance matrices of the two classes are calculated as

Ne = tr <X’XZT) My i3 tr <YJYJT)

where T represents the transpose operator, tr is the trace operator that sums up
the diagonal entries of a matrix. The CSP approach aims to find a spatial filter
w € R? to extract discriminative features. Mathematically, the spatial filter of
CSP is formulated by maximizing (or minimizing) the criterion[8], [9]

Jw) = O @

wTCyw
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The spatial filter is solved by the generalized eigenvalue equation
Cow = ACyw (3)

The few eigenvectors associated with eigenvalues from two ends of the eigenvalue
spectrum are employed as spatial filters. The variances (possibly after a log—
transformation) of the spatially filtered EEG data points are used as features
for the purpose of classification.

2.2 Temporally Regularized Common Spatial Patterns

In this subsection we formulate the proposed TRCSP algorithm, which seeks to
include temporal structure information into the learning process of the CSP. The
EEG samples within a trial are actually a time course of signals. The temporally
close samples usually correlated when recording a task—cued brain activity. It
is beneficial to make use of the intrinsically temporal correlation to provide
supplementary information and then regularize the computation of spatial filters.
In other words, we try to keep the intrinsically temporal structure of EEG trials
during the CSP filtering.

The temporal structure of EEG trials is captured by using LLE, which is well
developed in the field of machine learning and has shown effective in manifold
modeling. The basic idea is that we utilize LLE to consider temporally local rela-
tionship of EEG samples within the time course of EEG epochs. The relationship
is expressed in terms of locally linear representation. Mathematically, LLE mod-
els each sample as a linear combination of its k nearest neighbors, and try to
preserve this locally linear relationship in a transferred low—dimensional space.
Different from the conventional LLE, in which the k nearest neighbors are iden-
tified with respect to Euclidean distance, we choose the k nearest neighbor EEG
samples in terms of time points since we are interested in the temporal structure
information of EEG time course. The reconstruction error is then measured by
the cost function

£S) =S = S Smnl? (4)
=1 m=1

where S is a matrix with real entries denoting representational weights. The
weights S, summarize the contribution of the m th sample to the reconstruction
of the [ th sample in terms of linear representation. To compute the weights Si;,,
we minimize the cost function subject to two constraints: (a) Each sample x; is
reconstructed only from its k nearest neighbors, resulting in S, = 0 if x,,, does
not belong to this set; (b) The row entries of the weight matrix sum to one, i.e.,
>y 1 Sim =1 for the purpose of transitional invariance. The matrix of weights
S reflects the temporal structure information. Once S is obtained, LLE seeks a
low—dimensional filtered space that preserves the temporal structure information
of EEG trials as faithfully as possible. Let z; (1 <1 < s) be the filtered signal of
x; (1 <1< s) via the linear transformation z; = wTx;. One wishes to minimize
the cost function

d(Z)= Z |z — Z SlmzmH2 (5)
m=1

=1
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where Z = [z1, 22, -, z;]. Note that the weights matrix S is fixed here and the
transformation matrix Z is to be optimized. By substituting z; = w’x; into (5),
it follows that

S
d(w) = Z |wla; — Z SpmwT 2,2 (6)
=1 m=1
With some matrix operations, (6) can be rewritten as

P(w)=w' XLX"w (7)
where X = [x1, @0, -, 2], L = (IS — ST) (Is—S),and I, is an s x s identity

matrix.

We now incorporate @ (w) into the objective function of the classical CSP
in order to penalize solutions such that the temporal structure information is
preserved. Formally, the objective function of our TRCSP is given by

T T
J(w) = i w! Cpw _ w' Crw (8)
Wwl'Cyw+ o (W' XLXTw) T (Cy+aXLXT)w

Maximizing J (w), would leads to the minimization of @ (w), thus modifying
spatial filters so as to satisfy the prior information. The parameter « is a user-
defined positive constant which adjust the influence of the regularization term
@ (w). The higher the value of « is, the more favor the regularization term is
given. The corresponding eigenvalue equation of (8) boils down to

Cow=A(Cy+aXLX")w (9)

Thus, the filters w maximizing J (w) are the leading eigenvectors correspond-
ing to the largest eigenvalues. In the other hand, we need to accordingly maximize
the dual objective function

T T
J(w) = . w* Cyw _ w' Cyw (10)
WI'Cow + (W' XLXTw) w!(Cp+aXLXT)w
Eventually, the spatial filters used are the leading eigenvectors corresponding to
the eigenvalue problems of (8) and (10).

It is noted that in the above formulation of TRCSP, X denotes a general
EEG trial. In implementation, we exploit the temporally local information of
all the training trials. Specifically, we sum up all the locally linear structure
expression as the final regularization term. Besides, TRCSP has two parameters:
k which defines the number of the nearest neighbor samples, and « which defines
the level of regularization. In the following experiments, the two parameters are
specified with ten—fold cross validation on the training data. And we adopt linear
discriminant analysis (LDA) as the classifier.

3 Materials for Evaluation

Three EEG data sets from public BCI competitions, recorded from totally 17
subjects, are used to assess the proposed TRCSP, Its performance is compared
to the classic CSP algorithm.
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3.1 EEG Data Sets

Data set IVa of BCI competition IIT is of two—class motor imagery (MI) paradigm
by recording 5 subjects. Imagination of right hand and foot movements was
performed after a visual cue per trial. The EEG measurements were recorded
using 118 electrodes and sampled with 100 Hz. For each subject, there are totally
280 trials for two classes, 140 per class. Among them, 168, 224, 84, 56 and 28
training trials are respectively for subject 1 through 5.

Data set I1la of BCI competition III contains EEG signals from 3 subjects,
who performed 4 classes cued motor imagery, i.e., left hand, right hand, foot,
and tongue MI. The EEG measurements were recorded using 60 sensors by a
64—channel EEG amplifier from Neuroscan. The EEG was sampled with 250 Hz
and filtered between 1 and 50 Hz with Notchfilter on. In our study, only EEG
data corresponding to right and left hands MI are used. In both of the training
and testing sets, 45 trials per class are used for subject B1, and 30 trials per
class for subject B2 and B3.

Data set Ila of BCI competition IV was constructed by recording 9 subjects,
who carried out left hand, right hand, both feet and tongue MI tasks. 22 EEG
channels were recorded. Signals were sampled with 250 Hz and bandpass filtered
between 0.5 and 100 Hz with Notchfilter on. Only EEG signals of left and right
hands MI are used for the present study. Each subject participated a training
and a testing session, both sessions containing 72 trials for each class.

Table 1. Classification performances of CSP and TRCSP. The best percentage accu-
racy is displayed for each subject in the two Data sets of BCI competition III.

BCI competition III Overall

Data set IVa Data set I1la
Subject A1 A2 A3 A4 A5 Bl B2 B3 Mean std
CSP  66.07 91.07 53.6 71.88 52.78 96.67 61.67 96.67 73.8 17.3
TRCSP 68.75 100 62.2 82.14 85.71 96.67 68.33 96.67 82.56 13.8

Table 2. Classification performances of CSP and TRCSP. The best percentage accu-
racy is displayed for each subject in Data set IIa of BCI competition IV.

Data set Ila, BCI competition IV Overall

Subject C1 C2 C3 C4 C5 C6 C7 C8 (C9 Mean std
CSP  86.11 57.64 96.5 70.1 60.42 70.14 82.64 93.0 93.75 78.92 13.9
TRCSP 87.5 63.89 97.9 70.1 65.97 68.75 81.94 95.83 92.36 80.47 12.7

3.2 Preprocessing

The EEG signals are band—pass filtered with cutoff frequencies 8 Hz and 30 Hz
by using a fifth order Butterworth filter as recommended in [10]. Following the
winner of BCI competition IV and [11], we use the time interval from 0.5s to
2.5s after the visual cue that indicates the start of imaginary as samples on all
of the three data sets.
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4 Results and Discussion

We use CSP and TRCSP to extract features on the data sets. Compared with
CSP, there are two parameters in TRCSP which need to be configured. The pa-
rameters are selected by using ten—fold cross—validation method on the training
sets. For each subject, the spatial filters are learnt on the training set available.
As suggested in [7], three pairs of spatial filters for feature extraction are calcu-
lated in CSP and TRCSP. Then the log—variances of the spatially filtered EEG
signals are used as input features for LDA. The results of classification accura-
cies and mean accuracies, as well as the corresponding standard deviations, are
reported in Tables 1 and 2.

All the classification accuracies performed by TRCSP are larger than 60%.
On average, TRCSP achieves better classification accuracies (mean: 81.45 £
13.3) than CSP (mean: 76.51 + 15.8). Whereas, it seems that TRCSP does not
give high increase in classification accuracy for subjects who already have good
performances (except for A2). With a closer look, results show that, for some
subjects, using TRCSP leads to dramatic increase in performance as high as
10%, even higher than 30% for the subject whose performance is close to random
by CSP (A5). It is interesting that the classification accuracy for A2 is always
kept in 100% when using TRCSP in a wild range of parameters. Especially for
the data set IVa of BCI competition III, the performance of TRCSP is much
better than CSP. For the subjects A3, A4 and A5, TRCSP significantly enlarges
the classification accuracies compared with CSP. It is probably because of the
very small training set for these three subjects. It implies that adding a prior
information, here a locally linear preserving penalty can help to find spatial
filters despite the limited amount of training data, as agreed with [12].

Surprisingly, TRCSP leads to poorer performance than CSP on a few sub-
jects, focusing on data set ITa of BCI competition IV. This might be due to the
instability of EEG signal itself and the playing condition of subjects. Besides,
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Fig. 1. Mappings of spatial filters obtained with CSP and TRCSP, for some subjects:
A1, A5 (118 electrodes), B2 (60 electrodes), and C2, C9 (22 electrodes).
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there is a very important point we can not ignore. That is, the best parameter
may not be exactly found by the cross—validation strategy. It means that the
real classification capacity TRCSP could possibly achieve better performances.

Some mappings of spatial filters obtained with both of CSP and TRCSP are
presented in Fig. 1. The deeper color represents the greater weights. That is,
they are more important for classification. In general, these pictures show that
the CSP filters with large weights distribute in the whole brain, roughly and
irregularly. Relatively, the TRCSP filters are generally smoother and more in line
with the physiological characteristics. As expected from cerebral physiological
theory, the weights are stronger over the motor cortex area. This suggests that
the TPCSP algorithm lead to filters with more neurophysiological reality.

5 Conclusion

In this paper, we propose a new approach, called TRCSP, for optimizing spatial
filers by incorporating temporal structure information to the conventional CSP.
We add a locally linear regularization term to the CSP objective function. The
experimental results confirm that TRCSP has the ability to obtain improved
accuracies. In the future, much work is still needed to tune the appropriate
parameters of TRCSP.
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Abstract. Applications supporting dichromats based on confusion loci
are proposed. We propose an interactive method to correct display color by
measuring confusion color pairs for using such an application. The method
measures 11 confusion color pairs on a display that shows an unknown
color gamut. It estimates the most similar pattern from the confusion loci
database, which is composed of scaling up/down one of R, G and B. It
corrects display color to the sSRGB gamut. We showed a tendency of con-
fusion loci pattern for scale change and measured results for a dichromat.
It improved the color difference in six of eight color settings.

Keywords: dichromatism, confusion loci, color correction, color gamut.

1 Introduction

Recently, lots of applications to assist dichromats have been released. Some are
intended for dichromats to use by themselves. They use a color appearance model
for dichromats [1] to present the regions that are confusion colors in a captured
image or a web page. Then, it converts them to easily discriminative colors (e.g.
[2]). The confusion colors of the model are aligned on the line in the chromaticity
diagram of color space called confusion lines or loci. The algorithms based on the
confusion lines may not always work well for devices in different settings, e.g. a
tablet outdoors, a laptop PC for presentation in a dim room, a desktop monitor
in an office. The color characteristics or settings for devices or illuminants are
quite different. Brightness and chromaticity do not correspond on each device,
although the application outputs the same RGB signals. Therefore, it is necessary
to calibrate the color of a device display whenever a dichromat utilizes such an
application. Interactive correction of color profile has been proposed (e.g. [3]),
but it was not designed for this use.
Here, we focused on the strength of the R, G, B light sources of the device.
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(a) sSRGB (b) R x 1.4
Fig. 1. Shift of chromaticity and confusion loci. (O : sSRGB, * : scaled state).

2 Proposed Method

2.1 Confusion Loci

Each confusion locus represents the position of confusion colors for dichromats
in the chromaticity diagram of some color space. In the u’v’ chromatic diagram,
a locus does not distribute on a curve, but does on a line. If some confusion color
pairs are given, the lines are almost converged at one point. The convergence
points are different according to the type of dichromatism. If the display is set
in sSRGB correctly, the locus pattern is obtained as in Fig. 1(a). This figure
shows the pattern of protan type, and coordinates of its conversion point are
(u/,v") = (0.656,0.502).

We propose an interactive method of color calibration of the display based
on measurements of confusion color pairs by a dichromatic user. We utilize the
change of the geometrical pattern of the confusion loci according to the strengths
of R, G, B signals.

We model the status of the display, which is not set to sSRGB, as the state is
scaling up/down with one of three signals for the standard color. For example,
R x1.4 means that the R signal is 1.4 times sRGB, and G and B are raw values.
Supposing we use such a display, R signal is high-intensity scaling of 1.4, and we
measure the confusion loci for the same R, G, B signals of SRGB settings; then
we obtain the locus pattern as in Fig. 1 (b).

2.2 Database of Confusion Loci Pattern Changing Scaling of One
Primal Color

As the confusion color pairs, we selected the colors on two parallel lines to the
line that passes through the coordinates of green and blue primary colors. They
correspond to the left vertex and bottom vertex of a triangle in Fig. 1(a). The
positions of selected colors are shown by square marks in Fig. 1(a). The center
of the triangle corresponds to the white point. We defined the position of the left
line as the ratio 3:7 of the edge connected between green and blue to the white
point. Also, we defined the right line at the position of three times its distance
from the white point. Eleven color pairs are selected on the right line by equal
spaces. Thus, we defined 11 confusion color pairs, and we set the brightness to
Y = 20.0. The selected confusion color pairs are shown in Table 1.

We constructed the database of loci patterns as follows. First, the scaling coef-
ficient is defined. We set the scaling (w) from 0.5 to 2.0 every 0.1 in sSRGB signals.
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Table 1. Confusion color pairs

u’ vv.R G B u’ vv R G B
0.176 0.301 86 110 246 0.333 0.366 226 0 188
0.173 0.327 83 115 226 0.331 0.384 221 40 175
0.170 0.352 80 120 207 0.328 0.401 216 54 163
0.166 0.378 78 124 189 0.326 0.418 212 64 150
0.163 0.404 75 127 171 0.324 0.436 208 71 137
0.160 0.430 73 129 153 0.322 0.453 205 78 124
0.157 0.455 71 132 135 0.320 0.470 201 83 110
0.153 0.481 70 134 116 0.318 0.488 198 88 95
0.150 0.507 68 136 94 0.315 0.505 195 92 78
0.147 0.533 66 137 68 0.313 0.523 192 95 56
0.144 0.558 65 139 19 0.311 0.540 189 99 0

(Y=20.0)

SRGB scaling  sRGB scaling 1ot on a line
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Fig. 2. Calculation of the shift of a confusion locus

It can transform the scaling for the linear RGB signals with the calculation of
w?2. Here, we supposed the gamma of the display is set to 2.2. Then, the RGB
signal is presented by the form of (w,R, wyG,wyB). One of three coefficients is
scaling up/down. The others are set to 1.0.

If we displayed one pair of confusion colors on the display setting at sSRGB
correctly, the positions of original colors in the w/v’ chromaticity diagram are
located on the line as in the top left figure in Fig. 2. Under the condition of
scaling up/down of one of R, G, B, the colors that are located at asterisk marks
are displayed; then they and the convergence point are not aligned on a line.
The point of the right asterisk mark is not on a line.

Here, we consider that the color of the left side asterisk is fixed. Also, we’ll
find the confusion color pair on the interpolate line of the right side groups of
colors with asterisk marks in the top right figure. It is found in the line that
passes through the left side asterisk and convergence point. Next, we calculate
the interpolate point between the positions of asterisk colors as in the bottom
left figures. This applies the transformation of the original color, which is shown
by the right side square with the interpolate ratio. Thus, we calculate the line
(a confusion locus) that passes through the position of the left square mark
and the interpolated point for right side squares at the bottom right figure. We
stored the slope of the line as locus patterns in the database. For 11 confusion
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B x0.6 B x0.8 B x1.2 B x1.4
Fig. 3. Confusion loci of protanopia for one among R, G, B was scaled up/down

Fig. 4. Illustration of visual stimuli

color pairs, we tried to calculate the slope and, if an interpolation of right side
asterisks could not be found, the color confusion pairs were excluded. A part of
the database is shown in Fig. 3.

2.3 Color Matching by Dichromatic User

A dichromatic user performs a color-matching task with a display that has to
be calibrated for color property.

The visual stimuli on the display are shown in Fig. 4. Three squares are
presented. The center one is painted a reference color that corresponds to the left
side confusion color. Its color is greenish or bluish. Then, it does not change until
completion of a trial. Both end squares are painted the test color to match. Their
colors are assigned in the neighborhoods of its confusion color pair. Their colors
are reddish. A dichromatic user judges which of the test patterns is more similar
to the reference color in the center square. After judgment, the non-selected test
pattern is changed to a color that is the averaged color of the test patterns. The
sides of the test patterns are changed randomly, and presented again; the user
again judges the colors of the test patterns. The bisection method was adopted.
When the user judges that the colors of test patterns are not discriminative, the
trial is completed. If both initial test patterns are not perceived as similar to
the reference color, its trial is skipped and recorded as such. Eleven confusion
color pairs are measured. We calculate the slope of a line that passes through the
reference color and confusion color, from which are obtained the color matching.
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2.4 Evaluating Similarity between Measured Confusion Loci
Patterns and Ones in Database

To estimate the color status of the display, we evaluate the similarity between
the measured confusion loci patterns and confusion loci patterns in the database,
which are composed by 11 slopes of lines of confusion color pairs.

The line of confusion colors is described as follows. To measure confusion lines,
it holds that

A’ + By +C; = 0. (1)
The index of 7 represents the i;;, confusion color pair. Similarly, for the database,
Ds,iul + Es,i'U/ + F‘;,i =0. (2)

The index of s represents the status of the display. That is, the status of scaling
up/down for one of three signals (R, G, B) (e.g. R x1.4).

Here, we consider the perpendicular vectors for each of the lines, x; = (B;, — 4;)7,
Vsi= (Esi, —Ds ;)T. With these, we calculate the following evaluation function.

‘Xi "Ys,i >
s = Qg 1-— ’ (3)
2 ( (%l lys.qll

i

We estimate the settings s that minimized eg as the color status of the display.
Here, «; is calculated by the ratio of 11 to the number of complete measured
trials. If no trials are completed for some setting, then it is excluded from the
estimation candidates.

2.5 Color Correction for Display

We constructed the database changing the scaling up/down for one of three
primary color signals in the sRGB setting. The scaling factor is transformed
to the scaling factor under the linear RGB space by (w??) with 7-value. We
supposed the relation of RGB and CIE XYZ as follows.

R X
Ala|=|Y (4)
B A

For the given scale and RGB signals, CIE XYZ is calculated by the following
equation.

PA” = Q, (5)
R1 Gl B1 Xl Yl Zl
R2 G2 BQ X2 Y2 Z2

where P = . , Q= . . We estimated the matrix of AT
R, G, B, XnYn Zy

-1
by the least square method. Then, we obtained equations AT = (PTP) PTQ,

. -1
A=Q’'pP (PTP) . Thus, the following equation is derived.
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(X R
AN v ]=|c]. (6)
Z B

We define A_l for each status of scaling. We can estimate the color (X,Y, Z)T

should be displayed with A_l and (]:3, G, E)T With this transformation, we can
calibrate the color status of the display.

3 Experiment

3.1 Experimental Setup

The proposed method is implemented as the program components with C+-+
(VisualStudio) and G++ (Cygwin) on a personal computer (OS: Windows 7).
We used an LCD Monitor (Sharp LL-T2015H) with the following specifications:
Screen size, 408[mm] x 306[mm)]; Resolution, 1,600[pixels] x 1,200[pixels]; Color
Scale, 256[steps] for each color. We measured the chromaticity for raw primary
color (R, G, B) signals by luminance color meter (Konica Minolta, CS-200).
We calculated the confusion loci from the raw color status (standard) of this
monitor. It is shown in Fig. 5. There are shifts from the loci pattern of sSRGB
(Fig. 1(a)).

The measurement was performed in a darkroom. We set the monitor at a
distance of 0.45[m] from the user. Visual angle of a square’s side is 11 [arc deg].

We set the six kinds of contrast of the monitor’s settings. We denote them
as R+, R++, G+, G++, B+, B++. Even if we index R, G or B, it does not
mean the color shift caused by only one signal. Because shifts from sRGB have
already occurred, the multi colors affect them. We also measured for the two
preset settings as ‘cool color’ and ‘warm color’.

3.2 Result

A dichromat user who had consented to participate in a psychological experiment
served as the subject. The confusion loci measured by luminance color meter
(left), user’s response (center) and the estimated pattern from the database
(right) for each setting are shown in Fig. 6. The results for the preset color
setting are shown in Fig. 7. To show quantitative estimation, we calculate the
color difference in the u’v’ chromaticity diagram for the test colors. Test colors
and color differences in test colors are shown in Tables 2 and 3.
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B+ (G x0.8) B ++ (G x0.8)
Fig. 6. Loci patterns of displayed(left), user’s response(center), estimated(right)

cool color (G x0.8) warm color (R x1.4)
Fig. 7. Loci patterns of user’s response(left) and estimated(right)

First, we will discuss Fig. 6 and Table 3. If we obtain the locus patterns for the
left and right columns, figures are quite similar for each setting, the estimation
is correct, and the color differences are reduced from the state before correction.

For the results of changing R, we can see that the convergence point is located
outside of the figure. As we see in Fig. 3, for a larger scale factor of R, or smaller
one of G, the convergence point is located more at the right side because the u’
axis shows reddish and greenish components, which are in a complementary color
relationship to each other. Therefore, we can conjecture that it is reasonable that
the shift of the convergence point along the axis was observed. It holds that this
is similar to the converse shift (left side) for a small factor of R or a large one
of G. The user’s loci disperse little, and estimated patterns are similar to the
figures of the displayed patterns. Certainly, color differences are reduced, and
the strength of scale is reflected. The scale of R4+ is larger than that of R+.

For the results of changing G, we can see the large fluctuation of the user’s
response confusion pairs in the figure of G4. The estimated loci pattern is B
x1.5. It is not a good estimation. The color difference was expanded as in Table 3.
Although the fluctuation also can be in G4+, we can reduce the color difference
in the estimated pattern G x1.2.

For the results of changing B, we can see the abrupt changes of slope of lower
confusion loci. It is caused by the saturation by reaching the maximum output
of the light source B. Therefore, it is a larger factor, i.e. B4+ has more effect.
If we exclude the user’s loci that correspond to saturation, the arrangement of
the remaining loci is similar in both cases. Both settings estimate the scale of G
%x0.8. This monitor color is biased to reddish, as in Fig. 5. As the relationship
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Table 2. Test colors
v v R G B v vv R G B
0.15 0.50 66 135 101 0.18 0.53 106 130 67
0.17 0.32 76 115 232 0.23 0.33 158 89 221
0.34 0.45 214 68 125 0.33 0.51 201 88 70
(Y=20.0)

Table 3. Estimation for each setting and color difference of before/after correction
setting estimation before after success setting estimation before after success
R+ R x1.4 0.059 0.034 Yes R++ R x1.5 0.086 0.045 Yes
G+ B x15 0053 008 No G++ G x1.2 0.083 0.041 Yes
B+ G x0.8 0.025 0.024 Yes B4+ G x0.8 0.051 0.029 Yes

cool G x0.8 0.012 0.032 No warm R x1.4 0.050 0.029 Yes

between G and R is complementary, G x0.8 means the monitor color shifts to
reddish. On the other hand, as in Fig. 3, changing of factor B does not affect the
shift of the convergence point. Finally, it is reasonable that the scale of G x0.8
is estimated. Color differences are reduced for both cases, certainly.

For preset settings, the scale of G x0.8 is estimated in cool color, and color
difference reduction was not obtained. We think the blue component is more
or less strong in the ‘cool color’ setting. The saturation in the user’s loci graph
is observed. Together with B+, B++ and this result, we think parameters in
equation (3) do not work well for such a factor (i.e. saturation). Therefore, we
think it is of value to consider parameters in future work. For a warm color
setting, we obtained good results such that the scale of R x1.4 is reddish and
color difference was reduced.

4 Conclusions

We proposed an interactive method to correct display color by a dichromatic user
measuring confusion color pairs. The method measures 11 confusion color pairs on
a display that has an unknown color gamut. The system outputs the most similar
pattern from the confusion loci database, which is composed of scaling up/down
one of the primary color signals (R, G, B). We showed a tendency of confusion loci
pattern for scale change and measured results for a dichromatic user. We found
that the color differences in six of eight color settings were reduced.
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Abstract. This paper presents a novel neural ensemble approach for classifi-
cation of roadside images and compares its performance with three recently
published approaches. In the proposed approach, an ensemble neural network
is created by using a layered k-means clustering and fusion by majority vot-
ing. This approach is designed to improve the classification accuracy of road-
side images into different objects like road, sky and signs. A set of images
obtained from Transport and Main Roads Queensland is used to evaluate the
proposed approach. The results obtained from experiments using proposed
approach indicate that the new approach is better than the existing approaches
for segmentation and classification of roadside images.

Keywords: Artificial Neural Networks, Support Vector Machines, Hierarchical
Segmentation, Classification, Clustered Ensemble.

1 Introduction

Recently, both automatic road objects detection and recognition have been the subject
of many studies. Roadside objects recognition is important for detecting the various
risk factors on the roads and improving the overall safety of the road. Many factors
need to be taken into account in an automatic traffic image recognition system. The
objects appearance in an image depends on several aspects, such as outdoor lighting
conditions, camera settings and camera itself. Also the images taken from moving
vehicles can produce blurred images because of the vehicle motion.

Many roadside objects do not have specific shapes and the color also varies which
create problems during segmentation and classification. The problems considerably
affect the segmentation step, which is the initial stage in detection and recognition sys-
tems. In this paper, the aim of segmentation is to extract the road objects from the im-
ages, as this is crucial in achieving good classification results. Many segmentation me-
thods have been presented in the literature using various image processing techniques.

A quantitative comparison of several segmentation methods used in traffic sign
recognition is presented in [1]. The methods presented are colour space thresholding,
edge detection, and chromatic decomposition. A simple and effective method that
accurately segments road regions with a weak supervision provided by road vector
data is presented in [2]. A factorisation based segmentation algorithm is applied
to achieve this. An algorithm for real time detection and recognition of signs using

C.K. Loo et al. (Eds.): ICONIP 2014, Part ITI, LNCS 8836, pp. 183-193, 2014.
© Springer International Publishing Switzerland 2014
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geometric moments is presented in [3]. A video segmentation algorithm for ariel sur-
veillance is shown in [4]. It uses a mixture of experts for obtaining the segmentation
results. A method for detection, measurement, and classification of painted road ob-
jects is presented in [5]. The features are extracted using dark light transition detec-
tion on horizontal line regions and robust method. An active vision system for real
time traffic sign recognition is presented in [6]. The recognition algorithm is designed
by intensively using built-in functions of an off-the-shelf image processing board for
easy implementation and fast processing. A method to develop a computer vision sys-
tem capable of identifying and locating road signs is explained in [7].

A fast and robust framework for incrementally detecting text in road signs is pre-
sented in [8]. The framework applies a divide and conquers strategy to decompose
original task to sub tasks. It presents a novel method to separate text from video. A
new adaptive and robust method for colour road segmentation is presented in [9].
A fitting and predicting approach is used to extend the features to the whole image. A
system to detect and interpret traffic signs in colour image sequences is presented in
[10]. The colour segmentation of the incoming images is performed by high order
neural network. Various methods to evaluate segmentation methods are shown in [11].

A method for developing a computer vision system capable of identifying and lo-
cating road signs using colour segmentation strategy is shown in [12]. A method that
combines the decisions of weak classifiers is shown in [13]. It presents a road sign
identification method based on ensemble learning approach. The methods mentioned
above are mainly meant for images with high quality and the objects to be separated
are road signs.

In this paper, we discuss a new approach based on neural ensemble to segment and
classify roadside image into different class of objects. The ensemble learning process
combines the decisions of multiple classifiers created by clustering. The images used
in the experiments were provided by Queensland Transport and Main Roads and were
obtained from Australian countryside highways.

The remainder of this paper is organised as follows. Section 2 explains the pro-
posed neural ensemble approach. Section 3 presents the methodology adopted using
proposed neural ensemble for extraction and classification of road objects. Section 4
briefly describes the previous approaches used for road image segmentation. Section
5 describes the data collection part and experiments. Section 6 details the comparison
of experimental results between various approaches. Section 7 details the conclusions
from experimental analysis and directions for future research.

2 Proposed Ensemble Approach

The proposed approach for generating ensemble of classifiers is based on the concept
of clustering and fusion. The initial task is to cluster the road images into multiple
segments and use a set of base classifiers to learn the decision boundaries among the
patterns in each cluster. This process of clustering partitions a dataset into segments
that contains highly correlated data points. These correlated data points always tend to
stay close together geometrically. Also these data points are difficult to classify when
patterns from multiple classes overlap within a cluster. When clustering is applied on
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datasets associated with a class, two types of segments are produced atomic and non-
atomic. An atomic cluster contains patterns that belong to the same class whereas a
non- atomic cluster is composed of patterns from multiple classes.

Following the clustering process, classifiers are trained based on the patterns of
non-atomic clusters and class labels are assigned for the atomic clusters. The class of
a test pattern is predicted by finding the suitable cluster based on its distance from the
cluster centres and using corresponding class label for atomic cluster and then by us-
ing suitable classifier for non-atomic cluster. So clustering helps in identifying diffi-
cult to classify patterns. Once clustering operation has been performed and clusters
are identified a neural network classifier is trained for each cluster grouping.

In k-means clustering the assignment of pattern to a cluster can be different based
on seeding mechanism (initial state of cluster centres) where the number of k-means
clusters is different to the actual number of clusters in the data. If multiple clustering
can be performed with different seeding points then pattern might go to different clus-
ter each time. When a new clustering operation is performed with different initial seed-
ing it is called layering and these clusters form a layer. This cluster alignment will be
different from one layer to the next. So a classifier can be trained on these non-atomic
clusters for each layer and the result of the classifiers fused together by the majority
vote algorithm to create an ensemble. Thus the layers provide a means of introducing
diversity in ensemble and making it easier to classify non-atomic patterns.

3 Research Methodology

The proposed research methodology adopted is shown in Fig. 1 followed by explana-
tion of each step done in the process. In this paper we focus on the classification of
road objects like road, sky as well as road signs. It is hard to classify roadside images
as there are multiple objects in a single image and also many objects scattered and
mingled with one another.

3.1 Segmentation

During segmentation, we take into account the characteristic features related to change
in the colour components. The first step of segmentation is to measure the colour
features. At first the road images are segmented into two colour channels: white and
non-white. In this approach k-means is used with k=2 for road image segmentation.
Segmentation produces white segments for lanes, sky, dry vegetation and road signs.
The non white segment contains road, coloured road signs and green vegetation. In this
stage the potential road objects are located by their position in the image. The road ex-
traction process is done by block based feature extraction method on bottom part of the
image. The sky region is separated by confining the search to top section of the image.

3.2  Feature Extraction

The segmented image is then subjected to block based feature extraction. At first a
block size of 64*64 is defined and using the defined block size the image is divided
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Fig. 1. Research methodology using proposed ensemble approach

into equal no of blocks. For road segment extraction the image is divided at the bot-
tom part of image. Then each block is labelled into different classes as road, non—
road, and background. Features are then extracted from each block.

For sky segment extraction the image is divided at top of the image. Then each
block is labelled as sky, non-sky and vegetation. Finally feature extraction is per-
formed. Following types of road signs were extracted from the image: green signs,
light blue signs, yellow signs, and speed signs. Colour ranges are used to extract re-
gions from the images. Then the boundaries of the regions are extracted. The re-
gions are then further filtered by comparing the signature of each blob with those
obtained from the reference shapes.

3.3 Clustering and Classification

The dataset for the road images is clustered by using k-means clustering algorithm.
This produces both atomic clusters where only one class membership exists and non-
atomic clusters where more than one class is present. A neural network is then
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trained on the non-atomic clusters and this produces a layer (a trained classifier based
on a particular dataset created through training). This process is repeated for a num-
ber of clustering operations where the cluster initialization point (seeding) is dif-
ferent. So each classifier layer can be trained to recognize different decision boun-
dary for the non-atomic clusters.

After the training operation is completed the network is tested. The ensemble clas-
sifier during testing evaluates as to which class a test pattern belongs in two steps. In
the first step the cluster membership is determined by examining the said patterns
distance to the cluster centroid. If the pattern belongs to an atomic cluster then the
class label for that cluster is returned. If the pattern belongs to a non-atomic clus-
ter then the class label from trained network is obtained. Finally a majority vote is
used to return the decision from the ensemble classifier.

(@)
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Fig. 2. Same dataset clustered at two layers

Fig. 2 shows the method of layering that occurs by varying the seeds of the cluster
centers. In Fig. 2(a) three clusters have been defined and the class membership indi-
cates that two atomic clusters and one non-atomic cluster have been formed. The non-
atomic cluster contains multiple classes so a neural network classifier needs to be
trained on this cluster. The atomic clusters are easier to classify and their class labels
signify the classifying test patterns. In the second part of diagram Fig. 2(b) the cluster
seeding are changed and the layer produces three clusters and cluster memberships
are very much different to the previous layer. This difference in patterns creates di-
versity during neural network training which helps improving performance of ensem-
ble classifier.
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3.4  Classification Integration

The outputs obtained from different neural networks trained on each clustered layer
are integrated by majority vote as this mechanism improves the overall output when
compared to the individual accuracy of each classifier. The majority vote selects the
output with highest number of votes.

4 Existing Classification Approaches

This section describes the previous approaches used in the experiments to extract the
different road objects and compare the results with proposed ensemble approach. The
different approaches for road objects extraction are detailed in the following sections.

4.1 SVM Classifier Approach

In this approach [14], experiments were performed to extract the road objects using
SVM classifier. SVM classifier determines the linear separating hyper-plane with
largest margin in high-dimensional feature space. In SVM classification we extract
the feature vector on each pixel of the input image and then each vector is classified
by the trained classifier.

4.2  Hierarchical Segment Learning

This approach [15] is based on hierarchical segment extraction and classification of
segmented objects using a neural network. In this approach we extract different ob-
jects such as sky, road, sign and vegetation in hierarchical stages and classify them
using a neural network classifier. This approach improves classification accuracy over
SVM approach while extracting different road objects from the road images.

4.3  Clustering Based Neural Network

This approach [16] combines clustering and neural network classifier for the classifica-
tion of road images into road and sky segments. This approach first creates clusters for
each available class and then uses these clusters to form subclasses for each extracted
road image segment. The integration of clusters in the classification process is designed
to increase the learning abilities and improve the accuracy of the classification system.

5 Data Collection and Experiments

The road images were extracted from TMR videos using Matlab version 7 on
Windows platform. The original videos are in avi format with MJPEG codec. The
videos were converted into avi format with MPEG codec using Prism Software. The
image frames obtained were saved as JPEG files and subjected to different processing
methods. All the images used in our experiments have a resolution of 960 x 1280. We
need to identify the best segmentation method. The best segmentation method is con-
sidered to be the one which gives the best recognition results. For good recognition
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results we have defined criteria as high recognition rate, low number of lost signs,
high speed, and low number of false alarms. To test the performance more than 400
images were obtained from different sequences while driving at nominal speed. A
database was constructed from the images which were taken under different settings
and lightning conditions. A sample set of images used is shown in Fig. 3.

Fig. 3. Sample set of roadside images

In the hierarchical approach [15], a neural network is used for segmentation and
classification of road objects. A block size of 64x 64 and (960x 1280)/ (64 x64) seg-
ments per image was used. The images are then subjected to clustering and feature
extraction process. The extracted features are used to train classifiers to classify the
different road objects. Matlab neural network toolbox was used for neural network
training by varying the number of hidden units. In the experiments using SVM classifi-
er [14] we replaced neural network by SVM classifier and performance was evaluated.

In clustering based neural network approach [16], clustering is used to create clus-
ters or sub classes within existing classes and integrates these clustering based new
classes with the training process. The classifier used in this approach is a multi-
layered perceptron classifier with a single hidden layer. The classifier is trained on
each cluster and results are integrated. Training of the weights was achieved using the
backpropagation learning algorithm. The following parameter setting was used during
the training process for all datasets: 1) Learning rate = 0.01; 2) Momentum = 0.2; 3)
Epochs, i.e., no. of iterations = 55; and 4) RMS goal = 0.01. The best parameter set-
tings on datasets were found by trial and error.
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Fig. 4. Sample set of extracted road objects using proposed ensemble

6 Results and Analysis

Many images from videos on different routes and under different lightning conditions
were captured. Each sequence includes hundreds of images. To analyse the different
situations and the problems encountered, we extracted several sets, including some
frames that were difficult to segment.

Each set represented different problems in segmentation like low illumination,
rainy conditions and similar background colour. For results in this paper, a total of
400 images selected from thousands of 960x1280 pixel images were analysed. These
sets are representative of the segmentation problems that arises during segmentation.
Various methods to measure segmentation performance are shown in [11] but they do
not specify a standard. They also cause excessive execution time.

In this paper we propose an evaluation process based on the performance of the
whole classification system using four measures /criteria. The criteria or measures for
evaluation are described below.

1) Rate of correct classification: The sum of all correctly classified objects
divided by the total number of objects. The value of 100 indicates that all possible
objects were correctly classified.

2) Number of lost objects: This relates to number of objects that were not classi-
fied in any way.
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3) Number of maximum scores: This indicates the number of times a method
achieved maximum score.

4) False recognition rate: This represents percentage of objects wrongly classified
by a method with respect to number of total objects classified.

The experiments were conducted using the above measures and results were com-
pared for proposed and exiting approaches. As shown in Table 1, the classification
rate is higher in the ensemble learning approach which is around 91.2%. It shows
considerable improvement when compared to other approaches. The number of ob-
jects lost and falsely detected is also lower in the case of ensemble approach. Fig. 4
shows the sample set of extracted road objects. Fig. 5 indicates the comparison be-
tween the approaches for the various measures.

Table 1. Performance measures of various approaches

Measures SVM Hierarchical Clustering Ensemble
Classification (%) 80.2 81.5 88.4 91.2
Lost 4 5 3 2
Max 6 9 4 12
False (%) 2.34 34 2.1 0.00
9> HSVM 6 mSVM
90 -
85 —— B Hierarchical 4 M Hierarchical
80 - 2
| Clustering Clustering
75
70 A H Ensemble 0 M Ensemble
(a) Rate of Correct Classification (%) (b) Number of Lost Objects
15 1 = SVM 47 H SVM
10 - . , 3
M Hierarchical B Hierarchical
2 -
5 Clustering 1 - —— Clustering
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(c) Number of Maximum Scores (d) False Recognition Rate

Fig. 5. Comparative analysis of results using various approaches
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7 Conclusions

In this paper we have presented an ensemble technique and evaluated it on the road-
side images provided by TMR. The tests prove the significant improvement in classi-
fication rate over existing approaches for roadside image segmentation and classifica-
tion. The proposed approach uses different seeding points to partition data into vari-
ous layers and generates clusters with different patterns at each layer. A classifier is
trained on each cluster for each layer. The outputs are fused using majority vote to
create an ensemble clustered network. The experimental results show that the pro-
posed approach using clustered ensemble can correctly segment and classify different
road images and extract the objects with classification rate of 91.2% which is higher
than the classification rates obtained by existing approaches for roadside object ex-
traction. In our current work, we have conducted evaluation for road, sky and sign
objects so further experiments and evaluation with more roadside objects at different
conditions (cloudy, rainy and night) will be conducted in future research.
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The Restorative Potential Of Scenes
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Abstract. This paper describes novel, interdisciplinary work towards learning
the properties of visual scenes that restore our directed attention from fatigue. A
groundtruth dataset of images rated for restorative potential was constructed
and validated using human subjects, and biologically-inspired image features
were used to train a number of regression models for this rating. The trained
models were used to predict the restorative potential of unseen images and the
predictions were tested using human subjects, with promising results.

Keywords: Biologically-inspired Vision, Attention, Restoration, Interdisciplinary.

1 Introduction

Computer Vision, whether biologically-inspired or based on mathematical or engi-
neering principles, has made considerable progress in the automatic extraction of
objective information from digital images but has so far paid little attention to the
effect that certain images can have on a human viewer. Emprical work in Environ-
mental Psychology has demonstrated that viewing specific visual scenes (even as
photographs) can be beneficial, both subjectively and objectively. In comparison to
most built scenes, viewing certain natural environments has been shown to improve
cognitive performance, mood, the ability to plan, and sensitivity to interpersonal cues,
as well as physiological levels such as stress and arousal [1,2,3,4,5,6,7]. One impor-
tant way to understand these effects is as a form of restoration, the renewal of “physi-
cal, psychological and social capacities that have become depleted in meeting ordi-
nary adaptational demands” [1]. The occurrence of restoration is measurable
[1,2,3,4,5,6,7] and may be thus distinguished from simply liking a scene or feeling
good whilst viewing it. In [3] for example, subjects were given a sustained cognitive
task until fatigue, shown a slideshow of either nature or built scenes, and then asked
to perform the task again. Only the subjects who viewed scenes of nature performed
well on retest, demonstrating restored capabilities. In general, viewing natural scenes
is more restorative than built scenes but restorative potential is not so clear cut: not
all natural scenes restore and certain manmade scenes have also been found to be
restorative [5].

If such benefits are available it would be worthwhile to model the properties of res-
torative scenes to better understand the phenomenon and to use the model practically
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to evaluate arbitrary scenes. Software systems able to automatically evaluate the res-
torative potential of a given image would literally add a new dimension to image
analysis and selection. If we can reliably identify them, we might actively use restora-
tive images in our endeavours, be they website design or home decoration. Mobile
phone apps presenting images predicted to restore might help us meet the challenges
of day-to-day life. In architecture and urban planning, competing designs of living
spaces might be selected based on restorative potential or the rating might even be
incorporated into the design process itself. But what properties of a scene make it
restorative? Its colour, shape, texture? Its layout, organisation and viewing distance?
The presence of curves rather than straight lines? The objects present? The number of
available visual features and statistics to explore is overwhelming. However, since
human responses to stimuli are a product of both the properties of the stimulus itself
and of the characteristics of the human perceptual system, it makes sense to first ex-
plore features inspired by biological visual systems. For example, Riesenhuber and
Poggio’s HMAX [11] is a physiologically-plausible computational model of object
recognition in cortex, intended to explain cognitive phenomena in terms of simple and
well-understood computational processes. HMAX is a purely feedforward model and
has been shown capable of capturing the invariance properties and shape tuning of
neurons in macaque inferotemporal cortex. In this paper, HMAX is explored for its
potential to provide features able to characterise a scene’s restorative potential.
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Fig. 1. HMAX General Architecture [11]

Another line of guidance towards identifying restorative features comes from a key
theory in Environmental Psychology itself. Attention Restoration Theory (ART)
explains the cognitive benefits of viewing nature in terms of their effect on the crucial
cognitive resource of attention [2]. ART is predicated on a distinction between
two main modes of attention, which is also recognised by cognitive science and
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computational modelling. Involuntary (or exogenous) attention is driven largely bot-
tom-up by sensory stimuli. It is responsible for effortless orientation to salient stimuli
and is thought to be mediated subcortically in the superior colliculi. Voluntary (or
endogenous, directed) attention involves top-down inhibition of involuntary attention
and the excitation of task-relevant locations. It is mediated by a number of cortical
areas forming a “dorsoparietal network™ and is crucial for intentional action and con-
centrating on tasks. However, voluntary attention requires effort to sustain and long-
term demands deplete this resource, leading to what ART calls directed attention
fatigue (DAF). DAF leaves us unhappy, unable to plan, insensitive to interpersonal
cues and increases our likelihood of errors in performance [2,3]. ART claims that
natural scenes contain stimuli that facilitate a move into involuntary mode, allowing
directed attention to recover. By this account, natural scenes are more fascinating,
containing patterns and objects that attract attention effortlessly but are not so stimu-
lating as to require effortful focus and decision-making. Although this explanation of
the benefits of nature still requires further substantiation, the “black box” occurrence
of attention restoration is well-supported using methods of assessment devised within
ART for that purpose [3]. The suggestion from ART that attention and bottom-up
features are important may be useful guidance. Therefore, in addition to HMAX, Itti
and Koch'’s saliency-based model of visual attention (abbreviated here as IKSM) [10]
will also be explored here as a source of visual features. Being bottom-up and biolog-
ically-inspired makes IKSM appropriate for the task at hand.
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Fig. 2. IKSM General Architecture [10]

This paper is a pilot study in a novel area. The approach used here will be to 1)
build a dataset of scenes rated for restorative potential by human subjects using a
scale developed within ART, ii) validate the ratings by testing whether they actually
do produce restoration, iii) extract features from the labelled scenes using HMAX and
IKSM and train regression models using them, iv) predict the restorative potential of
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unseen scenes, and v) test whether the predictions do produce restoration.Groundtruth
Restorative Images

To learn restorative features of scenes, a dataset of images rated for restorative po-
tential must be acquired and validated. The basic source of images was the 2688 im-
age ‘8 Scene Categories’ set constructed by Torralba and Oliva in their work on the
‘gist’ of a scene [12]. It was chosen here because it covers a wide range of both natu-
ral and built scene types. A subset of 72 scenes was manually selected from the mas-
ter dataset in a way intended to provide coverage of natural vs built and the potential
for restorative vs nonrestorative scenes. These 72 images were supplemented with a
further 8 scenes of industrial views, taken from the web, which the source dataset was
considered to lack. 11 Malaysian undergraduates (5 male, 6 female, aged 23-25) were
given the Perceived Restorativeness Scale (PRS) [8] and asked to rate each of the 80
scenes using an online system custom developed for this purpose. The results of the
rating are shown in Figure 3 below. Ratings for images in each row of the figure in-
crease from left to right and each row is a continuation of the previous one. Inspection
demonstrates that the subjects did not simply distinguish between natural and built
scenes. Some natural scenes have low ratings and some built scenes are rated as mod-
erate-to-highly restorative. This is consistent with the ART literature and suggests that
finding features to capture the distinction between scenes with high and low restora-
tive potential may be challenging.

Fig. 3. 80 groundtruth scenes arranged row-wise in order of Perceived Restorativeness
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To ensure that the ratings reflect genuine restorative potential, validation was
carried out following the ‘SART-slideshow-SART’ protocol of Berto [3]. SART (sus-
tained attention response test) is a challenging test designed to fatigue directed atten-
tion. Subjects were required to do one session of SART, watch a slideshow of scenes
rated either high or low for perceived restorativeness, and then do another session of
SART. Four measures characterising performance were calculated: sensitivity to tar-
get detection d’, reaction time (in ms), number of correct instances and number of
incorrect instances. The 25 top and 25 bottom rated images from the 80 were selected
for the slideshow. Paired t-tests on each of the four performance measures across
sessions 1 and 2 were conducted. Subjects viewing images rated high on the PRS
demonstrated a significant (p < 0.05) increase in d’ and number of correct responses,
and significant decreases were found in the same measures after viewing the low-
rated scenes. This is consistent with [3] and, small sample size notwithstanding, we
will consider the groundtruth validated for this pilot study.

2 Learning Restorative Potential

The groundtruth dataset was used to learn a regression model intended to be capable of
predicting the restorative potential of a given image. Matlab provided the basic soft-
ware infrastructure used in these experiments. Functions from the image processing,
optimisation and statistics toolboxes were utilised at pre-and and post-processing stag-
es. The freely-available Saliency Toolbox (STB), a Matlab implementation of IKSM
[13] was used to calculate and extract conspicuity maps (CM) for colour, intensity and
orientation, which were combined into a single vector of 768 components for each
image. A basic implementation of HMAX, hmin [14], was used in the same manner to
calculate feature vectors of 8150 components. The pretrained dictionary of S2 features
included with hmin was used in the calculations but by default no colour information
was used. Both types of feature vectors were fed into the freely-available SVM library
libSVM [15], training in nu-SVR regression mode. Linear, polynomial, RBF and sig-
moid kernels were trained. After training, the full 2688 images (minus the 72
groundtruth images) of the ‘8 Scene Categories’ dataset were processed and the trained
models were used to predict the level of restorative potential for each scene. The fol-
lowing three feature/kernel combinations were manually chosen for study based on
inspection of their output: i) HMAX with a linear kernel, ii)) CM with a polynomial
kernel and iii)) HMAX with a polynomial kernel. The results for the top and bottom 25
ratings for each combination are shown in Figure 4 (overleaf).

Inspection shows that each feature/kernel combination has captured a different as-
pect of the groundtruth. HMAX with a linear kernel makes a clear distinction between
built and natural scenes. It appears to have associated high levels of activity in neu-
rons trained to respond to to bar-like stimuli with low levels of restorativeness and is
therefore biased towards scenes of skyscrapers. However, it has not captured the low
restorative natural scenes or the high restorative built scenes. CM with a polynomial
kernel is mixed although there is a bias towards open nature in the high-rated scenes.
Interestingly, although no sunsets were in the groundtruth, it predicts them as highly
restorative. This is not currently understood. HMAX with a polynomial kernel
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focusses on a distinction between spaciousness and detailed natural texture. Whether
the emptiness of the low-rated scenes and the busy texture of the high-rated scenes is
appropriate remains to be seen.

Fig. 4. Scenes predicted to have low (top half) and high (bottom half) restorative potential by
(columns) i) HMAX with linear SVM kernel, ii) Conspicuity Maps with polynomial kernel and
iii) HMAX with polynomial kernel

Manual inspection may yield insight but the only way to verify how successful
these predictions are is to test them for restorativeness. The predictions made by each
setup were validated using the same SART-slideshow-SART protocol used in con-
structing the groundtruth. HMAX with a linear SVM kernel showed significant (p <
0.05) improvement between sessions on correctness and reaction time, suggesting that
it may have captured some aspects of restorativeness. The other combinations showed
no significant improvement.

3 Conclusion

This paper has decribed the early stages of work in a novel area and results are sug-
gestive rather than definitive. As a pilot study it may be considered successful but
more work is required and is currently underway; in particular, a more detailed analy-
sis of the properties of the features and classifier that were most successful here.
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This analysis is expected to be challenging. Although biologically-inspired features
can have the advantage of greater plausibility when modelling human phenomena,
high-dimensional feature vectors consisting of individual cell responses are arguably
harder to interpret than higher-level image processing descriptors such as colour,
shape and texture, or mathematical properties such as entropy and complexity. There
is, of course, no guarantee that reality should be easily understood but these more
intuitive approaches to modelling restorative scenes are being investigated concur-
rently. We also intend to incorporate higher-level processes of scene and object
recognition into the characterisation if necessary, including the popular ‘gist’ scene
descriptor due to Oliva and Torralba [12].

It is expected and hoped that there will be considerable congruence between the
various levels of description. We believe that attention restoration reflects a human
response to a deep property of nature. It is conjectured that restorative scenes will be
found to possess an optimal level of complexity — a balance between order and dis-
order; not so disordered as to require effort to perceive, and not so orderly as to be
exhausted with a few glances. Characterising restorative scenes in this more abstract
way may also help to explain why manmade scenes can also restore.

Lastly, work is underway to extend Itti and Koch’s system to directly model the fa-
tigue of directed attention, a feature missing from all known computational models of
attention. It is hoped that this will allow a grounded extension of ART which may be
of value to both computational modelling and Environmental Psychology.
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Abstract. Motor imagery based Brain Computer Interface (BCI) sys-
tem is a promising strategy for the rehabilitation of stroke patients. Com-
mon Spatial Pattern (CSP) is frequently used in feature extraction of
motor imagery EEG signals and its performance depends heavily on the
choice of frequency component. Moreover, EEG of stroke patients, which
is full of noise, makes it hard for traditional CSP to extract discrimina-
tive patterns for classification. In order to deal with the subject-specific
band selection, in this paper, we adopt denoising autoencoders and con-
tractive autoencoders to extract and compose robust features from CSP
features filtered in multiple frequency bands. We compare our method
with traditional methods on data collected from two months clinical re-
habilitation. The results not only demonstrate its superior recognition
performance but also evidence the effectiveness of our BCI-FES rehabil-
itation training system.

1 Introduction

Brain Computer Interface (BCI), as an alternative communication channel be-
tween human brain and external devices, is a good way that combines Electroen-
cephalography (EEG) signals with motor control [1]. Recently some studies have
demonstrated that motor imagery based BCI is a very promising method in reha-
bilitation training of strokes [2]. One of the most effective algorithms for motor
imagery based BCI is Common Spatial Pattern (CSP) [3]. The spatial filters
generated by CSP reflect the specific activation of cortical areas. However, the
performance of CSP heavily depends on the proper selection of frequency bands
and channels [4][5].

It is generally considered that motor imagery of normal people attenuates
EEG p and § rhythm over sensorimotor cortices [6][7]. However, for special pop-
ulations suffering from neurophysiological diseases (e.g., stroke), some studies
recently found that the p and 8 rhythm in motor imagery EEG of stroke pa-
tients have been modulated [8]. In our analysis, a similar regularity is observed
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that the most informative frequency bands for classifying left and right motor
imagery have deviated from normal o and S rhythms in different stages of the
clinical experiments [9]. Furthermore, our analysis also illustrates that irregular
discriminative patterns from impaired cortex is different from those of the nor-
mal subjects, and there frequently exists messy imagination contents in the mo-
tor imagery EEG of stroke patients [10]. In consequence, conventional methods
suitable for normal subjects usually achieves a relatively low level classification
accuracy [11].

To make full use of latent spectral information in EEG of stroke patients
and extract robust features from noisy data, in this paper, we adopt denoising
autoencoders [12] and contractive autoencoders [13] to obtain a encoding of the
raw features of stroke patients’ signals.

The rest part of this paper is organized as follows: a detailed introduction
about our rehabilitation training system, experiment setup and data collection
are given in Section 2. Section 3 describes the deep learning method for extracting
EEG features. Section 4 demonstrates a comparative result when applying our
method, frequency boosting and CSP-SVM on data collected from clinical ex-
periments. Apart from the classification performance, we describe a phenomenon
of contribution of band changing during rehabilitation, which may reveal some
mechanisms of stroke patients’ recovery in frequency aspect. Finally we give a
brief conclusion in Section 5.

2 Experiment Paradigm

2.1 BCI-FES Rehabilitation Training System

Our BCI-FES rehabilitation system is consists of 5 modules: real-time data ac-
quisition module, data storage and analysis module, visualization module, multi-
modal feedback module and human effect training module [14].

In general, the system aims at restoring motor functions of paralyzed limbs
for post-stroke patients by active motor imagery directed by training tasks. EEG
signal is collected by data acquisition module during subject’s imagery and label
of each segment of subject’s motor imagery is recognized online after feature
extraction and classification in data storage and analysis module. Multi-modal
feedback module gives a corresponding feedback including visual, auditory and
tactile response given the classification result and visualization module gives a
real-time observation concurrently.

In order to improve training effect, we adopt a new rehabilitation training
paradigm which attempts to reconstruct the motor sensory feedback loop [15].
During experiments the subject is required to reconfirm the label and can correct
the label when necessary.

2.2 Experiment Setup and Data Collection

We conduct our clinical rehabilitation on seven participated subjects in hospital
training with our BCI-FES rehabilitation system. Another three patients only
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receiving regular clinical treatments are considered as control group to assess
the effectiveness of our system and rehabilitation paradigm.

In general, each subject is required to participate in 3 days’ training per week.
Each day’s training consists of 8 sessions which contains 15 trials of motor im-
agery tasks. Each trial lasts for 4 seconds and is cut into 25 1s sliding windows
with step length 0.125s for online classification. At the end of experiment cy-
cle, a post-training section consists of 2 sessions will be conducted to evaluate
rehabilitation efficacy. Raw EEG data is recorded by a 16-channel(FC3, FCZ,
FC4, C1-C6, CZ, CP3, CPZ, CP4, P3, PZ and P4) g.USBamp amplifier under
a sample rate of 256 Hz. After removing artifacts, we filter the EEG into «(8-12
Hz), 5(12-30 Hz), v(30-45 Hz) band for feature extraction.

3 Method

3.1 Common Spatial Pattern

The goal of CSP [3] is to design spatial filters that lead to optimal variances for
the discrimination of two populations of EEG related to left and right motor
imagery.

We denote raw EEG data as a ch X time matrix E, where ch is the number
of channels and time is the number of samples per channel. The filtered signal
matrix S is S = WE or S(t) = We(t), where W € IR™“" is spatial filter matrix.

First the sum spatial covariance can be eigen decomposed as X7 + Yy =

. Eg, E,
nlL Zz 1 trace(EL é" 1) + an ZZL=Rl trace?ERRE’ i) = UDUT

Then the whitened covariance by P = v/ D—1U” can be decomposed as 1+
Sy = P(51 + Do) PT = V(AL + Ap)VT.

Finally, by selecting first and last m eigenvectors in V, the CSP filter is ob-
tained as W = PTV e R*™*“", The filtered signal matrix is given by s(t) =
We(t) = (s1(t)...sqa(t))T,d = 2m. And feature vector x = (z1,x2,...,24)7 is
var(s;(t)] )

calculated by x; = log(2f=1 var(s; (1))

3.2 Autoencoder

A simplest autoencoder (AE) [16] is composed of two parts, an encoder and a
decoder. The encoder is a function f that maps an input z € IR? to a hidden
representation h € IRY through a deterministic mapping h = fp, () = s(Wxz+b),
parameterized by 6; = {W,b}. The resulting latent representation h is mapped
back to a reconstruction y, where y = gg, (h) = s(W'h + ¥') with 6, = {W' v’}

Autoencoder training consists in optimizing parameters § = {W,b, W' 1’}
to minimize the average reconstruction error on a training set D,: Jag(0) =
> wep, Lz, g(f(2)))+ B Z?;l KL(pl||p;), where L is the reconstruction error, p
is sparsity parameter, p; is the average activation of hidden unit j and 8 controls
the weight of the sparsity penalty term KL(p||4;). In case of s being the sigmoid,

L is cross-entropy loss:L(z,y) = — Zle z;log(y:) + (1 — z;) log(1 — y;).
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Denoising Autoencoder(DAE). To enforce robustness to noisy inputs, de-
noising autoencoder [12] first corrupts input z, then train the autoencoder to
reconstruct the clean version. The objective function is

Tpap(0) = Y Eingan Lz, 9(f()))] (1)

€Dy,

where the expectation is over corrupted Z obtained from a corruption process
q(z]z).

Contractive Autoencoder(CAE). CAE [13] is obtained with the regulariza-
tion term ||J¢(z)||% = Zz](aéjm(m) ), giving objective function

Joap(0) = Y (L(x,g(f(2)) + Al (2)||7) (2)

x€D,

The basic autoencoders can be stacked into deep networks. Greedy layer-wise
training is a good way to initialize a stacked autoencoder. The features from
the stacked autoencoder can be used for classification by feeding the last layer’s
output to a softmax classifier.

In our analysis, EEG signals are filtered into «, 3,y band and form a channel x
time X window X band format data. Then CSP is applied to each band’s data

channel x time x window to extract frequency specific features. These features
Feature—min(Feature)

are normalized to [0, 1] using NormalizedFeature = max( Feature) —min( Feature)

and then fed into a stacked autoencoder.

We adopt two kinds of autoencoder described above to pretrain each layer in
turn with first week’s data and finetune the whole model using the same data
with labels. Then subsequent data are split into 2 parts: The first 7 sessions’
data in each day is used to finetune the network in order to adapt the model
to the pattern changing during rehabilitation and the last session’s data is for
testing. Figure 1 shows the structure of our model.

Fig. 1. The structure of our model. EEG data filtered by each band are transformed
into a 4-dimensional feature by CSP, and fed into a neural network with 12 x 25 x 16 x 2
units after being normalized.
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4 Result

Considering the training parameters of DAE for all the subjects, we set learning
rate 0.5, scaling factor 0.99, momentum 0.5 and a binary masking noise with
fraction 0.3 as the input. The sparsity constraint and penalty factor is subject
specific.

In terms of CAE, we set A 0.05, learning rate 0.5, scaling factor 0.99 and
momentum 0.5 for all the subjects.

In order to evaluate the performance of our method, we also apply traditional
CSP-SVM method and frequency boosting method on dataset of 4 patients.
We calculate classification accuracies of stroke patients EEG in the chosen 6
weeks out of 2 months and finally the mean test session accuracy of each week
is calculated. Table 1 shows test accuracies of 4 patients pretrained using DAE.

Table 1. Test accuracies of sliding windows using DAE. Note that the data collected
in first week are used to pretrain each layer’s autoencoder.

Subject Age 2nd Week 3rd Week 4th Week 5th Week 6th Week

1 65 0.57 0.63 0.61 0.73 0.79
2 71 0.49 0.51 0.51 0.56 0.76
3 50 0.56 0.55 0.51 0.60 0.69
4 65 0.52 0.58 0.53 0.62 0.72

Compared with other methods, our method achieves a better accuracy (Fig.
2, Table 2). We consider the hidden layer’s output as the hidden encoding of the
original features. The hidden encoding of autoencoders provides a new represen-
tation of the original data in the subspace defined by the weights. Our experiment
result shows that such representations are more robust to noisy data of stroke
patients and give us much useful discriminative information for classification,
which attributes to sparse and smooth representation.

Figure 2 also shows a rising tendency in terms of test accuracy. It’s worth
mentioning that the whole result also shows the feasibility and effectiveness of
our BCI-FES rehabilitation training system.

Table 2. Best Test Session Accuracy. The best session for all subjects all appeals in
the last week of our experiment.

Method Subject 1 Subject 2 Subject 3 Subject 4
CSP-SVM  0.64 0.818 0.626 0.671

F-Boost  0.843 0.843 0.669 0.737
CSP-DAE 0.941 0.913 0.779 0.72
CSP-CAE 0.923 0.779 0.711 0.749
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Fig. 2. Mean test accuracy of CSP-SVM, Frequency Boosting, CSP-DAE and CSP-
CAE over time. Note that: (1) For autoencoders, data of first week is used for pretrain-
ing. (2) CSP-DAE achieves a higher accuracy in most cases. (3) A rising tendency can
be observed over time.

To analyze the band contribution to classification, we calculate the relative
importance of each feature using connection weights [17]. Figure 3 shows the
gradual changes of importance during experiment of four subjects.
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Fig. 3. The contribution changes of each band over rehabilitation process
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The fact that the importance of gamma band increased for 3 patients while
the contribution of beta band increased for subject 2 over time implies the grad-
ual changes of motor imagery patterns of different stroke patients. Noting that
oscillatory activity in gamma band is related to gestalt perception and cogni-
tive functions and the oscillations in alpha and beta band are obvious indicators
of movement, this phenomenon may reveal potential mechanisms about stroke
recovery. We consider that the finetuning process of our last 5 weeks’ training
adapts the model to this migration so that the frequency modulations can be de-
tected by CSP, thus improves classification accuracy comparing with traditional
method.

Three patients receiving traditional clinical treatments get a lower clinical
rehabilitation parameters in post assessment, which indicates that our system
and active training paradigm accelerates the rehabilitation of impaired cortex.

5 Conclusion

In this paper, we propose a method which filters signal into multiple bands and
use the autoencoder paradigm to train a network to classify two classes’ motor
imagery EEG of stroke patients. This method detects important structure in
the raw common spatial patterns by using a local unsupervised criterion to
pretrain each layer in the network and captures discriminative pattern changes
during rehabilitation process by keeping finetuning the model. Compared with
traditional CSP-SVM classifier, our method achieves a better result on both
accuracy over time and optimal session accuracy. The analysis of band changing
during rehabilitation provides a prior knowledge about motor imagery pattern of
stroke patients. Furthermore, the comparison of experimental group with control
group demonstrates the effectiveness of our multi-modal BCI-FES rehabilitation
training system and active training paradigm.
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Abstract. A new method for real-time occlusion-robust tracking is proposed.
By analyzing the process of occlusion occurrence, we present a fast and effec-
tive occlusion detection algorithm based on the spatio-temporal context infor-
mation. As a result, we can always obtain correct target location using adaptive
template matching with patch-based structure description, regardless of the oc-
clusion situation. Our extensive experiments on many sequences verify the
good performance of our algorithm. In addition, based on the framework of our
algorithm and properties we find, more effective occlusion-robust tracking al-
gorithms can be developed.

Keywords: Real-time tracking, occlusion detection, patch based model, struc-
ture description, context.

1 Introduction

In computer vision, visual object tracking is an important subject for a wide range of
applications. Abrupt object motion, changing appearance patterns of both the object
and the scene, non-rigid object structures, occlusion and camera motion challenge the
tracking algorithms [1]. Occlusion is a common problem in tracking. It is different
from other interference such as deformation and varying illumination. The tracker
should update the appearance model to accommodate the object appearance, when the
object orientation or illumination changes. However, the occluder should be regarded
as another object. Therefore, occlusion in tracking is a particular interference and
needs more attention to solve. Based on patch-based structure description and context
information, we present a simple and fast tracking and a novel occlusion detection
algorithm.

Our algorithm is a patch-based structure description method. It describes the spatial
structure of tracking object and has good robustness for geometric variation. Previous
work has presented many similar algorithms [2, 3, 4]. Junseok Kwon et al. [3] pre-
sented a non-rigid object tracking algorithm based on patch-based model and adaptive
basin hopping monte carlo sampling (BHMC). It is robust for deformation effectively.
However, the patch-based model in [3] can not resist scale variance and occlusion well.

Many tracking algorithms rely on learning to resist occlusion [5,6]. Kaihua Zhang
et al. [6] presented a spatio-temporal context learning algorithm (STC). Spatio-
temporal context makes tracking stable and accurate, context learning contributes to
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occlusion-robust. However, learning algorithms detect occlusion based on similarity
between image and object model, it is difficult to resist occlusion and other interfe-
rence at the same time. Yi Deng et al. [7] proposed a patch-based occlusion detection
algorithm. It focuses on patches obtained by segment at the boundary of target. Oc-
clusion at the patches means target will be sheltered. Similar to it, our algorithm fo-
cuses on the boundary of target, however, we detect occlusion by analyzing the
process of occlusion occurrence. It considers temporal context which is an essential
information.

Our main contributions are: (a) Based on affine invariant patch-based model, we
present a simple and fast tracking algorithm. (b) From a new perspective, we find a
property to detect occlusion in tracking. (c) Based on the property, we present a
patch-based occlusion detection algorithm, it is easy to compute and transplant.

2 Patch-Based Model and Real-Time Tracking

We propose to represent the object by many patches which can be moved, deleted or
newly added. Each patch helps to locate the possible positions and scales of the object
in the current frame. The patches are not based on an object model. To make such a
representation more robust, a patch should be deleted if it belongs to the background,
and a structure description is introduced to find it. We use template matching to move
the patches because of its relative simplicity and low computational cost.

2.1  Patch Initialization

In order to get effective patches, first we use FAST [8] to find key points. It is an
efficient key point detection algorithm. A patch is more likely to contain effective
information if its position is close to target center. We set a key point as one of the
patch’s vertices which is farthest to the target center (Fig.1 (a)). Then we compare
each patch with screen around target based on template matching. If a patch is similar
to screen, it should be abandoned (Fig.1 (b)).

2.2  Examining the Patches by Structure Description

To update the patches, we use normalized correlation template matching. Other
matching algorithms are available, such as LK matching [9], MSER [10]. Tracking
procedure mainly includes two parts: (a) Rough localization. We use the whole target
as template to match. It provides a stable target center to calculate proper search re-
gion and structure description similarity which will be introduced later. (b) Accurate
adjustment. Based on patch similarity and structure description similarity, we remove
inaccurate patches.

We use the ratio of each patch distance to average distance as structure description
(Fig.1 (¢)):
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D,=R/Q R, /n)i=12,..n (1)

j=1
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(a) Initialization (b) Refinement  (c) Structure

Fig. 1. Patch-based model. (Black point is target center, red points are FAST points, red boxes
are patches.).

where R, is the distance between the center of patch i and target center. In Patch

initialization, it is impossible to avoid generating new patches which do not belong to
the object. Likewise, a patch may be updated to the background. These situations will
reduce the accuracy of the appearance of the model. Wrong patches cannot be
avoided, but it will exhibit motion characteristics different to other patches when ob-
ject moves. We can use the center calculated by all patches except the current patch i

to get R.. Based on (1), if D, is larger than it is in the last frame, we can consider it

is a wrong patch and remove it.

2.3  Updating the Appearance Model

After updating patches, we can find those patches which are correctly tracked and
locate the target in new frame.

At every frame, we can find a smallest rectangle which can include all well tracked
patches, we call that rectangle the bounding rectangle:

BoundRect = argmin rarea() Vir & pathcli]l== patchli] 2)

, where r means an arbitrary rectangle in the frame on the condition that all N patches
is in the rectangle r.

Estimation of the target displacement is the same as the BoundRect displacement
and the width and height of the target can changed in proportion as the BoundRect. So
the shape of the object can be updated adaptively.

In addition, performance of structure description depends on the number of
patches, we should generate more patches when they are not enough. Scale of target
often changes, we can properly adjust patch size based on scale of target.
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() (b) (c)

Fig. 2. Occlusion detection model

3 Occlusion Detection

As mentioned in Sec.l, most tracking algorithms merely rely on learning to resist
occlusion. However, it is difficult to ensure the robustness for occlusion and other
interference at the same time.

In this paper, we exploit the spatio-temporal context information to analyze the oc-
clusion situation. Occlusion has two properties that the other interference do not have.

Property 1: Occlusion has the process that occluder relatively moves to object from
screen. However, variation caused by other interference comes from object itself.
Therefore, we can detect the process of occlusion from screen to tracking object.

Property 2: At the place occluder is moving from screen to target, local regions of
screen and target move towards the target inner at the same time.Because property 2
considers the relation between frames and the relation between screen and target, it is
spatio-temporal context information.

Based on the 2 properties, we present a simple model to detect occlusion in tracking.
Fig.2 shows our model (it can be adjusted according to different tracking problems).

and a bounding box B, ., (Sec.
2).Red box is the target region (Fig.2 (a) ),Blue box has the same center as the red

one, and its width and height is 2 times longer than the red one. A set of points is
initialized on the blue rectangular grid. These points are then tracked by the affine

The tracker accepts a pair of images [, 1,

lucas kanade feature tracker in [11] which generates a sparse motion flow between I,

and I, E is an example of the motion flow of a point(Fig.2 (b) ),Point O is the

center of target which is moved by our tracker in Sec. 2. We select the motion flow D:
D={d, = AB, |0A - OB, >0} 3)

And calculate the angle Q between A B, and the horizontal axis. D is divided

into two groups D, and D  (Fig.2 (c):

Din:{dizﬁﬁeD’Bieﬂ+l} @)
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g includes points that may be from the occluder. If the size of D, ., is
larger than a threshold 7, , the target may be occluded and we should stop adding

new patches to avoid adding patches belong to the occluder. If any patch intersects

with an element in D

 aiia » W€ remove it. If the number of patches is less than a thre-

shold TC, the target is covered. Before the target is covered, we can still track the

target through the remaining patches. Fig.3 shows the flowchart of our occlusion de-
tection algorithm.

l Track every patch and remove the wrong patches ‘

\Move the target by the bounding box of the well tracked patches |
v

[Gbtain D.D, Do Do |

The target may be occluded, stop updating
the appearance model of the target

IRemove the green patches which intersect with DmM l

Add new patches

s the number of patches
less than T(

Read next frame

The target is covered, try to find the target again in the next frame

Fig. 3. The flowchart of our occlusion detection algorithm

4 Experimental Results

We conduct some experiments to verify the performance of our algorithm. De-
velopment environment of our algorithm is Visual Studio 2010 and Intel OpenCV
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library on Intel Core i3-2120 CPU and 4.00GB RAM. Experimental videos can be
downloaded".

The main advantage of the proposed occlusion detection algorithm is that it can be
applied to a range of trackers and is easy to implement. Kaihua Zhang et al. [6] pre-
sented a spatio-temporal context learning algorithm (STC). Spatio-temporal context
makes tracking stable and accurate, context learning contributes to occlusion-
robust.However, long-term occlusion will lead to tracking failure. With our occlusion
detection, STC can promote the robustness of tracking under occlusions. We just stop
learning Spatio-Temporal context model when the occlusion happens.

Fig.4 shows experimental results by STC, STC-OD and our patch-based tracker
with occlusion detection (PBT-OD). The first row shows STC tracker can’t handle
heavy occlusion. The second row shows that with our occlusion detection algorithm
STC-OD can recover the target .The third row shows the result by PBT-OD, which
can also track the face well.

B S Y o - 4
Fig. 4. Experimental results by STC, STC-OD and PBT-OD

We perform experiments on a wide range of video sequences downloaded from
http://www.votchallenge.net/vot2013/evaluation\_kit.html. This website provides
many well-known short videos labeled with ground truth. We use Success plot in [12]
to evaluate our algorithm. Given the tracked bounding box RT and the ground truth
bounding box RA. The overlap score is defined as

S_RTmRA
RT OURA

The numerator and denominator in (8) represent the number of pixels in the intersec-
tion and union of two regions. To measure the performance on a sequence of frames, we
count the number of successful frames whose overlap S is larger than the given thre-
shold. The success plot shows the ratios of successful frames at the thresholds varied

®)

' Download link:

ftp://tianjian2013:public@public.sjtu.edu.cn/iconip2014/
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from 0 to 1. Using one success rate value at a specific threshold for tracker evaluation
may not be fair or representative. Instead we use the area under curve (AUC) of each
success plot to evaluate our algorithm. Fig.5 is the tracking sequences for evaluation and
Fig. 6 shows the performance score of our tracker. The performance of the state-of-the-
art trackers can be found in [12].

g N

Fig. 5. Sample tracking results on four public challenging image sequences
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Fig. 6. Success rate plot

5 Conclusion

In this paper, we mainly focus on fast and occlusion-robust tracking problem. We present
an affine invariant patch-based structure description and a fast tracking algorithm based
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on it. By analyzing the process of occlusion occurrence, we pre-sent two properties of
occlusion detection and a portable algorithm based on patch-based context information.
Comparative experiments verify the good per-formance of our algorithm. Our algorithm
is simple to implement, and can run at real-time speed.
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Abstract. The ever increasing number of medical images in hospitals urges on
the need for generic content based image retrieval systems. These systems are
in an area of great importance to the healthcare providers. The first and fore-
most function in such system is feature extraction. In this paper, different fea-
ture extraction techniques have been utilized to represent medical blood cell
images. They are categorized into two groups; low-level image representation
such as color and shape analysis and local patch-based image representation
such as Bag of Words (BoW). These features have been exploited for retrieving
similar images. We have also used a generative model such as Probabilistic La-
tent Semantic Analysis (PLSA) on extracted BoW for retrieval task. Lastly, the
retrieval results obtained from all the above features are integrated with one
another to increase the retrieval performance. Experimental results using four
different classes of 600 blood cell images showed 92.25% of retrieval accuracy.

Keywords: Image Retrieval. Feature Extraction. BoW. PLSA. CBIR.

1 Introduction

The growth of multimedia content production has been accelerated due to the wide
availability of digital devices. Medical blood cell images are one of the most popular
among the variety of multimedia content. The latest computer systems can store a
very huge amount of medical images. Such medical image databases are the key
component in diagnosis and preventive medicine. Therefore, there is an increased
demand for a computerized system to manage these valuable resources. In addi-
tion, managing such data demands high accuracy since it deals with human life.
Traditional text based image retrieval is becoming infeasible due to the huge
amount of blood cell images and it is also difficult to achieve a consistent diagnose
during microscopic evaluation due to subjective impressions of observers. The solu-
tion to this problem is Content-Based Image Retrieval (CBIR); This would allow us to
search based on the content rather than the keywords and meta-data descriptions. The
CBIR performance strongly lays on the techniques used to represent images. There
are two main approaches in CBIR: (i) those techniques that directly extract low level
visual features from the images, and (ii) those techniques that represent images by
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local descriptors. Low level visual features such as color, shape and texture have been
used to classify and retrieve medical blood cell images in various studies [1-5].

Recently, more promising studies have been focused on local descriptors. SIFT
feature is one of the most widely used local descriptor in object recognition tasks.
With the advances of this local feature, researchers in the field of computer vision
have attempted to resolve object classification problems by a new approach known as
Bag of Words (BoW). In recent years, many studies have successfully exploited this
feature in general scene and object recognition tasks [6-8] due to its simplicity, dis-
crete representations and simple matching measures in preserving computational effi-
ciency. The use of BoW model can also be found in medical image classification and
retrieval tasks [9-12].The analysis on the results obtained from their studies proven
that BoW performs better than other low level features. Andre et al. in [11] developed
a system for endomicroscopy video retrieval. BoW has been employed in their study
in order to produce visual and semantic outputs which are consistent with each other.
In another medical image classification work, BoW was combined with other image
representation techniques such as LBP, pixel value and Edge Histogram Descriptor
with two different feature fusion schemes; Low Level and High Level [10]. The re-
sults obtained by this group clearly show that feature fusion methods outperform the
results obtained by using a single feature in classification task. However, they have
analyzed the results obtained by different feature extraction techniques and its proven
that BoW features perform better than other feature representation used in that work.

BoW also works over probabilistic tools such as Latent Dirichlet Allocation (LDA)
[18] and Probabilistic Latent Semantic Analysis (PLSA) [15], and has been success-
fully applied in image retrieval and annotation [13-14]. Although PLSA was original-
ly proposed in the context of text document retrieval, it has also been applied to vari-
ous computer vision problems such as classification and images retrieval where we
have images as documents and the discovered topics are object categories (e.g. air-
plane, sky). Zare et. al. in [12] employed PLSA approach for classification of medi-
cal X-ray images in two different techniques; one to annotate medical X-ray images
and the other one is to retrieve top five similar images to the query image. Classifica-
tion accuracy rate obtained by this approach showed tremendous improvement com-
pared to classification rate obtained by flat SVM classifier. Capturing meaningful
aspects of images as well as generating low-dimensional and robust image representa-
tion can be considered as another ability of such tools which has been studied in vari-
ous studies [14].

The purpose of this study is to improve the retrieval performance of the previous
experiment [5] with a larger database. BoW has been employed as one of the feature
extraction technique. PLSA based image retrieval has also been explored in this expe-
riment. Then, intersections of the results obtained by this approach with the ones ac-
quired by color and shape analysis are taken as final retrieval results.

The rest of the paper is organized as follows: Section 2 discusses the components
of the proposed CBIR system for blood cell images. Experimental results and discus-
sion are reported and analyzed in Section 3. Finally, the overall conclusion of this
study is presented in Section 4.
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2 Methodology

The proposed system is made up two modules; Feature Extraction and Image Retriev-
al, each has specific functionalities which will be described in detail below.

2.1 Feature Extraction Module

Feature extraction plays an important role in the performance of any image retrieval
system because it can produce significant impact on the retrieval results. Different
approaches for feature extraction have been employed in this experiment as explained
below.

2.1.1  Color Analysis
Color is a fundamental characteristic of image content and it is a frequently used vis-
ual feature for CBIR. Color is a powerful descriptor that simplifies object recognition.

Histogram is a very commonly used color descriptor technique. Color histogram is
obtained by quantizing the color space and counting the number of pixels that fall in
each discrete color.

Color histogram is used to represent distribution of colors in an image in CBIR ap-
plication. There are various techniques in measuring the dissimilarity between distri-
butions of such features. In this research, Bhattacharya coefficient has been used to
compare the color histograms between query image and images in the database. This
is to indicate the relative closeness of the two sample images.

Calculating the Bhattacharya coefficient involves a rudimentary form of integra-
tion of the overlap of the two samples. The interval of the values of the two samples is
split into a chosen number of partitions, and the number of members of each sample
in each partition is used in the following formula:

Bhattacharya = Y1,/ (Xa; - Xb;) (1

where considering the samples a and b, n is the number of partitions, and a;, b; are
the number of members of samples @ and b respectively in the i'th partition. The Bhat-
tacharya coefficient will range from 0 to 1 where 1 represents the completely similar
image and O indicates that there is no similarity between two images. The concept of
normalization will be used in Bhattacharya coefficient; normalization is a process that
changes the range of pixel intensity values. The purpose is to bring the image with a
different intensity values into a range that is more familiar and similar to the senses
which in this case, the ranges is brought to values between 0 and 1 inclusive.

2.1.2  Shape Analysis

Another major image feature is the shape of an object. In shape-based image retrieval,
the similarities of the shapes represented in images are measured. Generally, there are
two categories of shape descriptors: boundary based and region based. In the boun-
dary based shape descriptor, the focused is on the closed curve that surrounded the
shape. There are various models describing this curve such as polygons, circular arcs,
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chain codes, etc. Region based shape descriptor such as Moment Invariants and Mor-
phological Descriptor give emphasize to the entire shape region or the materials with-
in the closed boundary. The dataset used in this research is blood cell images, where
the aim is to determine the number of round objects. As such, one way to describe
such images is to calculate the circularity ratio of the objects in an image. It represents
how a shape is similar to a circle. The result of area and perimeter of an object inside
each image will be used to form a simple metric indicating the roundness of an object
using the following formula:

. 4mTXarea
Roundness Metric=

perimeter? @)

This metric is equal to 1 only for a circle and it is less than 1 for any other shapes.
The discrimination process can be controlled by setting an appropriate threshold. In
this study, the threshold of 0.75 has been used since all the objects or bubbles in blood
cell images are not completely round.

2.1.3 Bag of Words (BoW)

The process of BoW starts with detecting local interest point. Local interest point
detectors have the task of extracting specific points and areas from images which are
invariant to some geometric and photometric transformations. For the detection of
local interest point, Difference of Gaussians (DoG) is used in this experiment. DoG
detector proposed by Lowe [16] is invariant to translation, scale, rotation, and illumi-
nation changes and samples images at different locations and scales.

Next, distinctive feature that characterizes a set of keypoints for an image is ex-
tracted. Scale Invariant Feature Transform (SIFT) proposed by Lowe [17] is used to
describe the grayscale image region around each keypoint in a scale and orientation
invariant fashion. Each detected region is represented with the SIFT descriptor using
the most common parameter configuration: 8 orientations and 4 x 4 blocks, resulting
in a descriptor of 128 dimensions.

Next step in implementation of bag of visual words is the codebook construction
where the 128-dimensional local image features have to be quantized into discrete
visual words. This step uses k-means clustering method, and use cluster center as
visual vocabulary term. Upon identification of cluster centers, each image is
represented as histograms of these cluster centers by simply counting the frequency of
the words appear in an image. To accomplish this task, each feature vector in an im-
age is assigned to a cluster center using nearest neighbor with a Euclidean metric.

2.2  Retrieval Module

In this module, certain measurement techniques were used to determine the similari-
ties between the feature extracted from query image and images in the database. Upon
identifying the similarities, the respective images from the database will be then re-
trieved as similar images to the query image.

In color analysis, the color histogram of query image is compared with the color
histogram of images in the database using Bhattacharya coefficient. The resulting
value is a number ranging from O to 1 based on the normalization algorithm.
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The threshold of 0.97 has been set; as such the top 10 images in the database where
their similarity ratios are greater than the threshold value are selected as similar im-
ages to the query image.

Likewise, the same approach is used to retrieve the top 10 similar images to the
query image based on shape descriptor of images. In this case, the ratio of circular
objects existed in an image is compared with same ratio of all other images in the
database. Then, those images having ratios close to the query image’s ratio by +3 are
retrieved as similar images. In BoW based image retrieval approach, PLSA model is
applied on extracted BoW to identify similar images to the query image as illustrated
in Fig.3. These processes are explained in following:

Learning Phase:

1) Initially, PLSA model is trained on the set of images in the database with visual
words (BoW) as an input to learn both P(z|d;) andP (x;|z).
2) While not converge do
a) E-Step: Compute the posterior probabilities P(Zk |di, xj)
b) M-Step: Parameters P(xj|zk) and P(z|d;) are updated from posterior

probabilities computed in the E-Step.
End While

Testing Phase:
1) The E-step and M-step are applied on the extracted BoW of the query image

by keeping the probability of P(xj |Zk) learnt from the learning phase fixed.
2) Calculate the Euclidean distance between P(z;|d;) and (z; |dquery) .
3) Those images with closest distance to P(zk|dquery) will be retrieved as
similar images.

The unobservable probability distribution P(z|d;) and P(x;|z) are learned from
the data using the Expectation —Maximization (EM) algorithm. P(z;|d;) denotes the
probability of topic z, given in document d;.P(x;|z;) denotes the probability of

visual word x; in topic z.
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Fig. 1. Block Diagram of BoW-PLSA based Image Retrieval
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Pseudo code of the retrieval process of 10 similar images to test images is demon-
strated in following:

Start
1.
2.

3.
4.

End

Input [BoW g0 xs00 t0 PLSA model in order to compute [XZ]so0 x4 and [ZD]4 w600
Insert the visual feature extracted from the unseen query image ([BoW]; x500 ) to PLSA
model to compute matrix[ZD], «1, by keeping [XZ]500 x4 fixed from step 1.
The output is matrix[ZD], x1-
Fori=1 to 600

Compute Euclidean distance between [ZD],  ;and [ZD] 4 x1.

The top ten (10) vectors in matrix [ZD], «; with closet distance to vector [ZD]4 x1

will be selected. Each vector represents one image.
End For

3

Experimental Results and Discussion

Experiments were conducted to evaluate the retrieval performance obtained with re-
spect to various image representation techniques. The database used in this research
contains 600 blood cell images from four different classes; Al Erythropoiesis, B1
Myeloid Cells Category, C1 Red Cell Disorder in the Neonate and Childhood , D1
Malarial Parasites Category. To evaluate the performance of the proposed retrieval
system, we have randomly chosen 20 images from each class as query image. Preci-
sion is used to describe the accuracy of the proposed retrieval system.

Fig. 4 illustrates the average precision results obtained using the proposed retrieval
approaches. The results showed that BoW-pLSA based retrieval approach outper-
formed the other two approaches.

Average Precision
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Fig. 2. Average Retrieval Precision

Analysis on the results shows that there are several irrelevant images retrieved us-
ing the color based approach which results in having lower retrieval precision. Further
investigation on this results shows that most of these irrelevant retrieved images are
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having similar color histogram as the query image. This is due to the drawback of
color histogram as it ignores the shape and texture of the images, i.e. two images from
different category that happened to share color information can have similar color
histograms. Fig. 5 illustrates this drawback; two images from Category B1 and one
image from Al category as well as their respective color histograms are presented.

Category Al

o
E
o
D
o

(]

Fig. 3. Color Histogram of Sample Images from Two Categories

Comparing any retrieval systems is a difficult task especially in medical image re-
trieval domain. This is mostly due to the strong noises that exist in most of the medi-
cal images as well as intra-class variability and interclass similarities among them. In
general, it is difficult to compare any two retrieval systems in the image retrieval do-
main. Due to the strong noise in most of the medical images as well as the existing
similarities in the content of the images, it becomes imperative to use very precise
descriptor. However, BoW with PLSA based image retrieval performs the best with
average precision of 87.25% while shape and color analysis each has the precision of
78.25% and 73% respectively. The top 10 similar images to the query image retrieved
from all the above three methods are analyzed separately. To increase the accuracy of
retrieval results, only those images that retrieved in any of the above two methods
were chosen as the final retrieval result. This leads the retrieval precision to be in-
creased by 5%.

4 Conclusion

A wide availability of digital devices accelerates the growth of multimedia content
production. Images are the most popular among the variety of multimedia contents.
There is also an increase of digital information in medical domain such as blood cell
images. As a result, there is an increased demand for a computerized system to man-
age these valuable resources. In this paper, various feature extraction techniques have
been explored such as color and shape as well as bag of visual words. pLSA-BoW
based image retrieval approach is also being exploited. A good performance has been
obtained by combining the results obtained from the above feature extraction
approaches.
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Abstract. Choroidal Neovascularization (CNV) is an age related dis-
ease which deals with the Degeneration of Macular tissue. This degener-
ation causes acute drop in central vision as the age progresses. Therefore
it is necessary to identify the changes caused by CNV for the Successful
detection of this disease. In CNV the Retinal Pigment Epithelial (RPE)
layer encounters changes in different attributes which can be identified
with the help of Optical Coherence Tomography (OCT) Images. This
paper focuses on analyzing the changes caused in the RPE layer due to
CNV. The proposed system segments out RPE layer and observes the
changes in RPE layer by calculating different features like Euler Number,
Energy, Homogeneity and Correlation. The system is tested on locally
gathered dateset of 50 images from different patients and has achieved
an accuracy of 98%.

1 Introduction

Aging Macular Degeneration (AMD) is a common eye disease in people aging
more than 50 years. This condition is caused because of the damage to the main
visual field of the eye. This damage is caused because the macular tissues in the
retina of the eye die out [1-2]. All over the world the population of the people
suffering from age related diseases is around 25-30 million.

Digital fundus images are normally used for screening of retina to detect this
disease but fundus images do not provide detailed imagery of retinal layers [2-4].
Optical Coherence Tomography (OCT) Imaging is a modern technique for taking
cross sectional images with a very high resolution. OCT is just like ultrasound.
The difference lies in method of imaging. Sound is used in ultra sound imaging
whereas light is used when taking OCT images. OCT can provide images of
tissues on a very small scale (a micron). OCT images has been very extensively
used in the field of ophthalmology.[5]

Choroidal Neo Vascularization (CNV) is caused when the retinal tissues all
deposit their waste normally in the form of fat particles in the choroid which

C.K. Loo et al. (Eds.): ICONIP 2014, Part III, LNCS 8836, pp. 226-233, 2014.
© Springer International Publishing Switzerland 2014
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Fig. 1. (Left) Normal Vision, (Right) Loss of central Vision in patients with AMD

is the central visual area for the retina. These fat particles accumulate in the
RPE layer resulting in growth of abnormal blood vessels and thickening of the
capillaries in the retina as shown in Figure 2 [6].

Fig.2. OCT Image: RPE Layer (Red Arrows), Presence of CNV (Red Square)

In case of normal OCT the RPE layer is smooth with minimum distortions
whereas in the OCT image of a patient suffering from CNV, the extra growth
of capillaries can be seen in the RPE layer. Figure 3 shows the comparison of
normal OCT image to the image of a patient suffering from CNV.

Fig. 3. (Left) OCT Image Of Normal Macula, (Right) OCT Image Of Patient With
CNV

This paper consists of 5 sections. Some related work done is explained in
section II. Section IIT explains the Methodology followed for the Segmentation
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and Features extraction purpose. This section also explains the classification of
the complete Dataset of images on the basis of extracted attributes. Section IV
discusses the results of proposed system. Finally conclusion is given in the last
section.

2 Related Work

There are many methods and groups all over the world who have worked on
computer aided diagnostic systems for retinal diseases using digital fundus im-
ages but limited work is done in this field for Analysis of OCT images for the
characterization of different diseases [7,8]. But some researchers have done very
useful addition in this field for example Chen et al. in [9] have proposed a new
approach for deforming registration of OCT retinal images with higher accuracy
in comparison of existing 3D methods during the segmentations of the layers. In
addition to that a quite simple approach for performing scaling of OCT images
has also been introduced to start deformable registration by these researchers.

Texture analysis contains the ability to provide a way for the diagnoses and
differentiation of tissue and Ali A.pouyan et al. in [10] have presented a method
which could have an important role for the enhancement of computer based OCT
quantification technique in future. Like thickness and volume of the retinal layers
can help in the diagnosis of disease. Also their results show that it is possible to
separate out the retina layers without using systems with ultrahigh resolutions.
Another group of researchers in [7,8] have also made very important contribution
in the field of OCT image analysis and their research is able to analyse and
separate out the RPE layer and quantifies the changes associated with CNV by
calculating the values of area for the RPE layer and thickness etc. According to
them CNV can be differentiated from the normal OCT image which is important
in the use of many ophthalmological practices.

An approach for an automated methodology was presented by authors in [11]
for cyst detection in OCT retinal images by using watershed algorithm for the
detection of candidate regions in the images and after that the discard of all the
possible regions to reduce eligible candidates, which due to some of the properties
can be considered as cysts. Finally, a classifier used for the determination of their
correspondence to cystic regions or not on the basis of texture features extracted
from them. The research in this paper is also a contribution in the area of OCT
images Analysis for the detection and classification of CNV on the basis of
changes in RPE layer by Analysis of OCT images.

3 Proposed Methodology

The proposed system consists of three phases; image acquisition and pre-
processing, Area of interest segmentation and attribute comparison and clas-
sification. Figure 4 shows all the phases included in the methodology of our
proposed research. Pre-Processing phase is used for the initial processing in or-
der to segment the area of interest from the original image. The CNV detection
is done by the analysis of this area of interest.
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Fig. 4. Flow diagram of proposed system

3.1 Image Acquisition and Pre-processing

Fifty Persons were clinically examined by Ophthalmologist and OCT images are
ob-tained for the observation of changes occurring in abnormal cases and then
for the classification on the basis of changes in Normal and Abnormal cases.
OCT images of size 240x480x3 of normal and patients suffering from CNV are
selected for this study.

It is observed that the OCT image is a blend of primary colours red, green
and blue as shown in Figure3. In the OCT images the blue component signifies
the vitreous humour layer of the eye and does not provide any useful information
hence the blue component is discarded from both normal and diseased image [9)].
Only the images with green and red component are kept as further computations
are based on these components of OCT images. The images are converted into
gray scaled by averaging the red component and green component of the images.

3.2 Image Segmentation

A Threshold value is selected for the segmentation of the region of interest from
the images. This threshold is calculated with reference to the Otsu’s algorithm
for calculating the gray level threshold for the images [13]. After the threshold
is calculated the median filtered image is converted to a black and white image
by assigning 1 to the values greater than threshold value and 0 to the values less
than threshold value.

The Retinal Pigment Epithelial layer is segmented out as a result of thresh-
olding. It is observed that the RPE layer is a thick layer and covers a minimum of
3000 pixels of the OCT image. This layer is segmented out and the boundary is
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created using the canny edge detector. The edges obtained are then overlaid on
the original image so that the assessment of the patient can be easily done clini-
cally. Figure6 shows the binary images after thresholding of normal and diseased
images respectively and the highlighted normal and diseased OCT images.

Fig. 5. (a)Binarized Image Of Normal OCT, (b)Binarized Image Of OCT With CNV,
(c) Highlighted Edges Of Normal RPE Layer, (d) Highlighted Edges Of RPE With
CNV

3.3 Attributes Extraction

For proper classification of OCT images as normal and abnormal, the proposed
system extracts different features i.e. Euler Number, Energy, Homogeneity and
Correlation.

1. Euler Number (f1): The Euler Value of an Image gives a value proportional
to the number of disruptions and holes in the segmented image.

2. Energy (f2): Energy depicts how much uniform a certain image is. Energy
of the normal OCT image is found out more than the one of the patient
suffering from CNV [11].

3. Homogeneity (f3): Homogeneity is a measure of how closely related are the
pixels in an image. The lesser the difference of the values the more homoge-
nous is an image.

4. Correlation (f4): Correlation value returns a measure of how correlated a
pixel is to its neighbor over the whole image. Correlation is 1 or -1 for a
perfectly positively or negatively correlated image.



Analysis of OCT Images for Detection of Choroidal Neovascularization 231

Table 1 shows the mean values of the extracted features both for set of nor-
mal images and diseased images. These feature values are used further for the
classification purpose.

Table 1. Mean and standard deviation of feature values of normal and abnormal classes

Attributes Mean £ Std Normal Mean + Std Diseased

Euler Number 940.144+200.05 1483.104276.29
Energy 0.93+0.01 0.90+0.0155
Homogeneity 0.984+0.0044 0.96+0.0065

Correlation 0.5314+0.0551 0.4445+0.0597

The significance and contribution of each feature vector member is calculated
using Box Plot analysis. Euler value and Homogeneity does not have any Outlier
in Box Plot that is why these are considered as most significant features and are
assigned more weights during classification

3.4 Classification

After features extraction of each OCT image collected for classification, Gaussian
Mixture Models (GMM) has been used for the classification of infected images
with CNV. This classifier uses four extracted features as the Feature Vector for
classification. GMM makes use of Nave Bayes’ theorem and follows probabilistic
techniques for the classification of data into classes on the basis of their features.
For application of GMM in classification, the data set have two categories i.e.
normal and diseased (R;1&Rz). Training and testing data are the subsets of
both these classes and this data is randomly selected during training so that the
biasness of the data can be eliminated.

Sample belongs to Ry if p(v|R1)P(R1) > p(v|R2)P(Rz) else it belongs to
class Ry. Where p(v|R,,) is the probability density function(conditional) and is
also called likelihood (v being the feature vector). P(R,,) is the probability of
occurrence of a class in the data set. GMM uses Gaussian functions for modeling
the conditional probabilities of classes. These probabilities are represented as
weighted sums of Gaussian functions and tell us the likelihood of the Gaussian
Mixture Model:

ki
p(|Ri) = > N(vlu;, ¥j)w; (1)

Jj=1

Weights (w;) are assigned on the basis of significance of different attributes used
as feature vector [14]. Classification is also done by using some other classifiers
for the comparison of results with GMM. This comparison is done using the Box
Plot Thresholding, KNN, K-Means and Neural Networks.
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4 Results and Discussion

The Complete Dataset of Images containing both Normal and Infected Eye im-
ages is classified into two classes named Normal and Diseased on the basis of
extracted feature values using many different classifiers. The dataset is consisted
of 50 total images having 41 Normal and 9 Diseased images. Feature Extraction
is performed one by one on each image of Dataset and feature values of all images
is collected as a result.

Out of total Images in the dataset, Half of Diseased and Same number of
Normal images are used for the training of classifiers and the remaining others are
used for the testing and Estimation of Accuracy of classifiers. The classification
process is repeated 10 times and training images are selected randomly to avoid
any kind of biasness which could affect the testing and accuracy of results. Table-
2 shows the Sensitivity and Specificity values on the basis of mean value of total
number of truly identified images. It also shows that the accuracy of GMM is
much more as compared to others.

Table 2. Comparison of results between two classes using different classifier

Classifier Sensitivity Specificity Accuracy
GMM 88.80% 100% 98%
Box Plot Thresholding 77.70% 95.10% 92%
KNN 50% 87.50% 92.50%
K-Means 33.30% 92.60% 82%
Neural Networks 0% 100% 90%

5 Conclusion

Analysis of Retinal Pigment Epithelium layer is necessary for the detection of
Choroidal NeoVascularization causing vision loss with age. The work presented
in this paper identifies changes in RPE layer due to CNV. These changes are
identified on the basis of values of Euler Value, Energy, Homogeneity and Cor-
relation of RPE layer. CNV has been differentiated from normal OCT image
on the basis of these values. Higher Euler value suggests loss of continuity and
presence of breaks in OCT image due to CNV. Also higher correlation value of
normal image is due to fewer changes in RPE layer. Similarly lesser values of
Energy and Homogeneity depict the loss of linearity in case of CNV. Classifica-
tion of 50 images on the basis of these attribute values using various classifiers
is done. The proposed system gives overall accuracy of 98% in the detection of
CNV in OCT images.
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Abstract. Online object tracking is a challenging problem because of
changing environment including diverse illumination and occlusion condi-
tions. The emergence of commercial real-time depth cameras like Kinect
make online RGBD-based object tracking algorithm become a focus of re-
search. In this paper, we propose a robust online depth image-based object
tracking method with sparse coding. We introduce sigmoid normalization
for local depth patch. In order to recovery from tracking failure in condi-
tion of heavily occlusion. we present a detection module based on PCA
bases. Experiments show that our method exceeds original color image-
based method in case of environment changes.

Keywords: object tracking, depth image, sparse coding, normalization.

1 Introduction

Object tracking is one of the key problems in computer vision and it has broad
practical scenarios such as activity recognition, motion analysis and image com-
pression. Although the performance of object tracking algorithm has been much
improved recently, it’s still a great challenge to develop a robust object tracking
algorithm considering some problems caused by illumination varying and target
object occlusions.

The object tracking algorithm generally consists of three basic modules [1]:
1) object shape representation; 2) image features that hold the characteristic of
target object; 3) strategies for detection the objects in a scene. The availability
of high quality and inexpensive video cameras has improved the development
of a great amount of object tracking methods based on color image features. In
this paper, we propose a robust object tracking method based on depth image.
Hence, we only discuss key issues related to image type.
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Generally speaking, there are four types of common visual features extracted
from color image including color, edges, optical flow and texture. Numerous al-
gorithms based on these features performance well in some constrained situation.
Paschos proposed a color based object tracking solution in RGB color space [2],
but color features are easily influenced by illumination. Object boundaries often
located where image intensities strongly change. The new variational framework
for detecting and tracking multiple moving objects is a very popular edge detec-
tion approach [3], it uses a statistical framework based on a mixed model. Tt is
robust to illumination change but when occlusions occur the edge based method
would lose target.

Color camera can real-time collect color image stream at the cost of losing
information by projection 3D to 2D. As a result, color image based features would
easily crash with changes of illumination. A new device Kinect can real-time
acquire both color and depth image stream. A face tracking method integrated
color and depth image stream is implemented with ASM model and statistical
methods [4].

An online depth image based face tracking method is proposed on the as-
sumption that face shape is an ellipse in [5]. However when occlusion occurs, the
tracking method will lose target.

In this paper, we propose a general object tracking method based on single
depth image, which is robust to occlusion and illumination changes. Compared
with color imaged methods, our algorithm is less influenced by illumination
change. With sparse coding representation, we can keep tracking the target ob-
ject until the occlusion area reaches 50% of the target object.

The rest of this paper is organized as follows. In Section 2, we review the
theory of sparse coding in object tracking; in Section 3, we introduce our tracking
method; in Section 4, we present qualitative and quantitative results of our
tracker on a number of challenging image sequences. Finally we conclude the
paper in Section 5.

2 Sparse Coding

Sparse coding is a popular solution to object tracking problems recently. We can
simply classified it into three forms: 1) appearance modeling based on sparse
coding (AMSC); 2) target searching based on sparse coding(TSSR); 3) combina-
tion of both. Jia and colleagues proposed a structural local sparse coding model
[6]. Mei and Ling solved most challenges like occlusion through a set of positive
and negative trivial templates [7]. By transferring object tracking problem to
a sparse approximation problem, they proposed a robust algorithm. Wang and
colleagues proposed a new method that views coefficients of trivial templates as
a single factor of tracking performance [8]. Studies mentioned above have proved
that sparse coding is a good solution to color image based object tracking. In
this paper we apply sparse coding to depth image based tracking algorithm. As
shown in Fig. 1, each target is represented by some bases and templates with
sparse coding.



236 S.-C. Shen, W.-L. Zheng, and B.-L. Lu

Coefficients
of PCA bases

Coefficients of
trivial templates

; " s i
= f |- FE
. Ny | el
~ ~— ~ ~
PCA bases Trivial templates

Fig. 1. sparse coding

In sparse coding framework, tracking problem is casted to finding the most
likely patch among candidates by

y=Uz+e=[AT {Z]:Bc (1)

where y indicates the object vector, U denotes templates matrix, z represents
coefficients of bases vectors and e is the coefficients of trivial templates. As is
shown in Fig 1 , we assume that target object is sparsely represented by bases
and trivial templates. We solve Eq. (1) via ¢, minimization:

1
min _ ||y —Uz—el3+ | el (2)
z,e 2

where || - ||2 and || - ||1 are the 2 and £; normal forms, respecitively. Several
works have been done on online subspace learning by learning and updating
bases represented by A such as PCA and ICA. With an iteration algorithm,
optimal z and e for each candidate are computed.

After getting the optimal z and e for each candidate, the object tracking
problem is transferred to a statistical inference problem.

3 Tracking Algorithm

In this paper, we applied sparse coding to depth imaged object tracking. To
some degree, depth image is the same as color image except for the meaning
of each pixel. In color image, pixels represent the color of this point while in
depth image they represent the distance from the point to camera. Aiming to
reduce the influence of illumination change, we try to develop depth image based
tracking methods, and in order to solve the occlusion problem we incorporate
sparse coding. So we should design a new algorithm to adapt to depth image.
The workflow of our algorithm is described in Fig. 2.
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Fig. 2. Workflow of depth-image-based tracking algorithm with sparse coding

We adopt sparse coding method to tracking object. Firstly, we initialize the
tracking by manually calibrating target position, computing PCA bases and
setting other parameters such as patch size and bases number. Secondly, we
sample in original depth image according to sampling parameters. The samples
are size-adjustable to suit for demand of object front-back moving. To speed up
the proposed tracking algorithm, we transfer all the samples to the same size
patches. Then we consider the object tracking as a Bayesian task. By evaluating
every patch, we find the patch with the highest posterior probability and return
its location as the target. During the process, we compute the occlusion rate by
coefficients of trivial templates. If the occlusion rate exceeds the upper bound, we
discard the result and regard it as losing target. Then we startup the detection
module. If not, we update the bases and go to next loop.

3.1 Alternative Box Sampling

Candidates are patches with size of 32*32, which is the result of trade-off between
algorithm efficiency and accuracy rate. But it doesn’t mean every patch is exactly
a copy of a 32*32 patch in original depth image. According to the perspective
relation, nearby object looks larger than distant one with the same size. So
during the tracking process, the tracking sampling alternative boxes should be
adjustable.

In detail, there are 5 parameters in tracking sampling stage: x and y denote
transformation in plane, o and (8 are scale variation, and @ is angle rotation.
Alternative boxes are uniformly distributed around the target. To adapt to the
characteristics of the depth map, we set the o and 3 a little bigger. But too big
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and 8 mean more alternative boxes to be computed and slower processing speed.
To speed up the tracking algorithm, we transfer all the samples to the same size
by interpolation. In sampling stage, we don’t concern the size of alternative boxes
with regard to specific depth. This problem will be solved in the next section.

3.2 Depth Image Normalization

The meaning of pixels in depth image is the distance between camera and the
point on object. The whole depth image represents the shape of the target.
Transformation in the same depth can remain both pixel values and pattern.
But once target moves front and back, the pattern is remained but the pixel
values will shift .

Fig. 3. Pixel value shifts of two frames. Left top is the face far from the camera. Left
down is the nearer one. Right is the pixel value of two patches after interpolating.

As shown in Fig. 3, we should normalize the patch to eliminate the offset.
The most common method of normalization is min-max normalization. If there
are noises, they often deviate from average and become peaks of the image and
finally their deviation results in extreme minimum or maximum. The existing of
noise limits the performance of min-max normalization. So we adopt the sigmoid
filter to normalize the patches [9]. The sigmoid function is a S-type function :

1

= o 3
e )

y=f(z)
In our method, « equals 1 and f is set to this median of each patch. 3 is set to
the value because the median of a patch is not sensitive to noise. And a little
peaks would not change the median much.

3.3 Restarting by Detecting

In this paper we solve the problem of occlusion by sparse coding. We estimate the
occlusion by 7 which is the ratio of non-zero pixels and the number of occlusion
map pixels. 7 is put forward to deal with partial model updating problem [§].
In our paper, we apply 7 to restart the tracking model when tracking failure
occurs.
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(a) (b)

Fig. 4. Detecting sample method. (a) Image without occlusion and target is a bear;
(b) Green box is the tracking sample range while the larger red one is for detecting
sample range.

We set an upper bound and lower bound for 7. Different values correspond
to different tracking results. If 7 is larger than the upper bound, we view this
situation as tracking failure, and we restart the tracking module. Since we are
updating the bases of target, we don’t adopt other detecting method. Instead,
our detecting method is based on the recorded bases. Once 1 becomes larger
than the upper bound, we startup the detecting module.

Our detecting method has similar idea as tracking method. Their difference
lies on the sampling stage as shown in Fig. 4. On the assumption that when
losing the target we still can find it in a wider scope centered on the original
position, the sampling scope spreads to three times of the size of the original
one. After sampling stage, the rest stages are the same as tracking method.
By computing coefficients of bases and solving Bayesian task, we find the most
likely patch among candidates. We compute error ratio 7 in detecting module.
If 7 becomes lower than its upper bound we start the tracking module.

4 Experiment and Result

Our method is implemented in MATLAB on a Triple-Core Processor 2.10GHz
with 6GB memory. The speed of our algorithm is related to sampling number.
More sampling candidate boxes would slow down the processing speed. As a
trade-off between computational efficiency and effectiveness, sampling number
is set to 600. Our method is mainly compared with the original algorithm on the
RGB image. We use 5 image sequences of a public dataset Princeton Tracking
Benchmark [10] to test our algorithm as shown in Fig. 5. The challenges of each
sequence and results are listed in Table 1. Our results are evaluated by average
center error of pixels.

As shown in Table 1, the original color image based object tracking method
and the depth image based object tracking method provide different perfor-
mances in different cases.

— In cup sequences, challenge in this sequence is moving back and front. Their
average center error of pixels are around 13. It means they both track the
target closely.
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Fig. 5. Image sequences of bear, cup, face, child and ball are listed from top to bottom
(only RGB images listed)

Table 1. Results of experiments

test sequence frame number challenge color image error depth image error
cup 368 move back and front 13.93 12.83

face 330 occlusion 15.30 17.52

ball 117 illumination change 263.60 14.49

bear 281 heavily occlusion 192.99 46.23

child 164 no-rigid 47.57 135.34

average 106.67 45.282

— In face sequences, challenge is occlusion. A book may occlude most part of
target. From Table 1 we can find that they provide good performance in face
sequences. Because both methods are based on sparse coding.

— In ball sequence, we can find that the illumination changes when the ball rolls
around. In color image sequence the method loses target in the fortieth frame
as the ball rolls to another brighter room. While in depth image sequence,
our method keeps tracking the ball through out the whole sequence.

— In bear sequences, heavily occlusion is the main challenge when a book oc-
cludes the target bear for a while. Heavily occlusion leads to losing target in
color image and without restarting module in the rest images it fail to find
the target again. In our methods we add the detecting module to detect the
losing target and keep tracking again.

— Finally, in child sequences, no-rigid target tracking is the main challenge.
From Table 1, we can find that both methods performs bad with large error
pixels numbers. It illustrates that both of them lose target. It is because the
target child is not a rigid object and his movements result in changing of
target’s shape.
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5 Conclusions and Future Work

This paper proposes a robust tracking method based on the depth image with
a sparse coding representation. We improve the performance of the color image
based object tracking method with sparse coding representation by applying
sigmoid normalization algorithm and by designing the detecting module. The
two modifications are designed to acquire stable performance when illumination
changes or occlusion occurs.

But we still leave the no-rigid object tracking problem unsolved, because our
tracking patches are decomposed into PCA bases with different weights. The
tracking method of no-rigid object is limited by the characteristics of the PCA
bases. As a consequence, we plan to improve our method by adopting other type
sparse representation in the future.
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ural Science Foundation of China (Grant No. 61272248), the National Basic
Research Program of China (Grant No. 2013CB329401) and the Science and
Technology Commission of Shanghai Municipality (Grant No. 13511500200).
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Abstract. Recently a real-time compressive tracking was proposed and
achieved relative good results in terms of efficiency, accuracy and robustness. It
belongs to the “tracking by detection” method. Slight inaccuracies in the tracker
can lead to incorrectly labeled training examples in these algorithms, which de-
grade the classifier and usually cause drift. In this paper, we incorporate the mo-
tion model into the traditional compressive tracking where we utilize the par-
ticle filter. Therefore, our algorithm can handle drifting problem to some extent.
Meanwhile, in order to improve the discriminative power of the classifier to re-
lieve drifting problem radically, a modified naive Bayes classifier is proposed.
The proposed algorithm performs favorably against state-of-the-art algorithms
on some challenging video sequences.

Keywords: Compressive tracking, particle filter, naive Bayes classifier, track-
ing by detection.

1 Introduction

Object tracking is a well-studied problem in computer vision and has many applica-
tions. However, there is no single algorithm which will handle all circumstances, due
to the complexity of the object and the environment, such as illumination change,
pose and scale variation, occlusion.

As is stated in [1], a typical tracking system consists of three components:

e An appearance model, which can evaluate the likelihood that the object of interest
is at some particular location.

e A motion model, which maintains the distribution of the locations of the object
overtime.

e A search strategy for finding the most likely location in the current time.

Readers are recommended to [2] for a thorough overview of above three components.

Particle filter theory, also known as the bootstrap filter or sequential Monte Carlo
filter, was first proposed from the field of signal processing[3], computer vision [4],
and statistics[5], for solving the non-Gaussian and non-linear problems. It uses a set
of weighted particles to approximate the location of the object. During tracking, par-
ticle filter maintains a distribution of the target’s location and is characterized by the
motion model.

C.K. Loo et al. (Eds.): ICONIP 2014, Part ITI, LNCS 8836, pp. 242-249, 2014.
© Springer International Publishing Switzerland 2014



Real-Time Compressive Tracking with a Particle Filter Framework 243

Recently a large number of algorithms, known as the “tracking by detection”, has
thrived which focuses on the appearance model represented by the online learned
classifier. Considering the successful application of Adaboost in the object detection
[6], an on-line boosting algorithm [7][8][9] has been applied to the object tracking. In
[7], a novel on-line Adaboost feature selection algorithm, known as OAB, is proposed
for tracking. But it is sensitive to the noise and easy to drift. Later an online multiple
instance learning (MIL) method [1] was proposed where samples are presented in
sets, often called “bags” and labels are provided for the bags rather than the individual
instances. The proposed method relieves the drifting problems and improves the accu-
racy of detection. The other relative method [10] uses a kernelized structured output
support vector machine that learned online to provide adaptive tracking. Most of these
above algorithms are suffered from heavy computational load that make it hard for
real-time tracking and drift problems. Recently a novel tracking framework [11] was
proposed that explicitly decomposes the tracking task into tracking, learning and de-
tection. The PN learning constantly estimates the detector’s error so that the algorithm
can be applied to long-term tracking.

Compressive tracking [12], known as CT, adopts a very sparse measurement ma-
trix to efficiently extract the features for the appearance model which makes it possi-
ble for real-time tracking and achieves relatively good results on some challenging
video sequences. However, these algorithms often suffer from the drifting problem
and the naive Bayes classifier used in the compressive tracking is quite simple. In this
paper, to solve these problems, the key contribution of this work can be summarized
as follows.

e We incorporate the particle filter into the traditional compressive tracking as the
motion model to maintain the distribution of the location of the object. When drift-
ing problem happens, the proposed algorithm will have a big chance to detect the
object again.

e We calculate the correct rate of the classifier on each feature. The correct rate is
then used as the weight of each feature’s classifier. When the classifier classifies
most of samples correctly, it is reasonable to believe the reliability of the classifier.
Then the overall naive Bayes classifier is formulated as the weighted combination
of each feature’s classifier.

The paper is organized as follows: Section 2 briefly introduces the real-time com-
pressive tracking proposed in [12]. Our method combining the above algorithms with
particle filter is presented in Section 3. Then experimental results are shown in Sec-
tion 4. Section 5 concludes the paper.

2 Compressive Tracking

A real-time compressive tracking method was proposed in [12]. In the paper, a very
sparse measurement matrix was adopted to efficiently compress features from the
foreground samples and background ones. The compression of feature is shown in
Figure 1.
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Fig. 1. Feature compression procedure, where x represents the original high-dimensional vec-
tor, matrix is a sparse random measurement matrix and f low-dimensional compressed feature

Then the tracking task was formulated as a binary classification problem with a sim-
ple naive Bayes classifier. The algorithm performs well in terms of accuracy, robust-

ness, and speed.

I 1
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Fig. 2. Main components of our proposed algorithm at the t-th frame

3 Proposed Algorithm
3.1  Compressive Tracking Based on the Particle Filter Framework

In [12], the tracking problem is formulated as a detection task. To predict the object
location in the next frame, samples are drawn from the neighborhood of the current
target location. This may cause a problem that as long as drifting problems happens,
the detection area will never cover the true neighborhood of the target which causes
tracking failure. In our paper, to predict the object location, we draw samples from the
particles. Thanks to the particle filter framework, after resampling step, there will
always exists particles around the true location of target with relatively high weights,
although maybe not the maximum weight. Once drifting happens, the target will be
found with high probability in the subsequent frames. Meanwhile, it is worth consi-
dering that the examples for updating the classifier could be sampled from the par-
ticles. Furthermore, we use classifier response as the particle weight. Particle with the
maximum classification score is determined as the object location in the next frame
and particles with relative high weights are maintained while those with negligible
weights discarded during resampling step. The main components of our algorithm are
shown in Figure 2. Details are given in the following section.
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3.1.1 Particle State Transition Model
We adopt a second-order autoregressive model

X=X, =X, - X, +U, ey

Where X, represents the current states of particles and U, the noise. It assumes

that the motion between time k and time k-1 is the same as time k-1 and time k-2. In
equation (1), we assume that the noise U . are Gaussian.

U, ~N(0.0,) 2)

where O, is the standard derivation. What should be mentioned is that when the
target moves fast, O, should be increased. When the target moves slow, O, should
be decreased. Furthermore, if O, is too large, more samples to predict will be in-
cluded which will influence the determination of the classifier. If O is too small,

particles may not cover the whole area of the target.

3.1.2 Particle Weight

We use the classifier response as the weights of particles. However the classifier re-
sponse often generates a negative value, which leads to a negative weight of a par-
ticle. Therefore, the next step is followed.

w=w-w_ 3)

From equation (3), all the weights will be positive. Then the normalization is per-
formed and particles are resampled according to the weight so that more attention will
be paid to the most likely area.

3.2 Improved Naive Bayes Classifier

The naive Bayes classifier in the compressive tracking is quite simple and its classifi-
cation power is limited. We decide to take the correct rate of classifier on each feature
into account.

We extract the expression that involve the specific feature from the overall Naive
Bayesian classifier and the expression is defined as

dy=1
P =log LYY =D @
p(v,ly=0)
If p,(1) >0, the sample is considered as positive. If p,(1) <0, the sample is con-
sidered as negative. Here we define four parameters, n: (positive examples which

are correct), n; (positive examples which are false), n_ (negative examples which

are correct), n;. (negative examples which are false). Each feature’s weight can be

defined as
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W = n +n, (5)
" nl+n_ +nj+4n;
The improved classifier
< ly=1
H)=Y w,log [Mj (6)
p p(v;1y=0)

33

The Algorithm

The pseudocode of our proposed algorithm is given below.

Algorithm. Compressive tracking based on the particle filter framework

Input: t-th video frame

1.

5.
6.

Particles resampled in the (t-1)-th frame transit according to the second-order
autoregressive model, and features with low-dimensionality are extracted from
the particles.

Use classifier in (6) to each particle, the classifier response is assigned to the

particle weight and the particle in the location 1 with the maximal classifier
response is found.

Normalize particle weights and resample particles according to weights
Sample two sets of image patches D” ={zllll(z)-1] l<a} and
D¢ ={zI{ <ll(z)-1, Ik B} with a<{<fB, where a, {, [
are three parameters that we choose according to the experimental results,

1(z) is the center location of image patch used to update the classifier and

D?, D7 represent positive and negative samples respectively.
Extract the features with these two sets of samples and update the classifier.
Calculate the correct rate of each features’ classifier on the above samples.

Output: Tracking location 1, and classifier parameters

4

Experiments

We evaluate our tracking algorithm with 3 state-of-the-art methods on some challeng-
ing video sequences. Four video sequences are presented in the Figure 3 to show ad-
vantages of our proposed algorithm over other methods. There are usually two evalua-
tion methodologies which are the center location error (CLE) and bounding box over-
lap (BBO). We adopt the CLE for quantitative analysis which is showed in Table 1,
for our algorithm is based on a fixed tracking scale and the ground truth usually a
varied tracking scale so that the BBO methodology may not reflect the experimental
results properly. Finally, our tracker is implemented in C++, which runs at 60 frames
per second (FPS) on an Intel Core 3.20 GHz CPU with 4 GB RAM.
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(a) Bolt
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Fig. 3. Screenshots of some sampled tracking results
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Table 1. Center location error. Red fonts indicate the best performance while the blue fonts
indicate the second best ones

Sequence | Our algorithm CT OAB MIL Track
Bolt 12 82 370 107
Tiger 2 10 18 26 8
Lemming 24 139 115 77
David 10 9 46 27
Average CLE 14 62 139 55

The ability to handle the drifting problem. As is known to us, the “tracking by
detection” methods suffer from drifting problems where incorrectly labeled examples
may degrade the discriminative power of the classifier and cause drift. In our pro-
posed algorithm, when the tracking box drifts, there will still be lots of particles with
rather high weights gathering around the neighborhood of the target. In subsequent
frames, those particles may get the maximum classifier response with a relative high
probability over the other non-target regions. The target player, Bolt, as shown in
Figure 3(a) is almost lost in the frame 237 in both our algorithm and the compressive
tracking because of the drastic appearance change after the finishing line. But our
algorithm actually maintains some particles around the true target. As a result, in the
frame 239, the mistake is corrected by our tracker while the traditional compressive
tracker loses the target and never finds it back. The same situation is shown in the
Figure 3(b) between the frame 149 and 151.

The improved discriminative power of the classifier. We calculate the correct rate
of the classifier on each feature after update and the overall naive Bayes classifier is
formulated as the weighted combination of each feature’s classifier, which means that
more samples are classified correctly by a certain feature’s classifier, more we can
trust on it. As shown in Figure 3(c), in the frame 229, the target is not detected pre-
cisely by compressive tracker and later in the frame 1049, the situation happens again
when the appearance of the target changes dramatically which causes tracking fail-
ures. However, in our algorithm adopting the improved classifier, the tracking result
has improved significantly.

From Table 1, our proposed tracker has the least average center location error
among some state-of-art algorithms including compressive tracking. In the video se-
quence, Bolt and Lemming, drift problem happens and causes a big center location
error in the compressive tracking while our algorithms achieve a rather good result.

5 Concluding Remarks

In this paper, we incorporate the particle filter framework into the compressive
tracking. When detecting the target in the next frame, instead of searching in a
neighborhood region of the previous loacation, we search from the particles resampled
in the previous frame and use the classifier response as the particle weight. Meanwhile,
the simple naive Bayes classifier is also modified to improve the discriminative power.
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Experiments show that our proposed algorithm has the ability to handle the drifting
problem and tracks object more robustly .
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Abstract. We present a computationally efficient architecture for image
super-resolution that achieves state-of-the-art results on images with large
spatial extend. Apart from utilizing Convolutional Neural Networks, our
approach leverages recent advances in fast approximate inference for
sparse coding. We empirically show that upsampling methods work much
better on latent representations than in the original spatial domain. Our
experiments indicate that the proposed architecture can serve as a basis
for additional future improvements in image super-resolution.

Keywords: Image Processing, Sparse Coding, Convolutional Neural
Networks.

1 Introduction

The term super-resolution in computer vision generally denotes the process of in-
creasing the resolution of a given image or a set of images. Sparse Coding, a pow-
erful dictionary learning method [1,2,3,4], was recently applied to single-image
super-resolution in a very successful way [5,6,7,8]. Hereby, the sparse code couples
two different kinds of dictionaries: One dictionary contains low-resolution atoms
and one dictionary contains high-resolution atoms. Super-resolving an image
patch is then performed in a straight-forward manner: Given the low-resolution
patch, determine its sparse code relative to the low-resolution dictionary, and
then apply this sparse code in the high-resolution generative model. Couzinie-
Devy et al. [5] apply this idea for deblurring and super-resolution by processing
each input image patch by patch. Yang et al. [6] follow a similar idea but propose
different additions for face and natural images and combine their method with
a global reconstruction constraint over the whole image. [7] and [8] take sparse
coding for super-resolution even further, working not only with two dimensional
images but processing even depth information.

Note that these approaches resolve the super-resolution problem in a very el-
egant implicit way: Upsampling the spatial data, as is necessary in the standard
super-resolution approaches like bicubic interpolation [9], is achieved indirectly
with the high-resolution dictionary. However, this entails that applying these
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methods to images larger than the training patches is cumbersome and com-
putationally inefficient. Furthermore, finding the sparse code for a given image
patch is a costly optimization problem itself and thus applying the mentioned
approaches to large images with many patches is extremely slow. Yang et al.
specify the time to enlarge a 85 x 86 image to 255 x 258 with their sparse coding
model from [6] and a reasonably chosen set of parameters as approximately 30
seconds on a Core duo@1.83 Ghz with 2GB Ram.

We tackle exactly this problem: Our proposed super-resolution architecture
leverages recent insights into fast approximate sparse coding and utilizes the
natural characteristic of the convolutional operator. In this way, we can train
our model on exemplary image patches and scale it to arbitrarily sized test im-
ages without any additional cost. We present our approach and the necessary
preliminary work in section 2. Experimental details and results are described in
section 3. Section 4 concludes with a brief outlook on future work.

2 Approach

Recently, Convolutional Neural Networks (CNN) [10] have gained a lot of atten-
tion due to their success in several large scale computer vision tasks [11,12,13].
Due to the nature of the convolutional operator, CNNs can be applied to in-
puts of arbitrary size, i.e. they are apriori not tied to the dimensionality of the
samples from the training set. This property is often overlooked (see [14,15] for
some notable recent exceptions), yet is one of the main ingredients in order to
allow the transfer of learned patch-based super-resolution to full image super-
resolution. However, the standard approach of the previously mentioned sparse
coding based super-resolution methods is now no longer applicable: The upscal-
ing of the data is encoded in the dictionary elements of these methods — this is
not possible in a straight forward manner with a convolutional based approach.

Where could upsampling of an image happen? The common approach [9] is
to upsample in the image domain. The problem of super-resolution then simply
reduces to learning an optimal deconvolutional operator. However, if one consid-
ers the latent representation of an image (i.e. the convolutional sparse codes in
our case), another option occurs: Upsampling this latent representation. Similar
to standard signal processing we hypothesize that upsampling should be per-
formed on the adaptively learned latent representation of an image and not on
its original spatial representation.

Specifically our method consists of three parts: (i) Fast convolutional sparse
coding of an input, (ii) upsampling of the sparse codes and (iii) convolutional
decoding of the upsampled sparse codes. If the upsampling method is chosen in
the right way, this architecture can be applied to inputs (i.e. images) of arbitrary
dimensions.

2.1 Fundamentals

In recent years, a wide variety of sparse coding algorithms were developed that
learn good feature representations of natural images [1,2,3,4]. A big practical
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hindrance of the standard sparse coding algorithms is that inference of a sparse
code requires running a computationally expensive optimization algorithm. Uti-
lizing the powerful approximation capabilities of neural networks, [16,17] propose
an algorithm that can simultaneously learn an overcomplete dictionary for sparse
coding and an approximator that predicts the optimal sparse representation.

Taking this idea even further [18] shows that by introducing convolutional
operators a richer, more diverse set of features is learned. The objective function
for their architecture is as follows:
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where x € R™*" is an input image, z € REX°%P is a set of K many (2d) sparse
codes (of dimension o X p each) with z;* being a version of sparse code k that
is optimal with respect to the decoder part of the loss function. D(¢) and D%
are sets of encoder/decoder filters, f is a non-linear function, * denotes convolu-
tion and |z|; is the 1 norm over all sparse codes z. The decoder part combined
with |z|; is equivalent to the standard convolutional sparse coding formulation.
The encoder tries to produce representations that are similar to the optimal
convolutional sparse codes. Given an input image, the encoder produces its cor-
responding sparse code and can therefore be seen as a single step approximator
of the iterative sparse code optimization method, outperforming it significantly
in speed.

Learning (i.e. finding D(¢) and D?) happens in an alternating manner: (i)
First, by keeping D®) and D constant, minimize eq. 1 with respect to z.
Starting from the initial value provided by f (D,(:) «z) (for all k) this can be done
with various kinds of optimization algorithms. In our experiments, we employed
the Fast Iterative Shrinkage-Thresholding Algorithm (FISTA) [19]. (ii) Second,
based on this optimal sparse code, update D¢ and D® by one step of gradient
descent.

2.2 Upsampling

Convolution produces results similar in size to its input when applied to an
image. Naively employing the architecture from eq. 1 for super-resolution can
therefore only be managed with a trick: Given a low-resolution image patch the
encoder approximates a sparse code. The decoder then uses this sparse code
to infer a high resolution of the patch center only. Super-resolving an image
is then achieved by applying this process repeatedly to different areas of the
low-resolution image followed by stacking together the results.
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However, in order to have enough information in the sparse representation for
upsampling the patch center, the filter sizes in the encoder have to be choosen
very large in relation to the low-resolution image, which usually leads to learn-
ing averaging filters only. As expected, this idea yields very poor results which
resemble only a very blurred upscaled version of the low-resolution image center.

For proper image super-resolution the model from eq. 1 requires some mod-
ifications: As already mentioned before hand, we introduce an upscaling layer
between the encoding and decoding stage of the model, working on the sparse
representation of an input:

Lzt 2t 5 DD D) W) = (2)
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where (") and (") are the low-resolution and high-resolution versions of the
input x respectively and W € RO®n) P X0ar) P ig a matrix that scales the
flattened sparse codes zj up to their high-resolution version. After applying W
the result has to be reshaped to the correct high-resolution sparse code shape
O(hr) X P(nry as denoted by ﬁ/z\k This formulation of the model allows to use
any upsampling method that is based on a linear transformation by choosing
matrix W accordingly. Note that learning D(¢) and D@ proceeds exactly as in
the original architecture from eq. 1. Figure 1 shows a graphical interpretation of
the model with input data at different stages of the pipeline.

contributions

decoder encoder
filters enlargement filters

r-image r-image
9 hr-code lr-code 9
Fig.1. On the right side, a low-resolution image is feed into the fast approximate
convolutional sparse coding module, then upscaled and finally deconvoluted. See section
3.2 for more comments with respect to this Figure.
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Albeit an arbitrarily structured matrix W would be the most flexible and
powerful approach, the upsampling matrix W must be choosen as a convolu-
tional operator itself. In our experiments, we considered four different kinds of
upscaling operations for the sparse codes: bilinear interpolation, linear shifted
interpolation, nearest neighbor interpolation and our own, non-standard, perfo-
rate interpolation. Figure 2 illustrates these methods graphically for the example
of two-fold super-resolution: It shows the convolutional weights that are applied
to a neighborhood of pixels in a low-resolution sparse code in order to generate
a pixel in the high-resolution sparse code.

Bn o bilinear linear shifted
el | rac T0[55 [52%%
0.0[0 0| [50[k%
"5 0/)25.25 34 141.25.25
Tow o .5 Ql25.25 34 14l25.25
res4 | €arest neighbor perforated

10]10 10 O
00|00 00
1010 O O
0 0j00

Fig. 2. Upsampling an image by a factor of 2: Every pixel in the low-resolution im-
age is replaced by 4 pixels, indicated by the black square in the left-most image. How
the values of these 4 pixels are actually computed depends on the specific upsampling
scheme. Here we consider schemes that utilize 4 neighboring low-resolution pixels to
compute one high-resolution pixel. To the right, we show the upsampling weights for the
4 methods mentioned in the text. Note that perforated upsampling induces addition-

ally sparsification. It crudely approximates the inverse of the widely-used maz-pooling
operator from deep CNNs [12].

3 Experiments

Most super-resolution approaches rely on datasets with very low resolutions
[6,20,21]. However, the strength of the presented model lies in its speed and
applicability to large images. Thus, we chose to train and evaluate on a dataset
that features images with very high resolutions, the Van Hateren dataset [22]. It
comprises 4167 gray scale images with 1536 x 1024 pixels each and a gray scale
depth of 12 bit. The pictures mostly depict scenes from nature or buildings. For
the training set we extracted 20 patches of size 50 x 50 at random positions
from 400 images, resulting in 8000 training samples. In order to generate the
low-resolution patches, the original ones were blurred with an anti-aliasing filter
and then down-sampled accordingly. The validation set was created in the same
way but using a different set of 100 images. And finally the test set features
100 unseen full-sized images. Training and applying the other sparse coding
based super-resolution algorithms cited earlier would not be tractable on (test)
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images of this size. We therefore compared our approach with standard super-
resolution algorithms from the image processing domain [9]: bicubic spline based
interpolation, bilinear interpolation and nearest neighbor interpolation. After
training the model from eq. 2 is finished, we further fine-tuned the complete
convolutional super-resolution model.

3.1 Training Details

To keep training time manageable the model was trained one sample (that is,
a pair of low resolution and accompanying high resolution image patch) at a
time, samples were chosen at random. The sparse codes were optimized with 5
iterations of FISTA at each training step. Less than 5 FISTA iterations decreased
the final results noticeably while more iterations didn’t have any influence on
the results but increased training time significantly. The non-linearity f (see eq.
1) is set to a soft threshold function [17]. Filters were optimized with one step
of gradient descent per model training iteration. All experiments were trained
for 1 million epochs with an initial learning rate of 2 - 10~* that decayed as

10 +(3]‘7100C;;;5000)' Finally, the model with the lowest objective function score on

the validation set was further fine tuned with a learning rate of 1 - 1076 for
another 16000 epochs.

3.2 Evaluation

There are a number of ways to evaluate the results of super-resolution: Some
papers judge the quality of the results by their Mean Squared Error per pixel
(MSE) to the ground truth [6], some use the related Peak-Signal-to-Noise Ratio
(PSNR) [23] and others rely on Structured Similarity (SSIM) as a measure of
error [20,21]. PSNR is logarithmically proportional to MSE and both can be
argued to only inaccurately represent the human understanding of better or
worse regarding the quality of an image-reconstruction. SSIM aims to tackle
this shortcoming — we therefore report both PSNR and SSIM scores in our
evaluation.

A qualitative impression of the learned architecture is shown in Figure 1:
Typical filters for both the encoder as well as the decoder are shown, in this case
for an architecture with 8 latent channels. On the left side, a super-resolved image
patch (denoted by model) is shown, computed from a low-resolution image patch
depicted at the right side. For comparison, the original (orig) high-resolution
patch and the nearest neighbor interpolation (nn) is also shown.

Table 1 shows both the PSNR and SSIM scores for the various types of la-
tent upsampling methods presented in section 2.2 (CNN-PF denotes perforated
interpolation, CNN-BL denotes bilinear interpolation, CNN-NN denotes nearest
neighbor interpolation and CNN-SH denotes linear shifted interpolation). BCI,
BLI and NNI denote the classic bicubic, bilinear and nearest neighbor inter-
polation methods in the original spatial domain respectively. K, the number
latent channels is set to 8 in all experiments: Smaller numbers (4, 6) resulted in
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Table 1. Our perforated sparse code upsampling method performs best. For a full
image from the test set the unoptimized version takes about 4 seconds, compared to
approximately 2.5 seconds for bicubic interpolation. Larger numbers are better for both
PSNR and SSIM.

CNN-PF CNN-BL CNN-NN CNN-SH CNN-LD BCI BLI NNI

PSNR 32.55 32.52 32.49 31.98 32.07  31.80 30.79 30.55
SSIM  0.946 0.945 0.942 0.941 0.944 0.935 0.922 0.913

inferior results, for larger numbers (12, 16, 32) training did not converge after
21 days and thus was stopped — FISTA proved to be the bottleneck for these
larger models. All other hyperparameters were determined via the validation set.
We also learned W (see eq. 2), which is resembled by the column CNN-LD.

Apart from the fact that CNN-PF outperforms all other approaches, in par-
ticular the widely used bicubic interpolation method, we point out the following
two observations: (i) Both bilinear and nearest neighbor interpolation methods
perform significantly better when applied to the latent representation, supporting
our original hypothesis empirically. Hence, an obvious next step is to apply bicubic
interpolation accordingly in the latent domain — however this can’t no longer be
written in the form of eq. 2 because now non-linear features need to be computed
in the sparse domain. (ii) Fine-tuning did not improve the results. We assume that
this is due to approximating FISTA with only one convolutional layer.

4 Summary and Outlook

We presented a single image super-resolution approach based on fast approxi-
mate sparse coding with convolutional neural networks. Our approach not only
outperforms state-of-the-art super-resolution methods for large images but is also
computationally efficient. As indicated by our experiments, unrolling the itera-
tive convolutional FISTA algorithm in a way similar to [24] is a very promising
future research direction. Extrapolating the observations from Table 1, latent
bicubic upsampling, or even more general upsampling methods that can be real-
ized through [25] should increase the performance of our framework considerably.
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Abstract. Magnetic Resonance images (MRI) do not only exhibit spar-
sity but their sparsity take a certain predictable shape which is common
for all kinds of images. That region based localised sparsity can be used
to de-noise MR images from random thermal noise. This paper present a
simple framework to exploit sparsity of MR images for image de-noising.
As, noise in MR images tends to change its shape based on contrast level
and signal itself, the proposed method is independent of noise shape and
type and it can be used in combination with other methods.

Keywords: Magnetic Resonance imaging(MRI), Sparse Coding, Signal-
to Noise Ratio (SNR), Additive White Gaussian Noise (AWGN).

1 Introduction

MRI is an imaging technique employed in advanced medical facilities to study
and generate images of internal structures of the human body. Most of the mod-
ern MRI machines use a super-conducting magnet to generate outer magnetic
field By. Super-conducting magnets are not permanent magnets. Instead, these
are electromagnets which means they work as magnets when electric current is
passing through them. When RF pulse is applied, it creates a transverse Radio
Frequency field. The Hydrogen atoms in human body absorb energy and go into
excitation state. Later, RF coils are used to receive RF signals. MRI can only
achieve limited Signal-to-Noise ratio (SNR) due to its physical and hardware
limitations [1]. The SNR in MRI is dependent on image acquisition time and
resolution or volume of object in spatial domain [2]. The magnetic signals are
acquired using Radio Frequency (RF) sensors and the spatial domain is mapped
into frequency data i.e. K-space. The data is collected in two channels real and
imaginary. Due to hardware issues as well as thermal noise from patient [3],
these channels get affected by Additive White Gaussian Noise (AWGN). Later,
this frequency data is converted using Inverse Discrete Fourier transform and
magnitude images are calculated using absolute values from real and imaginary
data components. During this process, the noise distribution also gets effected
and the Gaussian noise transforms into signal dependent Rician noise [4]. Man-
aging and removing noise in MRI is a difficult because the noise is dependent
on signal itself. Moreover, the noise in MRI varies spatially. The simple additive
Gaussian noise in original signal tends to vary spatially in resultant magnitude

C.K. Loo et al. (Eds.): ICONIP 2014, Part III, LNCS 8836, pp. 258-265, 2014.
© Springer International Publishing Switzerland 2014
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image. The noise in high intensity regions remains Gaussian while in low inten-
sity image regions it acts as Rayleigh distribution [1].

The idea of sparsity deals with the amount of useful information within a
signal. To construct MR image from sensors, frequency domain is used. There
is only a small amount of coefficients which is actually significant and is used to
represent the image. Whereas, others coefficients are of no use at all or they have
small significance that the effect of discarding them is negligible. This idea leads
to another domain which says that if the total useful information lies within few
significant coefficients then an image can compressed to a very high level. Two
types of sparsity are observed and hence used in image reconstruction techniques.
Strongly Sparsified data set category is the one in which most of the coefficients
are exactly zero and they are almost zero in case of weakly Sparsified data set.
The Sparsity of MRI is previously exploited by researchers for Rapid MRI [5,6].

This paper presents a noise removal method based on sparsity of MR im-
ages. In MRI, sparsity distribution or curve can be predicted to some extend
and a simple framework is defined to minimise the number of image coefficients.
Wavelets are used as sparsifying transform domain. Noisy images were spar-
sified regionally and results are presented here. This method does not try to
replace previous methods which are proposed in literature. It tries to improve
and enhance previous methods and can be used in combination with other noise
removal methods.

2 Noise in MRI

MRI machines reads signals from RF coils and captures data in frequency do-
main. These readouts have two components for each sample, real and imaginary.

S,Lg(]) = Sig'r‘eal(j) + LSigImagina'r‘y(j) (1)

Here Sig is the required signal at location j in K-space. While, Sig,cq and
Si9Imaginary are the real and imaginary components of the signal and ¢ = V-1
Due to physical factors and patient’s body temperature, thermal noise is intro-
duced in the signal which is additive white Gaussian noise. This AWGN affect
both real and imaginary component of the signal.

Sig(j) = (Sigrea(j) + Noise(j)) + t(Sigrmaginary(j) + Noise(j)) (2)

When data is in complex form Gaussian noise corrupts both real and imaginary
components. The distribution of Gaussian noise for any random variable  mean
w and variance 02 can be described as

pdf (z) = 1/(0\/271’)67(1;7“)2/202 where x € (—o00,00) (3)

This distribution shows a bell shaped distribution with a peak in center. This
noise is easy to remove and handle.

However, this raw data is not available in most of case. MRI frequency data
is converted into images using Discrete Fourier Transform (DFT). Fourier trans-
form transfer the noise into image components without effecting its shape [1].



260 F.A. Razzaq et al.

In next step, magnitude images are calculated and the complex data is dis-
carded.

m(j) = ly(j)l (4)
Now for each pixel j m(j) is combination of noise and real signal. This process
changes the shape of noise distribution and makes it Rician Distribution which
is signal dependent.

The signal dependent noise is hard to predict and remove but this is the
final form of MR image data and in most cases only magnitude images are
available. Noise removal is not only difficult in this form but also very crucial
for most of MRI application. Furthermore, noise varies spatially in magnitude
images. In high contrast or high magnitude images, it tends to take shape of
Gaussian distribution for low contrast images Rician distribution tends to shape
like Rayleigh Distribution because s becomes zero [1] .

3 De-noising MRI

The Signal to Noise Ratio of MR images is restricted by hardware and applica-
tion limitations. Thus, noise removal methods are used to enhance imaging. It
was suggested to use complex MRI data for noise removal rather than magnitude
images. This makes noise removal easy as complex data only has additive Gaus-
sian noise. However, in most real time cases complex MRI data is not readily
available [7]. One major category of such methods is based on Gaussian filter and
spatial pattern redundancy which is most often used in functional MRI(fMRI).
However, it causes blur edges. Later on to avoid these issues, edge preserving
filters were introduced into this method [8,9]. The edge preserving filters caused
missing features for the low magnitude image areas.

3.1 Wavelets Based Noise Removal Methods

Another category of de-noising methods used wavelets to exploit its multi scale
representation for de-noising. The basic procedure is to convert image into
wavelet domain, using the transformed wavelet coefficients for noise removal and
converting the de-noised wavelet data back into image. Wavelets were used in
different range of methods from thresholds to complex filtering [1,10]. A wavelets
based thresholding was applied in [11] . In another approach coefficients were
squared which made noise independent of signal and thus easily removable [1].
In another method, the multi-scale representation of wavelets was used as cor-
relation information for noise removal [10] Wiener filtering was also applied in
wavelet domain for de-noising [12]. However, wavelets based processing generates
artefacts which are dependent on the type of wavelets being used [13].

3.2 De-noising MR Images Using Local Sparsity Constraints

When images holds the sparsity condition but measured signals have noise, in
that case MR signals can be represented as
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Y() = {val +1 i g} (5)
Here 7y is the noise level at any spatial location. Due to sparsity, Y hasonly S = K/N
significant coefficients while rest are zero or nearly zero. If ¢ is a non-significant
coefficient and its value can be discarded than from sparsity point of view it only
holds noise. Whereas, if 7 is a significant coefficient it hold coefficient value with
added noise. From this sparse condition it can be concluded that I' = N — S percent
coeflicients are just noise and can be discarded or replaced by zero. Also lesser the
value of S means higher value of I" as N is a constant size of any image. I" with
a larger value means more coefficient can be discarded and noise can be reduced
further. Thus, replacing S with Sy, as it is less than S.

I'=N-5p (6)

I' is the percent of coefficients which are pure noise and have no-significant value.
The higher value of I" means more coeflicients can be discarded and less noise.
Using, local energy level estimation images were sparsified better thus making
St a lesser value and a more useful measure in terms of de-noising.

4 Methodology

This section proposes a novel method to de-noise MR images based on the fact
that MR images exhibits sparsity. Sparsity is previously used in literature of MRI
for under-sampled data [14]. In under-sampling we have missing information but
when image is fully-sampled and is corrupted by noise, it is needed to somehow
extract only information bits and discarding the rest. The proposed method
works on transform sparsity of MR images. This method basically reduces the
number of coefficients that are used to represent image based on image sparsity
information. It does not change or modify any values. It will either select a
coefficient value or will discard it completely. Thus, it can be used in combination
with other noise removal methods which estimate noise and modifies the data.
This will further enhance the quality of resultant image.The prerequisites of this
method are (a) generate regional map and find suitable threshold levels using
a reference image such that the resolution of reference image is same as images
under experimentation (b) finding sparsifying transform (c) find sparsity ratios
for each region.

Input
— Noisy image 1.

— Threshold vector 7 and respective Sparsity vector S.
— Transform operator a.
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Algorithm

— Transform [ into w using transform operator .

— Generate a region/sparsity map of input image I based on threshold vector
7 such that each element of 7 is used to generate a sub-region in transform
domain w (i.e. wavelet).

— Select S; percent highest values from 14

— Regenerate I from w.

th region and discard rest of values.

Output

— Output image with reduced noise levels.

5 Experimental Results

Literature shows that Wavelets sparsify MR images very well [14,15]. As, images
are fully sampled and sampling was done in Fourier domain. For these experi-
ments the regional sparsity of MR images is analysed in Wavelets and the regions
are also defined in Wavelet domain unlike [14,15] where the regions were defined
in Fourier domain based on Energy distribution of Fourier.

5.1 De-noising Using Local Sparsity Constraints

All the experiments that are presented in previous section are used for MR de-
noising. The experiments helped in understanding the sparsity of MR images in
Wavelets and helped in developing some generic key features which can be used
for image de-noising. The basic idea is to select limited number of coefficients
and to preserve the over-all energy shape. As, energy distribution shows same
kind of curve for all different kinds of MR images. In Fourier it shows a high
energy peak in center and low energy regions on both ends while in Wavelets
it shows high energy peak in start and low energy region afterwards. All MR
images roughly maintain this shape. Thus, it can be used as a generic feature
and can be used for image de-noising.

Different kinds of noisy images were used and experimental results of pre-
vious sections were used as reference point. For any image resolution, reference
image should have same resolution. Experiments were done on two sets of images
448x448 and 512x512. Both Fourier and Wavelets were used as sparsifying do-
mains. Firstly noisy image was sparsified using one global level. Later for Local
regions, 3 sub-regions were used for both Wavelets and Fourier. To quantify the
results SNR is used. As, we are dealing with noisy data SNR gives an estimation
of de-nosing. However, incomplete data set effects the results but both results
are presented for better understanding of the proposed method. AWGN with
different levels of o was used and added to K-space. That K-space was then
converted into magnitude images and those images were used for experiments.
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Table 1. PSNR for de-noised Image where noise ratio for AWGN is o = 10

PSNR
Noisy Image 23.1 22.517.9 24.3 17.9 20.0
Fourier 23.0 22.9 18.1 25.2 18.2 20.2
Localised Fourier 21.9 22.4 18.1 25.1 18.2 20.2
Wavelets 23.4 22.9 18.0 25.0 18.1 20.2

Localised Wavelets 24.0 25.4 19.1 27.0 18.7 21.3

Table 1 shows PSNR for reconstructed images. All the results were aver-
aged out based on image type. The noise level for this set of experiments was
o = 10. All images showed improved quality when Wavelets are used as their

PSR

Some Foar
‘Arca Under Test

(8) (h) ()

Fig.1. PSNR for De-noising methods. First row is for noise level o = 10 where (a)
is quality index for sparsifying the noisy data (b) Sparsification with Gaussian Filter
(c) Sparsification with Wiener Filter. Second row is for noise level o = 15 and (d), (e),
(f) are noisy data, Gaussian and Wiener filtered data respectively. Third row is for for
noise level o = 20.
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sparse domain. Localise wavelets showed further improvement. Images like spine
and wrist are the ones which were most effected by noise. Yet, all showed an
improvement.

Table 2. PSNR for de-noised Image where noise ratio for AWGN is o = 20

PSNR
Noisy Image 17.917.2 13.318.413.4 15.2
Fourier 18.2 17.6 13.5 18.9 13.6 15.5
Localised Fourier 17.9 17.513.518.9 13.7 15.6
Wavelets 18.2 17.5 13.5 18.8 13.6 15.5

Localised Wavelets 19.1 18.9 13.7 20.0 13.8 15.7

Table 2 shows recovered image quality when noise level is ¢ = 20. Rest of
the experimental settings and parameters remain same. As, noise level increase
the overall quality decreased but the suggested method showed improvement in
quality.

5.2 Using Wiener and Gaussian Filter

To further test the method, it was combined with other noise removal techniques.
Simple linear filtering was applied for this purpose. Two kinds of filters were
used Gaussian and Wiener. These are low pass filters for additive noise. Wiener
filter works on each image pixel based on local neighbors. Firstly, images were
sparsified using previously suggested method using Wavelets and filtered. Later,
the filters were applied without sparsifying the data and the results are compared
in both cases. Fig. 1 shows the trends of average PSNR of the reconstructed
images. Three different noise levels were used where ¢ = 10, 15and20. PSNR
showed improved quality when data was sparsified for both filtered and unfiltered
images. The graphs compares the results with and without sparsified data in six
kinds of MRI.

6 Conclusion

The proposed method use sparsity information of MR images for reducing the
number of coefficients and in effect reducing the noise coefficients. A reference
image was used to generate a sparsity map by simple threshold method. From a
noisy image, each region is substituted with zero such that it fulfils the sparsity
constraint and only the highest coefficients are selected. The experiments were
repeated for different noise levels and results showed improved SNR. Proposed
noise removal method is very basic. It can be extended for other sparse domains.
Current work used 1-D division of image. For future work this technique can be
extended with multi-dimensional sub-regions. The optimal way to define regions
for noise removal is yet to be explored. Currently it was implemented alone and
with Gaussian and Wiener Filtering. It can be extended and combined with
other more complex noise removal methods.
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Abstract. This paper proposes the use of wavelet image transformation and po-
lyphase downsampling in scalable video coding. A wavelet-based inter-frame
coding solution using the syntax and framework of both MPEG-4 H.264/AVC
and it is scalable extension, SVC. In the former codec, redundant slices are em-
ployed for coding the high frequency subbands of wavelet transformed imaged.
While in the latter codec, the wavelet subbands are arranged into separate
Coarse Grain Scalability (CGS) layers. Additionally, the paper proposes the use
of a modified polyphase downsampling in applications of scalability and error
resiliency. It is shown that the coding efficiency of the proposed solutions is
comparable to single layer coding.

Keywords: Digital Video Coding, Scalable Video Coding, MPEG.

1 Introduction

It is reported in [1] that the DCT block-based approach is suitable for coding wavelet
subbands. It was proposed to code the wavelet subbands in the base and enhancement
layer of MPEG-4 AVC/H.264 scalable video coding (SVC) [2]. The low frequency
band is coded in the base layer, the resultant quantization error and the high frequency
bands are arranged into one image and coded in the enhancement layer. Such an ap-
proach allowed for both SNR and dyadic spatial scalabilities. Both the base and en-
hancement layers are coded using the AVC intra-frame syntax. This paper extends the
reviewed work by proposing an inter-frame wavelet coding scheme in two different
coding arrangements using the framework of both AVC [3] and SVC.

For inter-frame wavelet coding, the high frequency subbands are time-variant be-
cause of the decimation process involved in the image wavelet decomposition. Thus,
translation motion in the pixel-domain image cannot be accurately estimated from the
wavelet coefficients. Complete-to-overcomplete Discrete Wavelet Transformation
(DWT) can be used to solve this problem. For instance, in [4] and [5] complete-to-
overcomplete DWT is applied to the locally decoded reference subbands. As a result,
each frequency subband ends up with 4 representations with different directions of unit
shifts. Motion estimation is then used to find a best match location in one of the four
reference representations. An extra syntactic field is needed to indicate the reference
subband representation to which the MV belongs. Clearly the complete-to-overcomplete
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© Springer International Publishing Switzerland 2014
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DWT of the reference subbands and the extra syntactical field violates the operations of
the standardized codecs. Moreover, the results presented in [5] applies the above
complete-to-overcomplete DWT in conjunction with pixel-accurate ME only. A tradi-
tional method for complete-to-overcomplete DWT was introduced in [6]. A time
domain one dimensional signal is passed through a high pass and low pass filter
followed by decimation to produce low and high frequency subbands. The original
signal is also shifted by one unit and the decomposition procedure is repeated. In
general at each decomposition level, the low frequencies are decomposed twice, with
and without unit shifting. More advanced complete-to-overcomplete DWT methods
are reported in [7] and [8].

In this paper, two solutions are proposed for interframe coding of wavelet coeffi-
cients. The first solution employs the redundant pictures of the AVC framework for
the coding of wavelet subbands, while in the second solution, the wavelet subbands
are coded in the enhancement layers of a SVC codec.

The paper is organized as follows. Section 2 introduces the proposed solution of
using redundant pictures for video scalability. Section 3 introduces the proposed solu-
tion of using wavelet subbands with scalable video coding. Section 4 introduces the
proposed polyphase downsampling approach to scalability. The experimental results
are introduced in Section 5 and Section 6 concludes the paper.

2 Proposed Redundant Pictures Approach to Scalability

The AVC standard introduced the use of redundant pictures (or redundant slices) as
an error resiliency tool. The idea is to allow the encoder to repeat the coding of a pri-
mary picture (or part of it) in a redundant picture syntax element. In case of transmis-
sion errors the decoder can choose to decode the redundant picture to conceal the
error and alleviate picture drift. This paper proposes the use of the redundant pictures
for the coding the high frequency wavelet subbands. The low frequency subbands on
the other hand are coded using the primary picture syntax element. Note that the AVC
standard indicates that a compliant decoder does not have to decode redundant pic-
tures. Therefore, the proposed coding arrangement does not violate the standard in
this regard.

In this arrangement, if a video server streams the primary pictures only then a low
spatial resolution of the original video is received. This is fully compliant with any
AVC decoder. On the other hand, if the server streams both the primary and redun-
dant pictures then a scalable decoder will be able to reconstruct the video at a high
spatial resolution.

The first stage of this solution is a pre-process in which the input images are trans-
formed into the wavelet domain. High frequency subbands are then rearranged and
coded as redundant pictures. This is illustrated in Figure 1 below. The rearrangement
of high frequency subbands is necessary to guarantee that similar subbands are
predicted from each other thus increasing the efficiency of motion estimation and
compensation.
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Fig. 1. Arrangement of wavelet subbands into primary and redundant pictures in the AVC
framework

In the pre-processing it is also important to round and shift the mean of wavelet
coefficients such that they can be represented with unsigned short data types. In this
implementation and with one level of wavelet decomposition, the coefficients are
represented by 10 bits only. The AVC implementation can be configured accordingly.
Note that the rounding causes an imperfect reconstruction of the wavelet coefficients.
Nevertheless it was noticed that loss in image quality is negligible. Empirically, the
reconstructed rounded images have a PSNR of around 50 dB.

In the AVC coding stage, the standard specifies that primary pictures cannot be
predicted from redundant ones. And a redundant picture cannot be predicted from its
primary picture as well. Referring to Figure 1, clearly the prediction of say HL, (the
subscript refers to the time index of the input image) from LLis useless and the AVC
coder will decide to perform an intra-frame coding instead. The rest of the high fre-
quency subbands in this case i.e. HL; and HL, will be efficiently predicted from each
other. Upon decoding, an extra post-process is required in which the decoded high
frequency subbands and the decoded primary pictures are regrouped and inverse
transformed into the higher spatial resolution.

3 Proposed Scalability Solution Based on Wavelet Subbands

In this proposed solution, the SVC scalable framework is used to encode both the low
and high frequency subbands. The input images are DWT, rounded and mean shifted
as in the aforementioned redundant pictures solution. The low frequency subband is
coded as a base layer in this case. The high frequency subbands on the other hand are
coded in separate SVC enhancement layers as illustrated in Figure 2 below.
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Fig. 2. Arrangements of wavelet subbands into 4 SVC layers

The SVC standard specifies that the spatial resolution of the enhancement layers
can be greater than or equal to the spatial resolution of the base layer. In this case the
upsamling filter of interlayer prediction is disabled and the deblocking of the base
layer is omitted because the block boundaries between the layers are already aligned.
Thus the arrangement of Figure 2 above is syntax friendly.

The prediction of high frequency subbands will naturally be intra-layer as opposed
to inter-layer prediction. Nevertheless the vertical prediction lines in the figure indi-
cate that other prediction modes can be applied. The SVC standard specifies a number
of inter-layer predictions such as prediction of motion fields, prediction of MB parti-
tioning, MB coding modes and so forth.
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Fig. 3. Interpolation of input images prior to DWT and AVC coding
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In comparison to the previous redundant picture solution, the perdition of high fre-
quency subbands in the enhancement layers is continuous and does not suffer from the
aforementioned problems where third of the redundant pictures have to be either intra
coded or predicted from a primary picture which is the LL subband in this case. Hence
more efficient coding is expected as illustrated in the experimental results section.

In this solution we also experiment with spatially interpolating the input images
prior to DWT in an attempt to increase the correlation between the same frequency
subbands across different images. The pre-processing, coding and post processing of
such a system is illustrated in Figure 3 below.

On the other hand in an attempt to reduce the bitrate generated by the high fre-
quency band, an opposite solution can be thought of. Such bands can be spatially
decimated prior to coding. However this arrangement will in some cases affect the
efficiency of motion estimation and compensation. The pre-processing, coding and
post processing of such a system is illustrated in Figure 4 below.
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Fig. 4. Decimation of wavelet subbands prior to SVC coding

4 Proposed Polyphase Scalability Solution

One potential drawback of the proposed inter-frame wavelet solution suing the AVC
redundant pictures is that it defeats the purpose of error resiliency. Thus one can think
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of an alternative solution in which redundant pictures can be used for both error resi-
liency and spatial scalability. The solution is based on polyphase downsampling
which is usually used in Multiple Description (MD) coding [9,10,11].

In [12] a source video is polyphase down sampled and fed into separate AVC cod-
ers. The paper then focuses on transmission errors and proposes different concealment
solutions and post processing to attenuate visual effects related to MD coding and
transmission errors.

In this work we propose the use of polyphase downsampling as a scalability and er-
ror resiliency tool. One of the polyphase down sampled images (or descriptors) is used
as a primary image within the AVC framework and the rest of the descriptors are used
as redundant pictures. The redundant pictures can serve as an error resiliency tool be-
cause their visual content is very similar to the primary pictures. Likewise the redun-
dant pictures can be used for enhancing the spatial scalability of the primary pictures.

For completeness, the concept of polyphase down sampling is illustrated in the
Figure 5.

W wi/2
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Fig. 5. lllustrating the concept of image polyphase downsampling.

A scalable solution based on such descriptors suffers from aliasing artifacts in the
primary pictures (or base layer in this case) due to the lack of image filtering prior to
down sampling. Hence this work proposes to replace the first descriptor (indicated by
the ‘A’ samples) by the average of the four descriptors A, x, 1 , O. This will provide
a filtered and downsampled base layer which can be coded using the AVC primary
pictures. Again, the rest of the descriptors are coded using redundant pictures. If all
the descriptors are decoded then the original samples of the base layer descriptor can
be recovered from the decoded average (in the primary pictures) and the ‘x’, ‘I’ and
‘O’ samples decoded from the redundant pictures.

For an alternative approach for filtering, an adaptive average can be used based on
localized edge detection. In this case the ‘A’ samples are averaged with a predictor ‘y’
defined as:

y = max(x, 1) if O > max(x, 1) or €))
y =min(x, 1) if O <min(x,1) or
y = X+1-O (otherwise)



272 T. Shanableh

Both methods of averaging and adaptive averaging generates similar results. How-
ever, it was noticed that the upsamling quality of the latter approach generated a high-
er PSNR (around 2 dB).

Figure 6 below visually shows the results of the proposed polyphase downsam-
pling in comparison to the traditional approach. The aliasing artifacts on the back-
ground edges are evident in the descriptors generated from the ‘x’, I’ and ‘O’ sam-
ples. However such aliasing affects are greatly attenuated in the averaged descriptor.

Figure 7 illustrates that similar to the inter-frame wavelet solution, the descriptors
can be arranged into primary and redundant pictures in the AVC framework following
the arrangement illustrated in Figure labove. Notice that similar descriptors are
grouped into one redundant picture group thus rendering the motion compensation

process more efficient.

~

Puinzry nnage sdundanl piclures

(Average of all descriptors)

Fig. 7. Arrangement of image descriptors into primary and redundant pictures

5 Experimental Setup and Results

The experimental results used the following software; the JM reference software for
(AVC) [13] and the JSVM reference software for SVC [14]. Both reference software
are available on HHI institute, image and video coding website.

Figure 8 compares between the rate distortion curves of the proposed solutions
against AVC single layer coding. Three test sequences are used; Crew and Harbour
with a spatial resolution of 704x576 and IntoTree with a spatial resolutions of
1920x1080.

It is shown in the figure that in some cases the proposed inter-frame wavelet SVC
solution outperforms single layer coding. In other cases, the proposed solution was
slightly inferior to single layer coding. The figure also shows that the proposed SVC
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solutions slightly outperform the inter-frame wavelet coding based on redundant pic-
tures (In the figure this is referred to as ‘Proposed RP. AVC’). As mentioned pre-
viously, this is due to the fact that a redundant picture preceded by a primary picture
will not be inter-frame coded. Again such pictures count for third of the redundant
pictures.

Figure 9 on the other hand presents the results using the interpolation and decima-
tion ideas of Figures 3 and 4 above. As for decimating the high frequency subbands
prior to coding, the figure shows that a gain in PSNR was achieved for the Crew but
not the Harbour sequence. This can be justified as follows. The Crew sequence is less
spatially active than Harbour thus, the coarse representation of high frequencies by
means of decimation means that more bits can be allocated to the low frequency band
and therefore enhancing the overall image quality. In contrast, coarsely representing
the high frequencies of the spatially active Harbour sequence has a counter effect on
image quality.

Moreover, the figure shows that implementing the interpolation solution of Figure
3 above the opposite effect is observed. The Harbour sequence benefited from such a
solution and the overall PSNR was higher than the proposed SVC solution. In conclu-
sion it seems that the use of the interpolation and decimation techniques should be
adaptive according to the spatial activity of the image content.
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6

Conclusion

This work proposed a number of novel arrangements for scalable video compression. It was
proposed to high wavelet frequency subbands as either redundant pictures using AVC or scala-
ble layers using SVC. It was shown that the latter provided higher prediction efficiency for
coding the high frequency subbands. It was also shown that depending on the spatial activity of
a given image the high frequency subbands can be decimated for bitrate reduction. On the other
hand interpolating the images prior to DWT increased the correlation between subsequent sub-
bands leading to higher prediction efficiency in sequences with high spatial activities. Lastly a
framework for a solution based on modified polyphase downsampling was proposed. It is antic-
ipated that such an approach can achieve both spatial scalability and error resiliency.
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Abstract. The application of image enhancement technology to Wireless
capsule Endoscopy (WCE) could extremely boost its diagnostic yield. WCE
based detection inside gastrointestinal tract has been carried out over a great ex-
tent for the seek of the presence of any kind of etiology. However, the quality of
acquired images during endoscopy degraded due to factors such as environmen-
tal darkness and noise. Hence, decrease in quality also resulted into poor sensi-
tivity and specificity of ulcer and diagnosis. In this paper, a method based on
color image enhancement through geometric mean filter and gamma correction
is proposed. The developed method used geometric mean filtering to reduce
Gaussian noise present in WCE images and achieved better quality images in
contrast to arithmetic mean filtering, which has blurring effect after filtration.
Moreover, Gamma correction has been applied to enhance small details, texture
and contrast of the images. The results shown improved images quality in terms
of SNR (Signal to Noise Ratio) and PSNR (Peak Signal to Noise Ratio) which
is beneficial for automatic detection of diseases and aids clinicians to better vi-
sualize images and ease the diagnosis.

Keywords: Wireless capsule endoscopy (WCE), image enhancement, geome-
trical means filter, gamma correction.

1 Introduction

Wireless Capsule Endoscopy (WCE) is a recent technique (approved by Food and
Drug Administration (FDA) in 2002)[1] that allows clinicians to inspect gastrointestin-
al (GI) tract. Earlier imaging modalities such as upper gastrointestinal endoscopy, co-
lonoscopy, and push enteroscopy allowed examining the stomach, duodenum, colon
and terminal ileum. However, these techniques are long procedures as they require
preparation of the patient and are painful. Moreover, most of small intestinal parts
could not be observed without performing surgery that is invasive [2, 3]. In 2000,
a short paper published in nature [4] introduced an advanced form of endoscopy,

C.K. Loo et al. (Eds.): ICONIP 2014, Part III, LNCS 8836, pp. 276283, 2014.
© Springer International Publishing Switzerland 2014
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i.e. WCE, designed by the company Given Imaging® [5]. The apparatus employs re-
modeling diagnosis process for GI tract and visualizes entire small intestine without
sedation, pain or air insufflation. Hence, as the technology is not invasive, it has been
promptly adopted by many practitioners and hospitals. Up to now, WCE has been used
to detect many diseases [6-8] like small intestinal blooding, Crohn’s diseases, ulcers,
tumors, vascular lesions and colon cancers. It has also been reported by Given
Imaging® that over 1,000,000 patients worldwide have already enjoyed the benefits of
this device.

Fig. 1 describes WCE pill-shaped device including short-focal-length CMOS
camera, light source, battery and radio transmitter. It is swallowed by the patient after
about 12 hours fasting. This miniature device propelled by peristalsis of GI tract
begins to work and record images at 2 frames per second while moving forward along
the GI tract. At the same time, images are sent to a data recorder attached to the
patient’s waist wirelessly.

Antenna
(]

@405 image
D N
; I I B
sic mﬂﬂ LED

S

transmitter White

Wireless Capsule Endoscope

Fig. 1. Wireless capsule endoscopy capsule and its component [9]

The whole inspection process takes about 8 hours, before the image data can be
processed. Finally, a physician performs analysis by watching the recorded data in the
form of either video or images. However, the diagnosis process is time-consuming
due to the huge amount of data (about 50,000 useful images per inspection). There-
fore, the diagnosis is not a real-time process, making this situation a potential break-
through for off-line post processing and computer aided detection.

Although clinical findings on WCE are encouraging, there still remains for a large
gap for improving the automation [10]. For example, to reduce the image acquisition
time, Olympus has been investigating a new generation of WCE such as self-propel
capsule endoscopy [11]. One of the great challenges with the present WCE system is
the image’s quality. Qualities of WCE images are not ideal due to the following rea-
sons. First, in order to reduce the communication bandwidth and save power, WCE
images are not very clear due to high compression ratio [8]. Secondly, though CMOS
image sensor has advantages of low power consumption and superior integration, the
image quality it produced is not as good as that of CCD imagers [12]. Furthermore,
the resolution of WCE image is only 256x256 due to volume limitation of encapsula-
tion, especially power limitation, whereas traditional endoscopy has a superior
performance on this aspect since no power limitation exists. Moreover, bad imaging
conditions such as low illumination and complex circumstances in the GI tract will
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further deteriorate the quality of produced images. Finally, the short-focal-length
camera pictures a low depth of focus, i.e. effects of depth will produce blurring.

The proposed method aims at enhancing the WCE images in order to improve the
low illumination problem, sharpening the blurred parts and reduce the noise.. For the
purpose of computer aided design (CAD) to ease the diagnosis of physicians [13],
image filtering to reduce noise and gamma correction to enhance contrast of target
images has been studied. Moreover, this method focused on local property of WCE
images, leading to details enhancement. Results exhibit better performances of en-
hancement than conventional methods so as to assist diagnosis of physicians.

In the next Section is dedicated to the review of image enhancement techniques for
noise removal and contrast enhancement. Methodology will be presented in Section 3
along with qualitative assessment. Section 4 provides experimental results and valida-
tion of the proposed methodology for real WCE sequences. Finally, Section 5 con-
cludes the paper and presents future works.

2 Methods for Noise Removal and Contrast Enhancement

Noise removal is the process of removing noise from the image. Noise reduction
techniques are conceptually very similar, regardless of the image being processed.
However, a prior knowledge of the characteristics of the expected images gives better
inference on the type of noise and eases the implementation of noise removal tech-
niques. Mostly, the encountered noise in the acquired data exhibits a Gaussian-like
distribution. Gaussian noise is characterized by his additive and zero-mean distribu-
tion property. Basically, the zero-mean property of the distribution allows such noise
to be removed by locally averaging pixel values [14].

Contrast enhancement techniques improve the perception of objects in the scene by
strengthen the brightness difference between objects and background. Contrast en-
hancements are typically performed as a contrast stretch followed by a tonal en-
hancement, although these could both be performed in one step. A contrast stretch
improves the brightness differences uniformly across the dynamic range of the image,
whereas tonal enhancements improve the brightness differences in the shadow (dark),
midtone (grays), or highlight (bright) regions at the expense of the brightness differ-
ences in the other regions.

2.1  Geometric Mean Filtering

Additive white Gaussian noise is a standard model which is present in WCE images. It
is an idealized form of white noise, which is caused by random fluctuations in the signal
[15] in color cameras where more amplification is used in blue channel other than green
and red channel. While facing Gaussian noise, each pixel of the image will be affected.

Noise is an unavoidable side effect. Fig. 2 describes the filtering process. It sepa-
rates the red, green and blue channels. It is followed by introducing a gain to compen-
sate the attenuation resulting from the filter. Each filtered channel is then combined to
form resulting colored image.
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Geometric mean filter replaces the colour value of each pixel with the geometric
mean of colour pixel values from a larger region surrounding it, based on filter size
(3x3 or 5x5) and yields a stronger filter effect. The geometric mean filter performed
better than conventional methods such as arithmetic filters to remove Gaussian type
noise and preserve edge features [16].

Filter for RED Gain
> [ band —»
Input Image Filtered Image
Filter for Gain
— GREEN band —>
Filter for Gain
BLUE band

—»

Fig. 2. Filteration of three band separately

Geometric filter is a simplest form of mean filter. Let’s S,, represents the set of
coordinates in a sub-image window (neighborhood) of size m x n where m and n are
equal, centered at point (X, y). The local image function f(x, y) is filtered image and
g(s,t) is input image. In Geometric mean filter each restored pixel is given by the
product of the pixels in the sub-image window, raised to the power 1/mxn as de-
scribed in (1).

f(x, y)=[n(s,t)e Sxy g(s,t)] "™ (1

The purpose is to produce more objective images (ideally noiseless) for particular appli-
cation than the original images and hence, increase the accuracy of further algorithms,
making them more similar to the characteristics of human visual recognition system.

2.2  Gamma Correction

For color space transformation, the absolute separation between chrominance and
luminance components is not achievable due to the cross talk of colour channels,
i.e. colors are correlated. Compared to the above methods, gamma correction method
has some advantages to overcome the effects of light distortion. However, it is often
difficult to select suitable gamma values without a prior knowledge about illumination
and the texture details are often lost because of over correction [17, 18]. Moreover,
the varieties of images greatly challenge the performance of the traditional Gamma
Correction Model (GCM) in applications.[19]
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Gamma correction is a nonlinear operation used to encode the luminance in im-
age systems. Gamma correction can be described for simple model, as follows:

Vout:AViny (2)

Where V;, is the input original image, V,, is the output corrected image and A is a
constant used as a gain. Input and output values are non-negative real values; in the
common case of A = 1, inputs and outputs are typically in the range 0-1. A gamma
value y < 1 is sometimes called an encoding gamma and the process of encoding with
this nonlinear compressive power-law is called gamma compression; conversely a
gamma value y > 1 is called a decoding gamma and the application of the nonlinear
power-law is called gamma expansion.

3 Methodology

3.1 Image Samples

In this paper, 11 annotated WCE images were taken for pre-processing from
http://www.capsuleendoscopy.org website. These images have been labelled by ex-
perts to be used as gold standard during analysis. They labelled ulcerated and bleed-
ing areas in each frame. We used these images along with more image samples for
validation purpose in further experiment. Fig. 3 shows some samples of WCE images.
Image 1 and image 4 have ulcerations highlighted by the blue ellipses whereas image
2 and 3 has bleeding underlined by the yellow ellipses.

23 Feb 07

Ulcerated
Area

Bleeding

PillCam® SB

PillCam® SB PillCam® SB

Fig. 3. Sample of WCE images
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3.2 Image Enhancement

For image enhancement (see Fig. 4), filters such as geometric, harmonic mean and
laplacian have been applied to improve the contrast. These WCE images have Gaus-
sian noise, so mean filters are more suitable to remove this noise. Contrast stretching

is performed by gamma correction of images after filtration, according to the method
described in Section 2.

Acquire Apply Contrast Final
original Image filteration stretching using processed
method gamma Correction output Image

Fig. 4. Flow Chart of Image Enhancement process for WCE Images
3.3  Qualitative Analysis

To measure the quality degradation of an available distorted image with reference to
the original image, a class of quality assessment metrics called full reference (FR) is
considered. It can perform distortion measure having full access to the original image.
The quality assessment metrics are estimated through computation of MSE (mean
square error), RMSE (root mean square error), SNR (Signal to noise ratio) and PSNR
(peak signal to noise ratio) using their standard formula for imaging.

4 Results and Discussions

Fig. 5 shows SNR and PSNR for the 11 reference images before and after noise remov-
al. Here, SNR; illustrate output before filtration and SNR; after filtration. One can ob-
serve that SNR is increased, showing improvement in the quality of resulting images.

The size of the images used was 576x576 and the noise parameter was compared
using SNR and PSNR. The 11 sample images are not taken from only one capsule
endoscopy. Hence, the variations depicted in Fig. 5.
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Fig. 5. SNR and PSNR, before (red) and After Filtering (green)
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In Fig. 6, we can visualize effects of geometrical mean filtering and gamma cor-
rection at experimental level. The image on the left side is original WCE image with
noise which is filtered by geometric mean filter to reduce noise and finally gamma
correction is used to enhance contrast. Each pixel value has been changed as per suit-
able procedural filter, leading to more refined output images. If we visualize final
images, we can see clearly more erythema patches which are not that clear in original
image. Noise reduction also helps to make image quality better. It helps to visualize
more villi pattern which can help for more accurate diagnosis.

Ulcer Area

Original i Geometric mean filtered image Gammma correction filter

%3Feb 07 9 05:31:24 23 Feb 07 §05:31:24
GK

PillCam®SB

Fig. 6. Original Image (left), Geometric mean filtered image (centre) and gamma corrected
image (right)

5 Conclusion

An image enhancement method based on geometric mean filtering and gamma correc-
tion has been proposed. Geometrical mean filtering and gamma correction methods
contribute enhancement to image smoothing and contrast enhancement. The method
tends to lead in more enhanced image quality for WCE images where we can visual-
ize intestinal surface clearly to distinguish between normal and abnormal regions.
Outcome of resulting images has been discussed with medical experts from Universi-
ty of Malay Medical Center with positive feedback. Above results show that the en-
hancement method can filter noise and increase the contrast ratio of the target image
which is beneficial for feature extraction, points matching and vision measurement.
This result can be further used to detect diseases such as ulcer and bleeding in WCE
images using segmentation and classifiers.
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Abstract. Currently collaborative filtering is widely used in recom-
mender systems. With the development of idea of deep learning, a lot
of researches have been conducted to improve collaborative filtering by
integrating deep learning techniques. In this research, we proposed an au-
toencoder based collaborative filtering method, in which pretraining and
stacking mechanism is provided. The experimental study on commonly
used MovieLens datasets have shown its potential and effectiveness in
getting higher recall.

1 Introduction

With the explosion of information on the Internet, people relied on more and
more recommender systems to solicit suggestions and/or make decisions, thereby
solving the information overload problem. A lot of recommendation related tech-
niques have been proposed and a notable one is collaborative filtering [1], which
is widely lauded as a practical method for providing recommendations by utilis-
ing users’ preference history to predict future preference. Generally, algorithms
for collaborative filtering can be roughly divided into two general classes, i.e.,
memory-based and model-based approaches. Memory-based methods try to pre-
dict users’ preference based on the ratings by other similar users, while model-
based methods mainly rely on a prediction model by using Clusetering, Baysesian
network and etc [3].

Currently, with the development of concept of deep learning, a new research
area and has proven its success in speech and image recognition [4], researchers
started to try to employ the inspiration of deep learning into collaborative filter-
ing based recommender systems. For example, Salakhutdinov et al. proposed an
approach employing Restricted Boltzmann Machines (RBM) [12] and Georgiev
et al. further extended the original RBM-based model to a unified non-IID frame-
work [5]. Truyen et al. explored joint modelling of users and items for collab-
orative filtering, but inside is an unrestricted version of Boltzmann Machines
(BMs) [10]. Oord et al. used deep convolutional neural networks to provide mu-
sic recommendation [9]. Gunawardana et al. described a tied Boltzmann Machine
combining collaborative and content information [7].

Deep learning is also called feature learning due to its powerful ability to learn
feature representations automatically. Besides, deep models can learn high-order
features of input data which may be useful for recommendation as indicated in
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[12]. Inspired by previous work, in this research we tried to employ another neural
network model, autoencoder, into the collaborative filtering task. Experimental
study on commonly used datasets is also conducted to present its potential and
effectiveness.

The rest of the paper is organised as following. Section 2 will introduce the
related work about collaborative filtering models and basic autoencoder. Then
a modified autoencoder based collaborative filtering model will be illustrated
in section 3. Section 4 will discuss the experimental study and Section 5 will
conclude this paper and point out possible future work.

2 Related Work

Early approaches for collaborative filtering assume that similar users have sim-
ilar interests, i.e., nearest neighbourhood based methods, which is normally
called memory-based approaches. However, memory-based approaches do not
scale well because they require access to the ratings of the entire set. Further-
more, there is another challenge that ratings are severe sparse making memory-
based approaches perform unsatisfied. To overcome this challenges, model-based
approaches such as singular value decomposition (SVD) have been proposed [6].
However, application of matrix factorization to sparse ratings matrices is still a
non-trivial challenge. As such, Hoffman proposed a formal statistical model of
user preferences using hidden variables over user-item-rating triplets [8].

Except for memory-based and model-based approaches, recently an alterna-
tive methods using idea of deep learning has been attached much importance.
Among them autoencoder is a widely used deep learning model. Suppose we
have only unlabelled training examples set {x(l),x(z),...}, where () € R". An
autoencoder neural network is an unsupervised learning algorithm that applies
backpropagation, setting the target values to be equal to the inputs. Le., it uses
y@ = 2 as shown in Fig. 1.

The autoencoder tries to learn a function hywp(x) = z. In other words, it
is trying to learn an approximation to the identity function, so as to output &
which is similar to x. By placing constraints on the network, such as limiting the
number of hidden units, interesting structure can be discovered about the data.
For instance, if some of the input features are correlated, then this algorithm
will be able to discover some of those correlations.

3 Autoencoders for Collaborative Filtering

3.1 Modeling User-Item Ratings

Suppose there are N users, M movies and integer ratings from 1 to K. An
important problem in applying autoencoders to movie ratings is how to cope
with the missing ratings efficiently. We cannot simply substitute missing values
with 0 because the model will think that user give a rating of 0 and learn the
negative preference, which is not the truth. In this paper we use a different
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autoencoder for each user, as shown in Fig. 2. Every autoencoder has the same
number of hidden units, but an autoencoder only has input units for the movies
rated by that user. As a result an autoencoder has few connections if that user
rated few movies. Each hidden unit could then learn to model a significant
dependency between the ratings of different movies. Each autoencoder only has
a single training case, but all of the corresponding weights and biases are tied
together. If two users have rated the same movie, their two autoencoders must
use the same weights between the softmax input/output units for that movie and
the hidden units. To simplify the notation, we will now concentrate on getting
the gradients for the parameters of a single user-specific autoencoder. The full
gradients with respect to the shared weight parameters can then be obtained by
averaging over all N users.

Input layer Hidden layer Output layer
K K-1 2 1

Layer Lj

Layer Lg

Layer L;

Fig. 1. Architecture of autoen- Fig.2. An user-specific autoencoder for collabora-
coder tive filtering

Learning. Suppose a user rated m movies. Let a(!) be a K x m observed binary
f(l) = 1 if the user rated movie i as k and 0 otherwise.
We also let a§2), j=1,...,F, be the values of hidden variables. Here we choose
activation function to be the sigmoid function. In feedforward step, the only
difference is that because the output layer is of the same structure as the input

layer, we compute the output unit af(3) as:

k(2) (2) | k(2
K(3) _ f(ijij( )a§)+bi()) (1)
i k(2) (2) | k(@)
Xk f(Zj wij( )a§ ) +bi( ))

indicator matrix with a

where wf ) denotes the weight associated with connection between a§»2) and

af(s), bf(z) is the bias of af(‘?). The denominator is the normalisation term which
; k(3) _

insures >, a;" = 1.

In backpropagation step, for a single training example (z, y), we define the

cost function J(w, b; x, y) to be squared-error function. Then given a training set
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of m examples, we define the overall cost function as:
Twb)= LS g bt )+ ) . 2
) m Z ) b 9 2

The first item in the definition of J(w,b) is an average sum-of-squares error
term. the second term is a regularization term (also called a weight decay term)
which tends to decrease the magnitude of the weight and helps prevent overfitting
problem. Our goal is to minimise the total cost function J(w,b). Here we train
our autoencoder using batch gradient descent.

Making Predictions. Given the training set of one user and a new query item
¢, we can initialise the input layer of the autoencoder with known ratings and
carry out feedforward step. Specific units as(g) in the output layer represents the

probability which item ¢ will be rated value k. As such the expected rating for

item ¢ is computed as:
rq = Z k- a’;(g). (3)
k

3.2 Initialisation of Parameters

As the optimisation problem of neural networks is nonconvex, the standard way
to train autoencoders using backpropagation to reduce the reconstruction er-
ror is difficult to optimise the weights. Autoencoders with random small initial
weights typically find poor local minima. A popular solution to this problem is
greedy “pretraining” procedure. In this paper we use a two-layer network called
Restricted Boltzmann Machine (RBM) to pretrain autoencoders. A RBM is a
specific type of undirected bipartite graphical model consisting of two layers of
binary variables: hidden and visible with no intra-layer connections. Training an
autoencoder with RBM pretraining takes the following steps:

1) Train a RBM with analogous structure of autoencoder using input data.

2) Use the trained parameters of RBM to initialize corresponding weights and
biases of autoencoder.

3) Fine-tune the weights using Backpropagationfor for optimal reconstruction
of each user’s ratings.

The key idea is that the greedy learning algorithm will perform a global search
for a good, sensible region in the parameter space [11]. Therefore, with this
pretraining, we will have a good data reconstruction model. Backpropagation is
better at local fine-tuning of the model parameters than global search. So further
training of the entire autoencoder using backpropagation will result in a good
local optimum.

3.3 Deep Generative Models

A stacked autoencoder is a neural network consisting of multiple layers of autoen-
coders in which the outputs of each layer is wired to the inputs of the successive
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layer. A good way to obtain good parameters for a stacked autoencoder is to
use greedy layer-wise training [2]. To do this, first we train the first layer on raw
input to obtain parameters and transform the raw input into a vector consisting
of activation of the hidden units. The second layer is then trained on this vector.
Repeat for subsequent layers, using the output of each layer as input for the
subsequent layer. While training each layer, we can also use RBM pretraining
method to get better local optimum as mentioned in the previous subsection.

This method trains the parameters of each layer individually while freezing
parameters for the remainder of the model. To produce better results, after
training phase is complete, fine-tuning using backpropagation can be used by
tuning the parameters of all layers are changed at the same time.

A stacked autoencoder enjoys all the benefits of any deep network of greater
expressive power. Further, it often captures a useful hierarchial grouping or part-
whole decomposition of the input. The first layer of a stacked autoencoder tends
to learn first-order features of the raw input. Higher layers tend to learn even
high-order features corresponding to patterns of previous-order features.

4 Experiments and Discussion

4.1 Datasets and Evaluation Metrics

We evaluated the above-described autoencoders on two MovieLens datasets,
which are commonly used for evaluating collaborative filtering algorithms.

The first dataset (MovieLens 100k) consists of 100,000 ratings for 1,682 movies
assigned by 943 users, while the second one (MovieLens 1M) contains one million
ratings for 3,952 movies by 6,040 users. Each rating is an integer between 1
(worst) to 5 (best). For both datasets, we use 80% to make training set and
others to be testing set.

To evaluate the proposed method, we use both mean absolute error (MAE)
and root mean squared error (RMSE). MAE measures the deviation of the pre-
dicted values p; from their true ratings r;, which computes the absolute difference
over all N pairs. Compared with MAE, RMSE gives more weights for prediction
with bigger errors. The evaluation rules are in the following form:

N . N o o)2
MAE = 2i=1 |JGZ Pi RMSE:\/Zz:l(Z i) (4)

4.2 Results and Discussion

Fig. 3 shows the dependency of MAE on the number of units in the hidden
layer when the autoencoders are trained for 200 epochs. We can see that models
get lower MAE values with the increasing number of hidden units, which is
not obvious after hidden units are more than 120. It can be imagined that
overfitting will become an issue with continuously increasing number of hidden
units. Next, Fig. 4 shows the dependency of MAE on the number of epochs when
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the autoencoders are trained for 100 hidden units. The curve is similar to the
previous one. After the number of training epochs is larger than 250, the MAE
value stays relatively stable. Training epochs needed to acquire stable MAE can
be different if learning rate is changed or with stochastic gradient descendent.
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Fig.3. Dependency of MAE on Fig.4. Dependency of MAE on
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We further compared the prediction quality achieved by different methods
using the MovieLens 100k and 1M datasets, respectively. Apart from the au-
toencoders described before, other collaborative filtering approaches based on
nearest neighbours, SVD and RBM are included.

Table 1 shows the MAE and RMSE values of some basic models and autoen-
coder models on both datasets. From the results on MovieLens 100k, it can be
seen that autoencoders without pretraining do not perform well enough, while
RBM-pretrained autoencoders have similar performance with nearest neighbors
and SVD models. Besides, the results of stacked autoencoders are slightly supe-
rior to autoencoders. But the gap is not obvious.

Evaluation measures on MovieLens 1M are shown on the right side. Apart
from that models perform better than those on MovieLens 100k, the trend of
results do not have big differences.

Finally, experiments are made to test the overlap degree between recom-
mended user-movie sets from autoencoders and other CF models. We define
recommended movie as that whose predict and real ratings are both higher
than 4. Under this condition, the prediction is precise and users have positive
references over these movies. Statistical data on MovieLens 100k are shown in
Table 2.

USER-BASED & AUTOENCODER represents the intersection of recom-
mended user-movie sets between user-based CF model and autoencoder model.
Comparing the first, fourth and fifth row, we can find that there is still a large
number of recommended movies beyond the intersection. Same phenomenon ap-
pears between autoencoders and other CF models.

After investigating the experimental result, some interesting findings can be
revealed:
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Table 1. Prediction Quality on MovieLens Dataset

MovieLens 100k MovieLens 1M

CF Model RMSE MAE RMSE MAE
USER-BASED CF 0.937 0.736 0.915 0.709
ITEM-BASED CF 0.932 0.732 0.901 0.698
SVD 0.940 0.737 0.893 0.684
BIASED-SVD 0.926 0.721 0.887 0.681
RBM 0.953 0.752 0.918 0.710
AUTOENCODER(NO PRETRAINING) 1.004 0.804 0.966 0.754
AUTOENCODER(PRETRAINED) 0.939 0.737 0.892 0.688
STACKED AUTOENCODER(NO PRETRAINING) 0.992 0.791 0.957 0.747
STACKED AUTOENCODER(PRETRAINED) 0.933 0.728 0.890 0.684

Table 2. Size of Recommended User-Movie Set on MovieLens 100k

CF Model Size of Recommended User-Movie Set
USER-BASED 3244
ITEM-BASED 3299
SVD 3316
AUTOENCODER 2622
USER-BASED & AUTOENCODER 1880
ITEM-BASED & AUTOENCODER 2138
SVD & AUTOENCODER 2056

1) Autoencoders are effective models for collaborative filtering as they have
no worse performance than basic methods.

2) Pretraining with RBMs do make autoencoders get better local optimum
as the results improve a lot.

3) Stacked autoencoders are superior, but not enough with small rating dataset
alone which do not have enough high-order information.

4) Prediction quality of autoencoders remains consistent when the amount of
training data increases by an order of magnitude, which is a good indication for
potential practical applicability.

5) The results of autoencoders can be merged with other methods to get a
higher recall without reducing precision. It is good news for that we usually
combine different models in real circumstances but not use single model.

5 Conclusion and Future Work

In this paper we proposed a revised autoencoder models for collaborative filter-
ing. To acquire better performance, we tried some improvements such as pre-
training with RBM and stacking autoencoders together. Experimental study has
been conducted on two commonly used datasets to prove that those models are
effective and can be integrated with other CF models to get a higher recall.
There are several extensions to be considered. First our current models focus
on modelling the correlation between item ratings. We can generate a similar



Autoencoder-Based Collaborative Filtering 291

model focusing on user ratings and then combine them together to get a better
performance. Besides, we can introduce some content-based features into the
model so that deep models may acquire more high-order information.
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Abstract. In image classification task, several recent works show that
sparse representation plays a basic role in dictionary learning. However,
this approach neglects the spatial relationships in the image space dur-
ing dictionary learning. However, this approach neglects the neighboring
relationship in dictionary learning. To alleviate the impact of this prob-
lem, we propose a novel dictionary learning based on Laplacian sparse
coding method that profits from the neighboring relationship among the
local features. For that purpose, we incorporate the matching between
local regions in the Laplacian sparse coding formula. Moreover, we inte-
grate statistical analysis of the distribution of the responses of each local
feature to the dictionary basis in the final image representation. Our ex-
perimental results prove that our method performs existing background
results based on sparse representation.

Keywords: Bag of visual words, Sparse coding, Image categorization,
Image spatial information.

1 Introduction

Image classification framework consists in attributing one or more category la-
bels to a given image. It is one of the most fundamental problems in computer
vision and pattern recognition. Besides, it has a wide range of applications, such
as image and video retrieval, video surveillance, biometrics, etc. In the recent
literature, the Bag of Visual Words (BoW)[7] is the most popular approach in
image classification task[9,4,3,2]. It has achieved the state-of-the-art performance
in several databases. The original BoW [7] is based on K-means method to form
the dictionary by quantifying the space of local features into a set of dictionary
basis vectors. After that, each local feature is assigned to a single basis vector.
We can note that the hard quantization is very strict and leads to error quanti-
zation especially if the features are located on the boundary proximity of divers
basis vectors.

Sparse coding [15] aims to learn a dictionary and simultaneously find a sparse
linear combination of basis vectors from this dictionary to represent the image

C.K. Loo et al. (Eds.): ICONIP 2014, Part III, LNCS 8836, pp. 292-299, 2014.
© Springer International Publishing Switzerland 2014
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features. It has consistently enhanced the results on image classification prob-
lem by resolving efficiently the problem of hard quantization. Yang et al. [15]
proposed Sparse coding SPM (as referred ScSPM). They train the dictionary
and compute the sparse codes in the encoding step. In the pooling step, the max
pooled responses across different sub-regions are computed.

Sparse coding [15] treats local features independently, ensuing that the sparse
codes can vary greatly even for close features. To overcome this drawback, dif-
ferent extensions of sparse coding method [14,6,12] have been suggested recently
by adding some regularization or constraints in the sparse coding objective func-
tion. The Locality-constrained Linear Coding (LLC) [14] technique considers the
locality information in the feature coding process. Contrary to the sparse cod-
ing, LLC enforces locality instead of sparsity. It uses the k nearest neighbors
of features as the local basis vectors. This leads to smaller coefficient for the
basis vectors far away from each local feature. Laplacian Sparse Coding (LSC)
[6] learns an unsupervised dictionary, as well as the sparse representation that
preserves the conformity of close local descriptors in the data space. This method
has used histogram intersection similarity based on k-Nearest Neighbors (KNN)
method to construct a Laplacian matrix that tries to preserve the local con-
sistence in the feature space. Only the K-nearest local features are selected to
active the Laplacian matrix. This method obtains background results on several
object recognition.

After the encoding phase, the pooling step is applied in order to aggregate
the encoded features. Two major strategies are used: average pooling and max
pooling. The first strategy consists to take the average of the responses over the
region in a given visual word. It is applied generally after the BoW encoding
step. The second strategy considers the largest responses instead of its aver-
age and it is suitable to sparse encoded histograms. These two approaches have
two major drawbacks. Firstly, they ignore the spatial information when gather-
ing the local features. As a solution, spatial pyramid representation is used in
[7,15,14,6] in order to incorporate the global spatial information into the pooling
step. Explicitly, each image is split progressively into finer cells. For every cell, a
histogram of basis vector is determined. These histograms are then mixed up us-
ing a weighting scheme depending on the level of the spatial pyramid. Secondly,
they consider a scalar result for each dictionary basis vector discarding the anal-
ysis of the distribution around each visual word. Avila et al. [1] enhance these
strategies by proposing Bag of Statistical Sampling Analysis (BoSSA) pooling.
It is applied to discretize the distance between K-means clusters and the local
features yielding a histogram of distances rather than a scalar. Each bin of this
histogram measures the average number of features assigned to a given visual
word, which discretized distance falls into this bin.

In this paper, the contributions can be summarized as follows:

1. In the encoding step, we propose a novel sparse coding method in order to
enrich the image spatial information during the encoding phase. Compared
to LSC that exploits the dependencies between local features only in the
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feature space, we propose to exploit the dependencies among them in both
feature and image spaces.

2. In the pooling step, inspired by the BoSSA [1] method that applies a statis-
tical analysis on the distances between the local features and the k-means
clusters, we develop a novel pooling method based on performing statistical
analysis for the sparse codes.

2 Laplacian Sparse Coding Formula

Sparse coding method aims to reduce the problem of hard quantization. It
finds a sparse linear combination of basis vectors for each image feature. Given

the local feature space X = [z1,...,zn], z; € RP*! K basis vectors U =
[u1,...,ux] € RP*K generate the dictionary and the matrix of the sparse codes
V = [v1,vs,...,vx] where v; € R¥¥1 and v;;, is the weight of the vector x; in

the basis vector ug, the optimization problem of sparse coding can be rewritten
as follows:

. o 2 .
min X — UV|[F +>\§i: [oillx (1)
subject to ||u;|| < L;Vji=1,..., K

The first term in Eq.1 is the reconstruction error, and the second term is used
to control the sparsity of the sparse codes v;. A is the tradeoff parameter used
to balance the sparsity and the reconstruction error. Sparse coding has proved
its efficiency in feature quantization process. Yet, the major drawbacks of this
coding method is that it neglects the consistency of the sparse codes for the close
local descriptors.

Gao et al [6] proposed Laplacian sparse coding to incorporate the similarity
among the local features in the feature space. They added a regularization term
in the objective function of sparse coding. Given two local features z; and z;
as well as their sparse codes v; and v; respectively, W; ; measures the similarity
between these features, the function objective of LSC is described as follows:

. B
%1’1‘9||X—UVH%+)\ZHWH1+ 5 ZH%‘—WHQWM (2)
i i,j

Then, the formula 2 can be reformulated as:
: 2 T
win || X = UVIE+ A Juill + Btr (VIVT) (3)
K3

subject to: ||um|* =1

where [ is the weight on the closeness restriction and L defines the Laplacian
matrix.
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3 Proposed Approach

In this section, we describe the details of the extended approach based on Lapla-
cian sparse coding. First, the local features are extracted using dense SIFT [8]
features. Then, the local regions are built around local features in order to incor-
porate the local spatial information during the sparse coding process. The local
features are encoded, via our proposed approach, to sparse codes taking into
account the consistency between the sparse codes and the local regions centred
around their corresponding local features. Furthermore, we apply our proposed
Sparse BoSSA Pooling (SBP) to give the final image representation. Finally, a
multi-class non-linear SVM classifiers is trained for image category prediction.
These steps are detailed in the next sections.

3.1 Feature Extraction

Several works [11] prove that sampling density is better than interest points.
SIFT descriptor demonstrates its excellent results in image classification
[13,5,6,15,14]. For that, we implement in our experiment dense SIFT features.
Given a local region, SIFT descriptor is computed as 16 histograms of 8 gradient
orientations. It gives a 128-dimensional vectors.

3.2 Proposed Extension of Laplacian Sparse Coding

Given the local feature space X = [r1,...,2n], 2; € RPX! extracted as de-
scribed in section 3.1. In order to take into account the local spatial information
during the encoding phase, we form the local regions R (z;) centred around each
local feature x;. We consider the eight spatial neighbours FE (x;) for each local
feature z; to form the local region R (x;) = {z;, E (x;)} as showed in Figure 1.

Original image Local region image

Fig. 1. Illustration of the local spatial information extraction process

After that, we aim to learn the unsupervised dictionary and to compute the
sparse code for each feature. In the classical Laplacian sparse coding, W; ; com-
putes the similarity between local features z; and z; in order to realize the
consistency between local features and sparse codes. In this paper, we propose
to compute the similarity between x; and x; taking into account the similarity
between their spatial neighborhood in the image. Explicitly, we fix W;; =1
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if the local region R (z;) is among the k-nearest neighbour of the local region
R (zj), otherwise, we fix W; ; = 0. To compute the similarity between R (x;) and
R (z;), we define the similarity measure S (R (x;), R (z;)) as the summation of
(1) the histogram intersection similarity between z; and z; and (2) the mean
pairwise similarities between the matched local features in E (x;) and E ().
For each local feature in E (z;), the matching is carried out by finding the closet
local feature in E (z;) (in the sense of the histogram intersection similarity).

3.3 Proposed Sparse BoSSA Pooling Method

In the previous section, we have trained the unsupervised dictionary and we
have coded each local feature by a sparse code. In this section, we will represent
the final vector of a given image I = {96,}%w via these sparse codes. To mea-
sure the distribution of the responses of each local descriptor to the dictionary’s
vector basis, we adapt BoSSA [1] pooling strategy to our new sparse encoding
scheme as referred sparse BoSSA pooling. For that purpose, we built a histogram
hip of size B for each k" basis vector. Each bin of this histogram represents
the occurrences of the absolute value of the sparse code weights that fall into
this bin. The formula describes the computation of a given histogram hy for an
image I.

hip = card (vi | z; € Tand "™ + s x b < |vie] <0 + 5 x (b+ 1))

where

mazx min
-

s= "k 5~ andbe[o,... B—1]

B denotes the number of bins, v;”m and v;'®* limit the range of activated
sparse code weights |v; ;| over all descriptors x; extracted from the images of the
learning set and the step s corresponds to the length of the bin.

4 Experiments

4.1 Experimental Protocol

In our experiments, we extract densely SIFT features from 8 x 8 patches using a
spatial stride equal to 4. After that, we form a local region for each local feature.
Then, we learn the dictionary and we compute the sparse code for each local
feature implementing our encoding method. Furthermore, we apply SPR in order
to preserve the global spatial information and we apply SBP in each subregion.
For fair comparison to [15,6], the splits of the SPR is [(1 x 1), (2 x 2), (4 x 4)].
Also, the number of basis vectors is fixed to 1024 and the number of bins is fixed
to B = 3. Two settings are included in our objective function A: the sparsity of
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the sparse codes and 3: the weight on the closeness restriction. A and § are fixed
by cross validation: we fix 8 = 0.1, A = 0.3 for UIUC Sport and Caltech-256,
and we fix § =0.2, A = 0.4 in Corel dataset. In the classification step, we train
the histograms with the chi — square non-linear SVM.

4.2 Datasets

We evaluate our approach for four datasets: UTUC-Sport, Corel-10 Dataset and
caltech-256. For fair comparison, we keep the identical experimental properties
as [15,6]. Table 1 summarizes the characteristics for all the datasets: the number
of classes, the number of the images in the dataset, the number of training images
per class and the number of test images.

Table 1. The general description of the datasets

UIUC-sport Corel Caltech-256

# of classes 8 10 257
# of images 1792 1000 30607
# of training 70 50 15/30/45/60

# of test  remainder 50  remainder

4.3 Results

Impact of the Spatial Context (SC). Table 2 depicts the influence of the
spatial context added in the regularization term of the objective function. We
observe that the integration of the dependencies between local features both in
feature space and image space is more important than the integration of only
the dependencies between local features in the feature space.

Table 2. Impact of the spatial context on classification accuracy

Methods UIUC-Sport  Corel  caltech-256

Without SC 85.18 & .46 88.76 +.94 35.74 + .1
With SC  86.6 .42 90.15 .76 38.35 £ .46

Impact of SBP Pooling on Our New Encoding Method. In this experi-
ment, we study the impact of our sparse BoSSA pooling method on classification
accuracy. Table 3 shows that the proposed pooling method enhances the classifi-
cation accuracy in all datasets. These results confirm the advantages introduced
by SBP representation.
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Table 3. Impact of sparse BoSSA pooling on image classification accuracy

Methods  UIUC-Sport  Corel  Caltech-256

Without SBP 86.6 + .42 90.15 £+ .76 38.35 & .46
With SBP  87.85+ .46 91.33 £ .94 39.64 &+ .53

Table 4. Performance Comparison on Caltech-256 Dataset

Number of training images 15 30 45 60
Method Average Classification rate(%)
BoW [10] 23.5+0.42 29.1 £0.38 32.17 +£0.53 34.21 £0.24
ScSPM][15] 27.73 +0.51 34.02 £+ 0.35 37.46 4 0.55 40.14 + 0.91
LLC [5] 27.74 + 0.32 32.07 + 0.24 35.09 £ 0.44 37.79 + 0.42
LSCI6] 29.99 £ 0.15 35.74 = 0.1 38.47 £ 0.51 40.32 +0.32
Our 33.72 £ 0.7 39.64 4 0.53 42.16 £+ 0.51 44.03 £ 0.63

Comparison with State-of-the-Art. We compare our approach to different
image classification methods in the literature. The SPM baseline method and
baseline methods based on sparse coding: ScSPM, LLC, LSC. Table 5 and 4
show that our method exceeds background performance on divers datasets. This
demonstrates that the proposed method can improve the classical Laplacian
sparse coding by taking into account the locality constraint among the local
features in the encoding phase and the statistical distribution of the sparse code
weights in the pooling step.

Table 5. Performance Comparison on UTUC-Sport and Corel datasets

Methods UIUC-Sport Corel
SPM [7] 79.98 £ 1.67 -
ScSPM [15] 82.74 + 1.46 86.6 + 1.01
LLC [14] 83.09+1.3 87.93 +1.04
LSC [6] 85.18 £0.46 88.76 & 1.04
Our 87.85 +0.46 91.33 £+ 0.49

5 Conclusion

In this study, we aim to enhance the image classification task. For that, we
propose a new sparse encoding method in order to improve the dictionary learn-
ing and the sparse coding process. Indeed, the incorporation of spatial locality
among the features in the image space ensures the consistency between the sparse
codes and the local regions centred around their corresponding local features.
Furthermore, we propose a new pooling scheme that adapt BoSSA pooling on
the novel sparse codes. This enables us to take into account the distribution of
the sparse codes weights around each vector basis. Experimental results proves
the efficiency of the proposed approach.
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Abstract. Learning classifier systems (LCSs) are rule-based machine
learning technologies designed to learn optimal decision-making policies
in the form of a compact set of maximally general and accurate rules.
A study of the literature reveals that most of the existing LCSs focused
primarily on learning deterministic policies. However a desirable policy
may often be stochastic, in particular when the environment is partially
observable. To fill this gap, based on XCS, which is one of the most suc-
cessful accuracy-based LCSs, a new Michigan-style LCS called Natural
XCS (i.e. NXCS) is proposed in this paper. NXCS enables direct learning
of stochastic policies by utilizing a natural gradient learning technology
under a policy gradient framework. Its effectiveness is experimentally
compared with XCS and one of its variation known as XCS,, in this pa-
per. Our results show that NXCS can achieve competitive performance
in both deterministic and stochastic multi-step problems.

1 Introduction

Originated from John Holland’s seminal work on cognitive systems [5,6], learning
classifier systems (LCSs) are rule-based machine learning technologies designed
to learn optimal decision-making policies in the form of a compact set of maxi-
mally general and accurate rules (aka. classifiers) [13]. Among all LCSs developed
to date, XCS, which was introduced by Wilson, is unarguably the most success-
ful accuracy-based LCS [8]. In this paper, a new Michigan-style LCS with native
support for stochastic decision making will be developed based on XCS.

LCSs have been successfully applied to solve reinforcement learning problems
where a learning agent is situated in a multi-step environment often modeled as
a Markov Decision Process (MDP) [11]. A study of the literature reveals that
reinforcement learning is commonly conducted in LCSs by approximating the
state-action value function, which is represented jointly by a group of classifiers.

Due to the value-function based approach, the aim of a LCS is to learn de-
terministic policies. However, learning stochastic policies is often shown to be
more reliable, in particular when the environment is stochastic or partially ob-
servable [12]. To the best of our knowledge, few LCSs have ever attempted to

C.K. Loo et al. (Eds.): ICONIP 2014, Part III, LNCS 8836, pp. 300-307, 2014.
© Springer International Publishing Switzerland 2014



Stochastic Decision Making in Learning Classifier Systems 301

directly learn stochastic policies that explicitly associate with each action a suit-
able probability for it to be performed in every state.

In view of the gap in the literature, a new LCS called Natural XCS (i.e. NXCS)
will be developed in this paper. NXCS enables direct learning of stochastic poli-
cies by utilizing a natural gradient learning technology under a policy gradient
framework [1]. Inspired by several temporal-difference based natural learning al-
gorithms [2,10], this paper presents the first study of natural gradient learning
in LCSs.

The remainder of this paper is organized as follows. A short introduction to
the XCS classifier system can be found in Section 2. Based on XCS, NXCS will
be further developed in Section 3. The performance of NXCS is experimentally
compared with XCS and its recent variation known as XCS,, [9] in Section 4.
Finally Section 5 concludes this paper.

2 XCS Classifier System

XCS is an effective reinforcement learning method in which generalization is
obtained through evolving a population [P] of classifiers. A detailed algorithmic
description of XCS can be found in [4]. At any discrete time ¢, a learning agent
receives sensory inputs from the current environment state s;. It reacts by per-
forming an action a chosen from A. The environment then transits to a new
state at t + 1, i.e. s¢4+1, and a reward ry41 is provided as feedback to the agent.
The goal of the agent is to maximize the amount of reward obtained in the long
run. We briefly review the four key components of XCS in this section.

Classifier: In XCS, each classifier ¢l has a condition ¢.;, an action a.;, and
several other parameters, including 1) the prediction p.; that estimates the av-
erage payoff upon using the classifier; 2) the prediction error €. ; and 3) the
fitness F,; that estimates the average relative accuracy of classifier cl.

Performance Component: Whenever a decision is to be made at any time
t, XCS creates a match set [M]; containing all classifiers in the population that
match the current sensory input from state s;. For every action a € A, the
agent calculates the predicted value of performing a, i.e. P;(a), based on the
prediction from every classifier belonging to [M]; [4]. After that, an action a will
be selected and the corresponding group of classifiers recommending a will form
the action set at time ¢, i.e. [A];. The selected action will then be performed
and the reward 7441 will be received subsequently. During learning, the e-greedy
selection method will be exploited to randomize action selection. During testing,
however, an exploitation strategy will be employed such that the action a with
the highest P;(a) will always be selected.

Reinforcement Component: Upon reaching a new state s;11, the param-
eters of those classifiers in [A]; will be updated according to [4]. In particular,
the prediction p.; of a classifier ¢l € [A]; will be updated based on:

Pe(t +1) < pa(t) + 6 <7’t+1 + ¥ max Piy1(a) - Pcl(t)> (1)
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where 3 is a fixed learning rate.

GA component: On a regular basis, a genetic algorithm will be applied to
those classifiers in [A];. In particular, proportional to their fitness, two classifiers
from [A]; will be randomly selected to produce offspring classifiers, which are
further modified through the crossover and mutation operations.

3 Natural XCS Classifier System

Aimed at learning stochastic policies, based on XCS, a new NXCS classifier
system will be developed in this section. We organize our discussion into three
subsections. Subsection 3.1 introduces the concept of stochastic policy. The re-
inforcement component of NXCS is further presented in Subsection 3.2. Finally,
Subsection 3.3 develops a policy parameter learning component.

3.1 Stochastic Policy

In comparison with XCS, each classifier ¢l in NXCS includes an additional policy
parameter, denoted as 6. At any time t, using all classifiers in the match set
[M]:, the probability of taking any action a € A is determined according to (2)
below.

I

cle[M]¢

S 1 e

beA \cle[M]?

7Tt(8t, a) =

where 7.(s, a) refers to a stochastic policy that assigns a certain probability for
performing any action a in state s; at time ¢.

We construct a policy parameter vector 8; to include 6., of every classifier ¢l
belonging to the match set [M]¢, assuming a pre-defined global order on these
classifiers. The policy (s, a) is subsequently viewed as a function of ;.

3.2 Prediction Reinforcement

NXCS follows a similar learning procedure as XCS. During a single learning step
at time ¢, based on the match set [M];, an action will be selected according to its
probability defined in (2). The chosen action is then performed. As a result, the
environment transits to a new state s;11 and a scalar reward ry41 is observed.
r¢+1 is then applied to update the prediction of each classifier ¢l € [A] using the
updating rule below.

pcl(t + 1) — pcl(t) + 5 :

(Tt+1 +7 Y milse+1,a) - Prr(a) - pcz(t)> 3)

acA
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The prediction updating in NXCS is different from that of XCS as shown in
(1). This is because every policy in NXCS is stochastic. Hence prediction cannot
be updated by assuming that, at time ¢ + 1, the action that gives the highest
prediction will always be performed.

3.3 Learning Policy Parameters

In this subsection, a policy gradient framework is adopted to learn policy pa-
rameters. In particular, because the learning performance J (i.e. the discounted
accumulated reward in the long run) can be treated as a function of 8, a straight-
forward approach is to learn @ based on

6t+1 (—0t+)\'VgtJ (4)

where ) is a fixed learning rate. Practical application often shows that learning
through (4) can be slow and unstable [10]. Instead of using Vg, J, a natural gradi-
ent concept proposed by Amari can be very helpful [1]. Theoretically, stochastic
policies learned through NXCS are equivalent to a family of statistical models
situated in a Riemannian parameter vector space of 8. Each point in the space
corresponds to a specific stochastic policy. In such a Riemannian space, learning
should be performed through the natural gradient of J, i.e. Vg,J. Particularly,
we have

9t+1 — Bt + A @gtJ (5)

where

ﬁBtJ = G(at)il . VGtJ (6)

G(0,)7! is the inverse matrix of G(6;). G(6;) stands for the Fisher information
matriz [1] of the stochastic policy represented by 6. In line with (5) and (6), it
can be shown eventually that

Ve,J o -0; - Vg, logm(s,a) (7)
where
Ot =rip1 + - Z mt(st4+1,a) - Pry1(a) — Z m(se, a) - Pi(a) (8)
acA acA

Based on (7), the updating rule for learning policy parameters is determined
as

01110+ X604 Psq 9)

The learning parameter A in (9) will be set to the inverse of the maximum
single-step reward in all experiments to be reported in Section 4. It can be
verified that the computational complexity of the performance component in
NXCS is O (|[M]¢|), which is the same as XCS. Meanwhile, the complexity of
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N [M]e41])). Whereas in

the reinforcement component in NXCS is O (Max(|[M];|
[[M]t+1])), which should

XCS, the corresponding complexity is O (Max(|[A]4],
not appear significantly different in practice.

4 Experiment Results

Experiments on three reinforcement learning problems will be reported here.
The Woods101 problem is a partially observable environment. It is used to un-
derstand whether NXCS can better cope with perceptual aliasing [7] than XCS
and XCS,. The Woods14 problem is further used to study the performance of
NXCS on benchmark deterministic multi-step problems with long-delayed re-
ward. Finally, we will study the reliability of the learning system on stochastic
maze problems, specifically the Mazebe problem.

4.1 Experiments on the Woods101 Problem

The Woods101 problem, as described in [9], is a small grid environment that
consists of 10 empty positions and one terminal state F (i.e. the goal). The
agent, in any state, may choose to perform one of eight alternative actions.
In the absence of an obstacle, each alternative action will bring the agent to
a different adjacent position. To allow continued learning, whenever the agent
reaches the terminal state, it will receive a maximum reward of 1000 and will be
immediately relocated to a new state selected uniformly at random from the 10
empty positions.

Because an agent can only observe its adjacent positions in the grid, two states
in the Woods101 problem are indistinguishable. Whenever a deterministic policy
is followed, the same action will be performed in both states. There is hence a
chance for the agent to be trapped in a local optima [9]. In comparison, an agent
can achieve better performance by learning stochastic policies.

Fig. 1 presents the performance of NXCS, XCS, and XCS,, on the Woods101
problem. Also included in this figure is the performance of another LCS named
RXCS. RXCS is a learning system recently proposed by us for learning stochastic
policies without using the natural gradient learning method. The maximum pop-
ulation size in our experiments is set to 300 classifiers. To reduce randomness, 30
independent tests have been conducted for each LCS. The average performance
obtained is depicted in this figure. The same practice is also applied to build
other result figures included in this paper.

As can be seen from Fig. 1, NXCS appears to perform better than XCS and
XCS,, throughout the whole learning process. In particular, at the end of the
experiment (i.e. 8000 learning problems), the average performances achieved by
NXCS, XCS, and XCS,, are 4.39, 63.09, and 40.35 respectively. By using two-
tailed t-test, it can be confirmed that the performance of NXCS is statistically
better than that of XCS and XCS,,. Specifically, the p-value is 1.5483x 107127
for the t-test between NXCS and XCS and it equals to 9.1783x 107146 for the
t-test between NXCS and XCS,. Both the two p-values are far less than 0.05,
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Fig. 1. Learning performance of NXCS, RXCS, XCS, and XCS, on the Woods101
problem. The performance is measured as the average number of actions to be per-
formed by an agent in order to reach a goal. The theoretical optimal performance is
also indicated in this figure.

which is commonly used as the standard statistical significance level for t-tests.
Meanwhile, we found that, after about 2000 learning problems, NXCS achieved
an average performance that is very close to the theoretical optimum of 4.3 (with
a small difference less than 0.1).

4.2 Experiments on the Woods14 Problem

In this Subsection, the performance of NXCS is further tested on the Woods14
problem. The Woods14 is a difficult benchmark reinforcement learning prob-
lem [3]. In particular, due to the problem’s long-delayed reward, XCS has been
reported as failing to solve the problem properly [3].

Average Number of Steps to Goal
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Fig. 2. Learning performance of NXCS, RXCS, XCS, and XCS,, on the Woods14 prob-
lem. Performance is measured as the average number of actions an agent performs in
order to reach a goal. The theoretical optimal performance is also indicated in this
figure.
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Fig.2 depicts the learning performance of NXCS, XCS and XCS, on the
Woods14 problem. Evidently, NXCS successfully stabilized its performance at
an average of 12.619 after 3000 learning problems. In comparison, both XCS and
XCS,, cannot solve the problem properly, eventually achieving averages of 33.684
and 162.088 in performance respectively. The best policy in theory can achieve
an average performance of 9.5 on the Woods14 problem. The performance of
NXCS appears to be quite close to this theoretical optimum.

4.3 Experiments on Stochastic Maze Problems

In this subsection, we investigate the reliability of the learning systems in stochas-
tic environments. Particularly, we have tested NXCS, XCS, and XCS,, on several
stochastic maze problems, including the Mazede, Maze5e and Maze6e problems.
All our results consistently show that NXCS is more effective at handling envi-
ronmental randomness. Specifically, to support this claim, we present here the
experiment results on the Mazebe problem, which is a stochastic extension of
the benchmark Mazeb problem, as described in [9].

I

Average Number of Steps to Goal

0 500 1,000 1500 2000 2500 3,000 3,500 4000 4500 5000
Number of Learning Problems

Fig. 3. Learning performance of NXCS, RXCS, XCS, and XCS,, on the Mazebe prob-
lem. Performance is measured as the average number of actions an agent performs in
order to reach a goal.

As shown in Fig.3, NXCS has apparently performed better over the whole
learning process, developing an average performance of 8.731 after 5000 learning
problems. In line with the findings reported in [9], XCS failed to converge. Instead
it exhibits large fluctuations and produces an average performance of 24.036 after
5000 learning problems. XCS,, is more effective than XCS, achieving an average
performances of 12.313 at the end of the experiment. If we perform a t-test
between NXCS and XCS,,, a p-value of 4.758x1073? is obtained, confirming
that the performance difference between the two learning systems is statistically
significant.
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5 Conclusions

Based on XCS, this paper successfully developed a new natural XCS (i.e. NXCS)
classifier system. Our research was inspired by the natural gradient learning
technology. To the best of our knowledge, this paper presented the first study of
natural gradient learning in XCS. Our method is general and can potentially be
applied to many other LCSs. Meanwhile, our experiments showed that NXCS
performed competitively with XCS and XCS,,.

Looking into the future, we would hope to see interesting applications of NXCS
to real-world problems that require sequential and stochastic decision making.
The potential usefulness of NXCS for a wide range of machine learning tasks,
including data mining problems, may also deserve in-depth investigation.
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Abstract. Application of Quantum principles on evolutionary algorithms
was started as early as late 1990s and has witnessed continued improve-
ments since then. Following the same quantization principle introduced
by the Quantum inspired evolutionary algorithm (QEA) in 2003, most
of the existing quantum inspired algorithms focused mainly on evolv-
ing a single set of homogeneous solutions. In this paper, we present a
new quantization process. In particular, aimed at solving numerical op-
timization problems, the evolutionary selection procedure is quantified
through a set of subsolution points that jointly define candidate solutions.
Implementing this new method on competitive co-evolution algorithm
(CCEA), a new Quantum inspired competitive coevolution algorithm
(QCCEA) is proposed in this paper. QCCEA is experimentally compared
with CCEA through 9 benchmark numerical optimization functions pub-
lished in CEC 2013. The results confirmed that QCCEA is more effective
than CCEA over a majority of benchmark problems.

Index Terms: Deep Architectures, Deep Learning, Evolutionary Algo-
rithm, Deep Neural Networks.

1 Introduction

In recent years, many Quantum inspired algorithms were developed by apply-
ing quantum principles on evolutionary algorithms [1] [2] [3]. Among them, the
Quantum inspired Evolutionary Algorithm (QEA) has received the highest at-
tention [4]. Quantization is a crucial part of any quantum inspired algorithms.
In QEA, a candidate solution to an optimization problem is quantized through
“qubits”, each of which represents a linear combination of the two binary bits
“0” and “1”. This method has triggered many similar approaches since then .
The effectiveness of QEA in solving various types of optimization problems was
extensively studied in [4] [5].

Despite of its prominent success, QEA and related research works focused
only on evolving a single set of homogeneous solutions. No attempts have ever
been made to apply quantum principles to co-evolutionary algorithms, especially
the Competitive Co-evolution Algorithm (CCEA). In view of this limitation,
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this paper proposes a new Quantum inspired Competitive Coevolution Algo-
rithm (QCCEA). QCCEA follows a completely different way of quantization, in
which each candidate solution is quantified through a series of subsolution points
represented by normal probabilistic distributions. Meanwhile quantum inspired
mechanism has also been employed to enhance QCCEA’s capability of creating
more unique solutions, in order to encourage vigorous competitions for better
solutions and therefore the effectiveness of the evolutionary process.

To verify the effectiveness of our new algorithm, experimental comparison
between QCCEA and CCEA has been conducted on 9 benchmark numerical op-
timization problems published in CEC2013. The experimental results show that
QCCEA performed significantly better than CCEA for a majority of benchmark
functions. The complete work of QCCEA is presented in a Master Thesis by
Sreenivas [6]. We thereby believe that our quantum inspired method may open
a new direction for studying co-evolutionary algorithms.

2 Related Work

While developing the QCCEA algorithm, we have studied two influential algo-
rithms from the literature, i.e. QEA and QNN. QEA was introduced in [3] [7].
It uses quantum states to represent a candidate solution and the Q-gate [8] to
diversify the candidate solution. The fundamental concept in QEA is “qubits”,
which are the smallest building blocks of a candidate solution. Each qubit is
defined as a value pair, i.e. (o, 3), where |a|?> + |3|?> = 1, |a|? gives the prob-
ability with which the qubit will be found in the “0” state, and |3|? gives the
probability with which the qubit will be found in the “1” state. Accordingly, a
candidate solution is represented as a string of n individual qubits,
Q2

(65} (67%%
1
<51 B2 Br > ()
where 0 < o; < 1,0< B <1, |ai]? + 8> = 1,7 = 1,2,...n and |o|? , |Bi]?
gives the probability with which the i*" qubit will be found in state “0” and
state “1” respectively.
The candidate solution is further diversified using Q-gate which is a variation

operator as defined below

cos(Ab;) — sin(Af;)
sin(A6;) cos(A8;) @)

where Af;,i = 1,2,.....n, is the rotation angle of each qubit towards either 0 or
1 depending on its sign.

QEA can be applied to solve general purpose optimization problems as well
as to evolve complex knowledge structures. One such implementation is Quan-
tum based Neural Networks (QNN) which was developed to evolve neural net-
works. QNN is capable of optimizing network structures as well as connectivity
weights [9]. For an arbitrary multilayer perceptron (MLP) model, its network
connectivity C' is defined as (a|az]...... |a,) where each «y,i = 1,2, ..., Cnax

U(A6;) =
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is a qubit. Here C),q, refers to the maximum number of connections in the
neural network. Accordingly, the connection weight configuration of the neural
network, i.e. W, is further represented as W = (Quy s Quss -y Quopmas ), i which
every Qu,,t = 1,2, ...., Cmax gives the weight of a separate connection in the
neural network. @,,, comprises k quantum bits or Q.,, = (@; 1|a;2]..... |y am ) s
where k is an algorithm parameter. Similar to QEA, QNN also uses rotation
gate to diversify candidate solutions. Rotation gate is updated according to the
discrepancy between any solution and the pre-stored best. In the meantime,
similar to the migration operation of QEA, QNN employs qubit swapping as an
exchange operation in order to escape from local optima.

Traditional EAs represent a candidate solution as a single point, whereas
QEA and QNN quantify the candidate solution through a linear combination
of qubits. This change of representation may potentially increase the chances
of identifying near optimal solutions and therefore expedite the evolutionary
process. Specifically, we will propose a new QCCEA algorithm whose candidate
solutions are obtained through a combination of subsolution points. Fig. 1(a)
illustrates the proposed method that uses subsolution points and compares it
with typical qubit quantization.

Available Solutions

QEA / QNN EA
Original Solutlon _}(

/\/\t ______________

/ m1|32f \IN>
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(a) qubit versus subsolution points (b) Overall structure of QCCEA

Fig. 1. Results of Unimodal functions

3 Proposed QCCEA

In competitive co-evolution individuals of the population compete with each
other resulting in a better species [10]. This competition can be of three types
individuals, fitness sharing, shared sampling, and Hall of Fame (HF) that signif-
icant improvement in quality of the solution with each generation [10]. QCCEA
is developed by applying quantum principle of superposition on Competitive Co-
Evolution Algorithm (CCEA) Algorithm.The essence of QCCEA lies in the fact
that it divides a candidate solution into a collection of solution points.Along the



Quantum Inspired Evolutionary Algorithm 311

same vein as QEA, qubit in QCCEA is realized through these solution points.
In another word, each such point assumes the form of a probability distribu-
tion (i.e. normal distribution) and functions similarly as a qubit. Using solution
points that are stochastic in nature (i.e. stochastic points) may help to extend
the search capability of CCEA. To be more specific, with stochastic points, more
genetically diverse solutions can be produced by QCCEA during every genera-
tion, therefore effectively reducing the chance of premature convergence. Since
QCCEA is developed based on CCEA and, as a result, it follows the basic evolu-
tionary process of CCEA. The key distinguishing factor, as mentioned above, is
marked by the representation of an individual. The overall structure of QCCEA
is presented in Fig. 1(b). A detailed algorithmic description of QCCEA is further
presented in Algorithm 1. As shown in Algorithm 1, QCCEA is initialized with
a population of candidate solutions Py, Ps, ....... , Pyr (step 1) where M is the size
of the population. HF and the best solution of the generation b(t) are initialized
by the first candidate solution P; in the population. A candidate solution P, is
represented as {x, }_,, where N stands for the dimension of the search space.
Each solution point of P,,, denoted as x,,, corresponds to a normal distribution
and is evaluated at step 10 in Algorithm 1 in order to quantity solution P,,. Two
quantified solutions u and v are specifically highlighted in Algorithm 1. Similar
to CCEA, they will engage in a competition, resulting in s as the solution with
the better fitness between uw and v. This operation corresponds to step 18 of
Algorithm 1. At step 19, the competition between s and the HF gives rise to b,

Algorithm 1. QCCEA: Quantum inspired Competitive coevolution
M, N,n,b*)

. Initialize Py, ..., Pps; /*M solutions*/

—~

. Initialize b(1); /*current best solutions*/
t <+ 13

HF (1) < P(1);

repeat

for i =1 to M do
X; = Select(Pm), 1 < m < M;

P NSO O =

Quantize X; = {m"}ﬁv:l to X? = (m%}¥=1: /*constant variable @y, is quantified as a normal distribu-
tion vector @ */

for k =1 to N do
u <+ u+ Evaluate (zp);

)
N— o

end for
for j =1 to M and j # i do
13. Y = Select(Pp) ;
14. Quantize Y; = {yn}_; to ¥}¢ = {wd}N_,;
%g for k=1 to N do
. v < v+ Evaluate (y);
%g end for
. s < Max(BEvaluate(u), Evaluate(v));
19. b(t) + max(Evaluate(s), Evaluate(HF (t))) /*Compute the best solution with current Hall of
Fame*/
%9 end for
. Add b(t) into HF(t);
%% end for
. t t 4 1;
24. b* « maxEvaluate(HF (t)); /*select the best solution from current Hall of Fame*/

25. until enough solutions are evaluated
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Table 1. COMPARISION BETWEEN CEEA AND QCCEA ON BENCH MARK
FUNCTION f1 — fo. ALL RESULTS HAVE BEEN AVERAGED OVER 25 RUNS

No. Functions Benchmark CCEA QCCEA T-Test Outcomes
fl1  Sphere Function -1400 -1241.50 -1327.20 5.82197 x 107°°
2 Rotated High Conditioned Elliptic Function -1300 -1274.60 -1215.20 5.79889 x 10~*°
f3  Rotated Bent Cigar Function -1200 -941.60 -1135.50 8.23198 x 10~
f4 Rotated Ackleys Function =700 -592.0 -646.9 1.99006 x 10~
f5 Rotated Griewanks Function -500 -357.2 -474.4 1.84575 x 10753
f6 Rotated Rastrigins Function =300 -177.5  -224.3 2.15288 x 107*°
f7  Lunacek Bi Rastrigin Function 300 2226 2534 1.15312x 107%
f8 Rotated Lunacek Bi Rastrigin Function 400  290.9 309.1  4.1089 x 1022
f9 Expanded Griewanks plus Rosenbrocks Function 500 289.3 263.9 1.18431 x 10734

which is known as the best solution in a generation. HF is subsequently updated
to include b. This process continues till the exist criteria are met. The solution
b* with the best fitness among all available solutions in the HF will be reported
finally as the solution of the algorithm.

4 Experiment Results

10 benchmark numerical optimization functions from CEC2013 [11] were utilized
in our experimental studies.All benchmark functions are defined on the same
domain [—100,100]P, with the problem dimension D = 10. The experiment is
performed for 3000 generations and each algorithm is tested independently on
each function for 25 times.

4.1 TUnimodal Funtions

The first set of experiments is on functions f1 — f3. For all experiments, the
initial population size is set at 100. The obtained average results of 25 runs are
presented in Table 1. Fig. 2 shows respectively the performance of CCEA and
QCCEA on the benchmark functions. As seen from the results, QCCEA per-
forms consistently closer to the optimum or near optimum than CCEA for four
of the five unimodal functions. For function f2 QCCEA lags behind CCEA with
a statistically negligible difference of 4.8%. Sphere Function f1 is a commonly
used initial test function for performance evaluation of numerical optimization
algorithms. For function f1 both CCEA and QCCEA exhibited similar perfor-
mance at the beginning (till 721 generations) but at the later stages, QCCEA
has improved progressively due to quantization. QCCEA has dominated in 2279
generations out of 3000 for function f1.

The biggest performance superiority of QCCEA occurs with Rotated Bent
Cigar function f3 which is 17%. QCCEA achieved better convergence rate than
CCEA due to its extensive search ability for the same number of generations
while CCEA was caught within a small search space.
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Fig. 2. Results of Unimodal functions

4.2 Multimodal Functions

The second set of experiments aimed at testing 6 multimodal functions f4 to f9.
Multimodal functions are often considered more difficult to optimize because of
their numerous local minima scattered in a huge search space. Functions f4 and
f6 are extremely difficult to be optimized since their local minimum values are
present everywhere inside the search space.

Table 1 summarizes the average fitness values obtained when applying QC-
CEA on these multimodal functions. It also contains the average fitness values
of CCEA for comparison. Fig. 3 further depict the performance of QCCEA and
CCEA on functions fy to fg through the whole evolutionary process. As shown
in Table 3, QCCEA outperformed CCEA on 5 out of the 6 multimodal func-
tions. For the function f9 where QCCEA fall short of CCEA, the difference in
the average fitness is 7.5% For the rest of functions where QCCEA dominated
CCEA, the most prominent performance difference between QCCEA and CCEA
is 24% , which occurs on function f5, i.e. the Rotated Griewank’s function, as
shown in Fig. 3

For Rotated Ackley’s function f4 shown in Fig.4, both QCCEA and
CCEA reaches the same fitness value at generation 2000. Afterwards QCCEA
surpasses CCEA for the rest of evolutionary process.Both algorithms are un-
able to identify near optimal solutions. For Rotated Rastrigin’s function f6, the
same observation occurs as both algorithms cannot find near optimal solutions,
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as demonstrated in Fig.3. Nevertheless, QCCEA clearly outperformed CCEA,
in that QCCEA reaches 25% away from the optima, which is 20% closer to the
optima than the CCEA. For Lunacek Bi Rastrigin’s function f7, both QCCEA
and CCEA starts at the same point, but the performance of CCEA drops at
around 500 generations. QCCEA performed consistently better than CCEA on
this function, as witnessed in Fig.4. Based on the above discussion, it is evident
that QCCEA tends to perform better than CCEA, irrespective of the shape,
properties, and the number of local optima of the tested benchmark functions.

5 Conclusion

This paper presented QCCEA, a new quantum inspired competitive co-evolution
algorithm. In QCCEA, candidate solution is represented through a combination
of a set of solution points which are jointly described through normal distribu-
tions which is different from traditional quantization methods such as QEA [4]
and QNN [9]. The performance of the QCCEA is evaluated on 9 benchmark
functions and the obtained experiment results shows that QCCEA outperformed
CCEA over 7 out of 9 test functions. The search speed of the QCCEA is also no-
ticeably faster, since, in comparison with CCEA, QCCEA identifies near-optimal
solutions in less number of generations.
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Abstract. Text categorization (TC), has many typical traits, such as large and
difficult category taxonomies, noise and incremental data, etc. Random Forests,
one of the most important but simple state-of-the-art ensemble methods, has been
used to solve such type of subjects with good performance. most current Random
Forests approaches with diversity-related issues focus on maximizing tree diver-
sity while producing and training component trees. There are much diverse char-
acteristics for component trees in TC trained on data of noise, huge categories
and features. Consequently, given numerous component trees from the original
Random Forests, we propose a novel method, Diversity Random Forests, which
diversely and adaptively select and combine tree classifiers with diversity learning
and sample weighting. Diversity Random Forests includes two key issues. First,
by designing a matrix for the data distribution creatively, we formulate a unified
optimization model for learning and selecting diverse trees, where tree weights
are learned through a convex quadratic programming problem with given sample
weights. Second, we propose a new self-training algorithm to iteratively run the
convex optimization and automatically learn the sample weights. Extensive ex-
periments on a variety of text categorization benchmark data sets show that the
proposed approach consistently outperforms state-of-the-art methods.

1 Introduction

Classification techniques, especially text categorization, have many applications in Data
Mining (DM) and Information Retrieval (IR), e.g., spam detection, sentiment detection,
personal email sorting and document ranking [1]. Typical issues in text categorization
and recommendation systems are large and difficult category taxonomies, huge sam-
ples, noise and incremental data, and various features. Classifier ensemble is a potential
solution for such type of subjects. Many research efforts demonstrated that the Ran-
dom Forests approach [2] is the most important but simple state-of-the-art ensemble for
classification, consequently, for text categorization.

Random Forests can exploit implicit and explicit diversities together. The method
combines the “Bagging” idea for instance sampling with the implicit diversity and the
random selection of variables for feature selection with the explicit diversity. Generally,
the performance of a classifier ensemble (including Random Forests) relies on not only
the accuracy but also the diversity of component trees. Consequently, how to diversely
generate and combine diverse classifiers plays an important role in Random Forests.

* Corresponding author.

C.K. Loo et al. (Eds.): ICONIP 2014, Part III, LNCS 8836, pp. 317-324, 2014.
(© Springer International Publishing Switzerland 2014
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On the field of Random Forests research, there are many researches for improv-
ing Random Forests with diversity-related issues, most of which focus on maximiz-
ing tree diversity while producing and training component trees. Liu et.al.[3] proposed
Max-diverse Ensemble method, which has the maximum diversity and uses only simple
probability averaging without any feature selection criterion or other random elements.
Later, Liu et.al.[4] proposed Coalescence method, which coalesces a number of points
in the random-half of the spectrum and is found to perform better than any single oper-
ating point in the spectrum, without the need to tune to a specific level of randomness.

Obviously, In TC, there are a lot of diverse characteristics for component trees which
are trained on data of noise, large categories and huge features, i.e., some trees or a
subset of trees by properly selecting will be much diverse from each other. Alternatively,
we improve Random Forests with diversity from pruning ensemble, as ensemble of
the partial available component trees may be better than that of the whole [5]. Given
numerous component trees from the original Random Forests, we want to diversely and
adaptively select and combine tree classifiers with diversity learning.

Moreover, in classifier ensemble, all existing diversity measures are calculated on
the training set, which means the performance of optimization relies on the samples
of training set besides the diversity learning itself [6,7,8]. In some relative fields, re-
searchers suggest sample weighting is needed to correct for imperfections in the sam-
ples that might lead to bias and other departures between the sample and the reference
population. Adaboost[9] is one of the most famous sample weighting models.

Consequently, given numerous component trees from the original Random Forests,
we propose a novel method, Diversity Random Forests (DRF), which diversely and
adaptively select and combine tree classifiers with diversity learning and sample weight-
ing. Diversity Random Forests uses a self-training algorithm to iteratively run the con-
vex optimization and automatically learn the sample weights. Each iteration of this self-
training algorithm consists of two main steps: (1) calculate tree weights by solving an
optimization problem with sample weights known, and then (2) update sample weights.
In the first step, diversity learning with sample weights is converted into a unified con-
vex quadratic programming optimization model, by creatively setting the sample dis-
tribution as a diagonal matrix. In the second step, sample weights are automatically
and adaptively updated with a dynamically damped learning trick. Therefore, the whole
self-training algorithm has a good convergence performance. Moreover, experimental
results on a variety of text categorization benchmark data sets definitely show that our
proposed approach has very promising performance.

The rest of the paper is organized as follows. The DRF model is presented in Section
2, and more details on the learning algorithm is described in Section 3. Section 4 shows
extensive experimental results. Finally, conclusion is drawn in Section 5.

2 Diversity Random Forests

2.1 Random Forests

Random Forests [2] are an ensemble learning method for classification. It generates a
multitude of decision trees based on bootstrap samples of the training data and outputs
the class that is the mode of the classes output by individual trees. For each node of a
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tree, m variables are randomly chosen and the best split based on these m variables is
calculated based on the bootstrap data. Traditionally, m is set to [1/u], where u stands
for the number of variable. Each decision tree results in a classification and is said to
cast a weighted vote for that classification, and Random Forests returns the class that
received the most votes.

As various theoretical and empirical studies shows[10,11,12], Random Forests are
fast and easy to implement, produce highly accurate predictions and can handle a very
large number of input variables without overfitting. In fact, they are considered to be
one of the most accurate general-purpose learning techniques available.

In the paper, we formulate an optimization model based on the original Random
Forests model [2]. Moreover, instead of the original output, the oracle output O of
Random Forests is used for the optimization. Let the number of samples set be N, and
the number of component trees L. O is a N x L matrix, and element
1 the j*" tree classified the i*"* sample correctly
Oij = { —1 otherwise 0

2.2 Diversity Random Forests Model

As an ensemble approach, Random Forests can be improved by pruning component
trees. Specially, for weighted-vote Random Forests, the improvement is equivalent to a
mathematical optimization g)roblem with tree weights. Define tree weights vector w =
[w1, Wa, ..., W], where ijl w; = 1, w; > 0. Traditionally, w is learned by

Wopt = argmin f1(w,P) 2
5.t. Wopt = 0, lTwopt = 1.
where P is the accuracy of each tree on training set. P = [Py, P, ..., Pr]T, where P =
Zfil O;;. The optimization function in Equation (2) usually has functional relationship
f1 with the accuracy P.

Previous works show that a multi-criteria searching for an ensemble that maximizes
both accuracy and diversity leads to more accurate ensembles than a single optimization
criterion. Thus, consider diversity in component trees of Random Forests and add a
regularization term about diversity to expand Equation (2) as,

Wopt = argmin f1(w, P) + Adiv(w) 3)
5.t. Wopt = 0, lTwopt = 1.
In Equation (3), div(w) is the diversity of ensemble with classifier weights w. If use
pairwise diversity method, div(w) can be calculated as an average,

div(w) = wl Dw @)
D= fD(OTov 111\}><10)

where D is the diversity matrix of component trees, which has functional relationship
fp with OTO and 17 0.



320 C. Yang, X.-C. Yin, and K. Huang

In the paper, the Disagreement(dis) [13] is chosen to measure diversity, which is
calculated by,
1
Dais = oN (N1px. — OT0) &)
If use the average accuracy to calculate f;(w,P), and the pairwise diversity Dis-
agreement to calculate div(w), then Equation (3) equals,

Wopt = ATrgMiny — AwTDgisw — Pw ©)
s.t. Wopt = 0, 1Tweopy = 1.

One issue of the optimization is how to determine the parameter A. However, empir-
ical analysis shows that the recognition rate has a very little change when the value A
changes.

More importantly, the performance of optimization function is totally different be-
cause of different training set selection. Considering the influence of training set, we
expand Equation (6) as,

Wopt = Argming — )\wTDdis,gw —Paow
5.t. Wopt = 0, lTwopt = 1.

(N

where (2 is a parameter of the data distribution (sample weights). This (Equation (7)) is
the model of our Diversity Random Forests.

To simplify calculation and remain the optimization as a convex problem, we cre-
atively set {2 as a N x N diagonal matrix, and diag(§2); = {2;; stands for the weight
of sample x;, where diag(£2); > 0, 17diag(£2) = 1. Thus, Pg and Dgjs o can be
calculated by,

Po=1700 g
Dais.o = 5(1nxz — OT020) ®)

Consequently, the optimization (7) can be simplified to a convex quadratic program-
ming problem with a given (2.

3 DRF Algorithm

It is difficult to find the solution for the optimization in Equation (7) without both w and
2. However, with known {2, the optimization is simplified to a quadratic programming
problem. Thus, we propose an iterative learning algorithm, Diversity Random Forests
(DRF) Algorithm, which is shown in Algorithm 1.

In Algorithm 1, the validation set is bootstrapped from the original training set of
Random Forests. We assume the sample weights parameter (2;, 1 has a relationship
with §2;, and use a dynamically damped trick, i.e., the damped factor 3; € [0, 1] and
Bt < Pi+1. In the paper, we set 3, as,

Be = €))
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Algorithm 1: DRF Algorithm
Input:
T'r: the validation set. |Tr| = N
H = {hi, ha, ..., hp }: the component tree set, |H| = L.
M pairwise diversity method.
Output:
w: the component tree weights.
Parameter:
T'": the max epoch.
£2;: a diagonal matrix, and diag({2;); is the weight of
sample x; used to calculate w on the t'* turn.
27 a diagonal matrix, and diag(§2;); is the updated
weight of sample z; on the t** turn.
e;: the error rate on the ¢ turn.
B¢: a parameter that 8; € [0, 1], and B¢ < SBet1.
Procedure:
Set diag(.(h)i = 1/N.
:Fort=1,2,...,7T;
Use Equation (7) and (8) to calculate w.
Calculate ¢; by w and T'r.
Use ¢; to calculate updated weight (2] .
i1 = Be027 + (1 — Be) 24
End

I e

The updated weight matrix (2] increases the weights of easily wrong-classified sam-
ples. We update (2] by DRF-Exp, which gets the idea from the adaptive reweighting
step in Boosting [9]. In Boosting, a distribution of weights over training samples is
adaptively maintained, and component trees are created sequentially with each tree con-
centrating on instances that are not well learnt by previous ones. With this mechanism,
the learning process is more efficient. Similarly, DSWL-Exp updates {2} by,

a=1Linl €
2 } Et* (10)
di « \ _ diag($2]);exp(—am;)
iag(£27y1)i = Zis1

where Z; ;1 is a normalization factor, then diag({2/, ) is a valid distribution.

4 Experiments

We evaluated the performance of DRF by comparing against some state-of-art meth-
ods, such as Multinomial Naive Bayesian, J48, Support Vector Machines and Random
Forests, on a variety of document collections.

4.1 Experimental Data

The detailed characteristics of the various document collections used in our experiments
are available in [14].! More information for the data sets is presented in Table 1.

! http://sourceforge.net/projects/weka/files/datasets/
text-datasets/19MclassTextWc.zip
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Table 1. Benchmark Datasets

DataSet  Source Docs Words Classes DataSet Source Docs Words Classes
fbis TREC 2463 2000 17 rel Reuters 1657 3758 25
lals TREC 3204 13472 6 trll TREC 414 6429 9
la2s TREC 3075 13472 6 trl2 TREC 313 5804 8
oh0 OHSUMED 1003 3182 10 tr21 TREC 336 7902 6
ohl0 OHSUMED 918 3012 10 tr23 TREC 204 5832 6
ohl5 OHSUMED 1050 3238 10 tr31 TREC 927 10128 7
oh5 OHSUMED 913 3100 10 tr41 TREC 878 7454 10
ohscal OHSUMED 11162 11465 10 tr45 TREC 690 8261 10
re0 Reuters 1504 2886 13 wap WebACE 1560 8460 20

4.2 Experimental Setup

The experiment compares DRF with some state-of-art methods, e.g., Multinomial Naive
Bayes(MNB), J48, Support Vector Machines(SVM,[15]), Random Forests(RF, [2]).
Both Multinomial Naive Bayes and J48 classifier are generated by WEKA,? and Ran-
dom Forests classifier is generated by Matlab toolbox. * For each method, all parameters
are set by default. In SVM, the Linear kernel is used, and the best ¢ and g parameter is
selected by cross validation from ¢ = 27,274, .. 25 g =275 274 . 25

In the experiment, 5-fold cross validation is performed on each data set. We as-
sign Ranks to evaluate the methods’ performance on each data set [16]. Mark the best
method Rank 1, and the worse, the larger. Then calculate the average Rank for each
method. Moreover, we also calculated the average recognition rate (AVE).

4.3 Results

The experimental results are shown in Table 2. In addition, the highest recognition rate
for each data set is highlighted in boldface. As shown in Table 2, we can observe:

— Among four state-of-art methods(J48, MNB, SVM, RF), the best rank corresponds
to RF(2.4), followed by SVM(2.8), MNB(3.6) and J48(4.6). On most data sets, RF
achieves the best recognition rate, and is slightly worse than SVM on ’fbis’, 'rel’,
trl1°, ’tr21°, ’tr41° and "wap’ data sets. These results show that RF is a powerful
technique for text categorization.

— Moreover, DRF ranks 1.6, and is 0.9% higher than Random Forests for the average
classification precision. On most data sets, DRF achieves an 1%-4% higher recog-
nition rate than RF, except on ’lals’, ’1a2s’ and ’wap’. That is to say, in TC, our
proposed method, DREF, can utilize diversity in component trees and select a proper
subset of trees in RF for ensemble.

— Specifically, by selecting training sets (calculate the sample weights) carefully,
DREF has the minimum Rank and largest average recognition rate, and outperforms

2 http://www.cs.waikato.ac.nz/ml/weka/
3 https://code.google.com/p/randomforest-matlab/
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J48, MNB, SVM and RF. In most cases, DRF achieves the best performance when
there are enough training data for learning component trees, tree weights and sam-
ple weights. Consequently, our methods obtain the best rank (1.6) in all experimen-
tal approaches.

Table 2. Comparison of recognition rate (%) (Average+Standard Deviation).

Datasets J48 MNB SVM RF DRF
fbis  72.03 £2.07 77.30 £1.84 82.79 +1.07 82.74 +1.17 83.35+1.20
lals 75.56 +21.93 87.45+0.51 87.83+1.11 88.08 £1.61 88.05 £ 1.55
la2s  76.33 £1.66 88.78 1.03 88.85 £ 1.17 88.93 1.60 88.80 + 1.60
oh0  81.054+4.99 88.43 +3.09 85.14 +2.85 88.03 £2.66 88.03 + 2.66
ohl0 68.38 +3.06 78.00£3.80 76.29 +4.54 80.95+6.79 81.14 +6.79
ohl5 72.39 £5.08 82.04 +£1.81 76.88 £3.74 80.49 +5.08 81.04 +5.10
oh5 80.71 £5.13 87.47 £3.01 85.84 +4.68 87.58 £2.74 89.32 +2.74
ohscal 70.23 +£5.10 73.99 £1.14 76.63 =1.49 80.87 +1.21 80.93 4+ 3.21
re0 70.68£1.96 76.87 +£4.32 81.25+4.30 81.32£5.30 81.52 +5.26
rel 77.43 +£4.43 79.05+6.16 81.83 +4.23 81.81 +5.86 82.35 + 5.86
trll  77.06 & 3.24 84.07 £3.07 87.20 & 1.58 84.53 +2.87 88.41 + 2.87
trl2  79.21 £4.05 81.76 +=7.43 85.93 £4.02 87.19 +£5.33 87.84 +5.33
tr21  77.95+£7.25 60.09 +6.01 86.00 +4.21 85.31 +4.53 86.28 + 4.46
tr23  92.68 £5.17 69.07 £9.13 83.34 =4.66 83.89 &+ 8.54 86.30 £ 8.54
tr31  93.53 +£1.37 95.04 +£1.35 97.09 £0.82 97.19 +2.52 97.52 + 2.52
tr4l  92.03 £2.67 93.97 +2.94 94.76 +1.69 92.94 + 2.35 93.96 & 2.35
trd5  91.01 =1.50 82.46 £3.78 89.28 £4.36 90.29 +4.51 92.75 +4.51
wap 65.38 £2.58 79.94 +3.94 84.49 +1.98 82.71 +2.15 81.23 +2.15
AVE 78.54 81.43 85.08 85.83 86.60
Ranks 4.6 3.6 2.8 2.4 1.6

5 Conclusion

Random Forests approach is widely considered as an effective method to improve ac-
curacy of various component trees, which has a variety of applications in information
retrieval and data mining, e.g., text categorization, image retrieval, and recommenda-
tion systems. By improving Random Forests from ensemble pruning aspect, we propose
a convex mathematical model for ensembling components in Random Forests, which
takes into account both diversity learning and sample weighting. We also propose an
iterative self-training algorithm for DRF, where the optimization problem is simplified
as a convex quadratic programming problem at each iteration. In the experiments, DRF
is compared with other state of art methods, e.g., J48, Multinomial Naive Bayes, Sup-
port Vector Machines and Random Forests. A series of experiments on benchmark data
sets show that our proposed method achieves very encouraging results for text catego-
rization.
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Abstract. Cyber attacks have been more sophisticated. Existing coun-
termeasures, e.g, Intrusion Detection System (IDS), cannot work well for
detecting their existence. Although anomaly-based IDS is considered to
be promising approach to detect unknown attacks, it still lacks the ability
to distinguish sophisticated attacks from trivial known ones. Therefore,
we applied multistage one-class Support Vector Machine (OC-SVM) to
detect such serious attacks. At the first stage, two training data are re-
trieved from traffic archive. The one is used for training OC-SVM and
then, attacks are obtained from the another. Also testing data from real
network are examined by the same OC-SVM and attacks are extracted.
The attacks from the traffic archive are used for training OC-SVM at
the second stage and those from real network are analyzed. Finally, we
can obtain unknown attacks which are not stored in archive.

Keywords: Intrusion Detection System, anomaly detection, network
security.

1 Introduction

In recent years, a threat of cyber attacks over the Internet has become a serious
issue. An attacker attacks computer systems and networks in order to steal
confidential information for earning money in black market. These cyber attacks
become more varied and sophisticated year by year.

To detect cyber attacks, Intrusion Detection System (IDS) plays an important
role. There are two types of IDS by detection method: a signature-based IDS
and an anomaly-based IDS. The signature-based IDS detects attacks by pattern
matching of predefined signatures. It has high detection rate, but it cannot de-
tect unknown attacks. On the other hand, an anomaly-based IDS learns normal
behavior of network traffic and extracts abnormal values of network traffic be-
havior as attacks. Although the anomaly-based IDS can detect unknown attacks,
it has some problems. Above anomaly-based methods cannot tell whether the
detected attacks are known attacks or not. Furthermore, it is impossible to show
the seriousness of each unknown attack which affects on the network. Especially,
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in case of a targeted attack, specially-crafted tools are used along with other
conventional tools which cause the barrage of trivial attacks. A network admin-
istrator has to search the most serious attack among huge amount of unknown
attacks. Therefore we need some method to extract such serious attack.

In this paper, in order to solve above problems, we introduce 6 new features
to Kyoto2006+ Dataset [2]. Also new method is proposed to detect serious at-
tacks by using multistage one-class Support Vector Machine (OC-SVM [6]). The
multistage OC-SVM uses three sets of traffic, two sets retrieved from a traffic
archive and one extracted from real network. At the first stage, OC-SVM learns
older archive set and then analyzes newer archive set and one from real network.
At the second stage, OC-SVM learns outlier traffic from the newer archive set
and analyzes that from the real network. As a result, extracted traffic from out-
lier of the real network which does not exist in the newer set can be extracted,
and we should pay attention to it as possible serious attack.

We evaluated our method using Kyoto2006+ Dataset and 6 new features. The
results show that our method detects attacks with higher accuracy than by using
only conventional features and successfully extracted unknown attacks.

2 Related Works

Several researcher proposed anomaly-based IDS methods using OC-SVM. Eskin
et al. [3] proposed a method of anomaly detection. They compared methods
based on OC-SVM, clustering and k-nearest neighbor and show higher detection
rate at OC-SVM than others. Prdrisci et al. [5] proposed a method that extracts
features from payload and detects attacks using OC-SVM.

An approach of unknown attack detection, Song et al. [8] proposed a method
that extracts new features from alerts of a signature-based IDS and detects un-
known attacks. 0-day attack shows quite irregular behavior from known attacks
concerning packet size and communication interval because an attacker confirms
the effectiveness of the attack. These irregular characteristic often raises alerts
of the signature-based IDS so that they can detect 0-day attack by analyzing
alerts. This method uses alerts of a signature-based IDS, so it cannot detect
unknown attacks that a signature-based IDS does not report any alert.

Above anomaly-based methods cannot detect whether the detected attacks
are known attacks or not. In other words, these methods cannot extract only
unknown attacks. Because various countermeasures are deployed against known
attacks, a network administrator has to dedicate to finding the existence of un-
known attacks. Therefore, we propose a multistage OC-SVM method to extract
such unknown attacks.

3 Multistage OC-SVM

The overall process of proposed method is composed of following steps (Fig. 1).

1. Features Extraction from past traffic data and a real network.
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Fig. 1. Overall process

2. Attack detection by the first stage OC-SVM.
3. Classification to known attacks and unknown attacks by the second stage
OC-SVM.

3.1 Feature Extraction

At first, we perform feature extraction. The features are extracted by each TCP
sessions. Training Data 1 and Training Data 2 are extracted from past traffic data.
Training Data 1 is extracted at older date than Training Data 2. Testing Data is
extracted from a real network.

Kondo et al. [4] have shown that bot infected computers show different be-
havior from normal behavior about packet size and communication interval. By
generating histograms for reflecting these characteristics, their method detects
malicious sessions with Command & Control server by using SVM.

In addition to features of Kyoto2006+ Dataset, this paper introduces the
following 6 new features from traffic data. Here, “duration” means the time
length of a TCP session.

1. The number of received bytes divided by duration
2. The standard deviation of 1. concerning the past 100 sessions which have
the same source IP addresses of the current session

. The number of sent bytes divided by duration

4. The standard deviation of 3. concerning the past 100 sessions which have
the same source IP addresses of the current session

5. The communication interval between the current and the previous sessions
which have the same destination IP address.

6. The standard deviation of 5. in the past 100 times sessions

w

These features are intended to represent characteristics on communication
interval. Our proposed method, therefore, analyzes 12 conventional and 6 new
features to detect unknown attacks.

3.2 Attack Detection

The first stage classifier of OS-SVM is used to distinguish attack sessions from
normal ones. By leaning normal traffic, the classifier creates a hypersphere that
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includes the large majority of normal sessions. If the classification assigns a test-
ing session inside the hypersphere, the session is considered normal. Otherwise
it is considered attack. In order to effectively use OC-SVM, it is mandatory to
choose proper parameter v which adjusts the radius of the hypersphere. For ex-
ample, if v is set to 0.1, OC-SVM calculates a hypersphere excluding 10% of
data.

Our method requires three different time of traffic data, i.e., Training Data 1,
Training Data 2 and Testing Data. Both training data are retrieved from traffic
archive and the testing data is collected from the real network. Training data 1
is older than Training Data 2. By using Training Data 1, the first stage classifier
learns normal traffic and then, evaluates Training Data 2 and Testing Data to
obtain their outlier traffic. The outlier traffic from Training Data 2 and Testing
Data is used for the second stage analysis describe in Section 3.3.

3.3 Extraction of Serious Attacks

As shown in Fig. 1, the second stage classifier is trained by using the outlier ses-
sions from Training Data 2. After the training, the classifier obtains hypersphere
that includes attacks observed by the time of Training Data 2.

Then the outlier sessions from Testing Data are examined. If the classifier
assigns a session outside of the hypersphere, the session can be considered newly
unknown attack. Because such a session has not been observed previously, it can
be considered that a zero-day attack or a targeted attack causes the session.

By adopting our multi-stage OC-SVM, we can extract the most outlier ses-
sions from the real network. By considering its degree of the outlier, the sessions
can be considered the most hazardous and should be deeply analyzed as soon
as possible. It means that our method can tell the network administrator the
priority to take action to zero-day attacks.

4 Evaluation

4.1 Dataset

Because it is difficult to prepare labeled traffic data in a real network environ-
ment, we used Kyoto2006+ Dataset for evaluation. It is obtained from honey-
pot networks of Kyoto University. In this dataset, 24 features are generated by
each TCP session. 24 features consist of 14 conventional features and 10 addi-
tional features. The former 14 features are based on features of KDDCup1999 [1]
Dataset. These features consist of duration, service type, the number of connec-
tions whose source IP address and destination IP address are the same, a rate of
“SYN” errors, and so on. The latter 10 features consist of signature-based IDS
alerts, IP address, port number, start time of the session. We use 12 conventional
features except 2 non-numeric attributes in the former 14 features. We do not
use the latter 10 features for detection because these features are non-numeric
attribute. In addition to these features, we use 6 features that mentioned in Sec.
3.1.
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Table 1. Detection performance when v = 0.06

Jan. 20th, 2008 Jan. 30th, 2008
True Classification
Attack Normal Attack Normal
Detection Attack 656 4,082 475 2,846
Result Normal 40 63,168 221 70,257
Detection Rate 94.25% 68.22%
False Positive Rate 6.07% 3.89%

In this dataset, most of traffic data are attack traffic so that it does not
represent the ratio of attack traffic in practical network. So, we adjusted attack
rate to 1% because it is very few in general environment networks.

4.2 Evaluation of the First Stage Classifier

Overview. We selected November 1st in 2007 as training data. The number of
normal sessions is 37,730. We selected January 20th and January 30th in 2008
as testing data. The former data have 67,250 normal sessions and 696 attack
sessions and the latter data have 73,103 normal sessions and 834 attack sessions.
Attack sessions are adjusted to approximately 1% of the normal sessions.

We use 12 conventional features and newly extracted 6 features explained in
Section 3.1. For comparison, we also evaluate detection ratio by using only the
12 conventional features.

We define detection rate and false positive rate as following expressions.

) # of sessions classified as an attack
Detection Rate = .
# of all attack sessions

. # of normal sessions classified as an attack
False Positive Rate = .
# of all normal sessions

Results and Analysis. Fig. 2 shows that ROC curves under »={0.01, 0.02,
0.04, 0.06, 0.08, 0.10}. This figure also shows the detection results of OC-SVM
using only conventional 12 features in order to confirm the effectiveness of new
features. The results show that the additional 6 features contributes to obtaining
high detection rate and low false positive rate.

Table 1 shows the detailed results of detection on January 20th and 30th, 2008
under v = 0.06. The detection rate on January 30th is lower than the rate on
January 20th. Although parameter v is the same on two days, the detection rate
is significantly different. Accordingly, it is necessary to estimate the appropriate
parameter v to perform high attack detection all dates.

There are some false positive sessions that cannot be found in the result by
using only conventional features. Table 2 shows an example of false positive
sessions in the result of proposed method. In Table 2, IP address indicates the
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Fig. 2. ROC curve on January 20th, 2008

Table 2. Example of false positive sessions

Time Duration Received Sent SrcIP:port DstIP:port
15:21:32  3.86 1,861,381,796 0 6403:9449  0f19:25

15:21:32  7.35 3,513 175 2133:3757  0f19:25
15:21:32  14.07 3,696 175 6110:49062 0f19:25
15:21:32  35.91 0 0 6028:33349 0f19:25
15:21:33  23.95 3,576 175 6110:48371  0f19:25

lower 16 bits of sanitized IPv6 address in Kyoto2006+. Since the 1st line in Table
2 shows that the received bytes of the session is over one million, it heavily affects
on its following 100 sessions, i.e., their feature 2 described in Sec. 3.2. For this
reason, sessions after huge traffic session were detected as attacks by mistake.
To solve this problem, we need to filter out data such a noise before extracting
features and training by OC-SVM. One of the filtering methods is grid-based
data splitting algorithm [7]. By using such a method, we can exclude a noise
data that has too extreme value.

4.3 Evaluation of the Second Stage Classifier

Overview. As similar to Fig. 1, we selected the attack sessions that were de-
tected by the first stage classifier from January 20th to 27th in 2008 as Detection
Result 1 for training data of the second stage classifier. Similarly, we selected from
February 1st to 7th in 2008 as Detection Result 2 for testing data. We use training
data and testing data for one week (longer than previous subsection) to obtain
sufficient amount of data because the number of attacks is comparatively small.
Although the training data includes normal session data as false positive, they
are treated as attacks. Training Data 1 for the first stage classifier is November
1st in 2007 as same as in the previous subsection.
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Table 3. Result of unknown attack detec- Table 4. Result of unknown attack detec-

tion tion by training only attacks
True Classification True Classification
Unknown Known Unknown Known

Detection Unknown 107 18,559 Detection Unknown 120 10,370
Result  Known 43 30,952 Result  Known 30 39,141

Detection Rate 71.33% Detection Rate 80.00%
False Positive Rate 37.48% False Positive Rate 20.94%

For the first stage classifier, we set the parameter v to 0.05 in order to obtain
moderate detection rate without extreme high false positive rate at any day. On
the other hand, it is expected difference between known and unknown attacks
is relatively small. In order to enhance the performance of the second stage
classifier, we set larger value to v, i.e., 0.2.

As similar to the previous section, we define detection rate and false positive
rate as follows. In this evaluation, normal sessions as false positive caused by the
first stage classifier are also treated as known attack sessions.

i # of sessions classified as an unknown attack
Detection Rate = .
# of all unknown attack sessions

False Positive Rat # of attack sessions classified as an unknown attack
alse Positive Rate =
# of all known attack sessions

Results and Analysis. Table 3 shows a result of unknown attack detection.
The result shows much higher false positive rate than the detection of the first
stage classifier.

From these results, we suspected that the training data for the second stage
classifier contain normal sessions as false positive caused by the first stage clas-
sifier. These noise session may affect the performance of pthe second stage clas-
sifier.

To prove this hypothesis, at first, we counted the number of sessions that
were actual attack sessions and actual normal sessions in the training data for
second stage classifier. The number of actual attack sessions are 3,547 and the
number of actual normal sessions are 21,165. Although the first stage classifier
can effectively detect attacks, there still remain huge amount of normal sessions
in Detecting Result 1.

To prove effectiveness of our idea, next, we extracted 3,547 actual attack
sessions from the Detection Result 1 and trained the second stage classifier by
them. As same as the previous evaluation, we set the parameter v to 0.2. Table 4
shows a result with new training data. The detection rate becomes 80.00% and
the false positive rate becomes 20.94% which is much better result than that
of Table 3. From this result, we can conclude the high possibility that the false
positive of normal sessions becomes noise data. Therefore, if the first classifier
has less false positive, we can improve unknown attack detection performance.
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5 Conclusion

In this paper, we presented a method to detect unknown attacks using feature
extraction and multistage OC-SVM. We added 6 new features based on commu-
nication interval, and applied them to OC-SVM.

We evaluated the proposed method with Kyoto20064+ Dataset and the fea-
tures. By comparing with the first stage classifier without the new features, the
classifier with these features shows higher precision rate in detecting attacks .c
In the second stage classifier, our method detects unknown attacks, although
there is a high false positive rate. A signature-based IDS cannot detect unknown
attacks so that current network administrators take too much time and effort to
find unknown attacks by analyzing all suspicious sessions. For these reasons, it
can be said that our method has enough advantage by limiting on the number
of suspicious unknown attacks.

For future works, we need to improve the detection rate of unknown attacks in
the second stage classifier. Therefore, we have to perform filtering and clustering
in order to reduce an affect of noise data. We also have to extract more effective
features th at reflect unique characteristic of unknown attacks.

Acknowledgment. This work is supported by R&D of detective and analyti-
cal technology against advanced cyber-attack, administered by the Ministry of
Internal Affairs and Communications.
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Analysis and Configuration of Boundary
Difference Calculations

Simon Dacey, Lei Song, Lei Zhu, and Shaoning Pang
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Abstract. In the field of land management, stakeholders (people) ev-
erywhere have many disputes over the location of boundaries between
private land and public land. We find that the stakeholders disagree with
each other over boundaries. We propose an approach that helps people to
come to an agreement on position of boundaries (including pixel-based
approach, polygon-based approach and middle boundary approach). The
experiments are carried out on data relating to public parks in Auckland,
New Zealand. The results of the experiments highlight the differences be-
tween different stakeholder’s percieved boundaries.

Keywords: Boundary Negotiation, Boundary Disputes, Polygon-based
Boundary Calcluation, GPS-based Boundary Detection.

1 Introduction

Land Management is the process of managing the use and development (in both
urban and rural settings) of land resources. Land resources include organic agri-
culture, reforestation, water resource management and eco-tourism projects, is
called public land. Private property is a legal designation of the ownership of
property by non-governmental legal entities. The use of public land for private
purposes, known as encroachment, has been identified as a problem affecting
public parks in the Auckland region. Every boundary conflict contains a strong
spatial component [1]. The spatial location of a public park is defined by its
boundary. However there may be several different versions of the same boundary
for a park. Perception of encroachment depends upon the viewpoint of the stake-
holder. The stakeholders are residents living around the parks, non-residents who
use the parks, organised sports groups and representatives of the Auckland City
Council (including managers, councillors and surveyors). In land management,
arguments occur over boundaries between stakeholders.

2 Related Work

This sections examines research work that has been carried out in related areas.
The related areas are the mathematical formulas used to calculate the differ-
ences between two sets of data (boundary or area) and the magnitude of the
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differences. A search of the literature reveals that people use the Hidden Markov
Model [2] [3],the Boundary Element Method [4] [5] and point-set-based [6] [7]
[8] to detect differences in boundaries. Hidden Markov models (HMM) are stud-
ied for the purpose of planar shape classification using curvature coefficients. A
discrete-time HMM is a probabilistic model that describes a random sequence
as the indirect observation of an underlying (hidden) random sequence where
this hidden process in Markovian. The boundary element method (BEM) is a
numerical computational method of solving linear partial differential equations
which have been formulated as integral equations. A point-set-based model is de-
veloped for areal objects from a perspective that incorporates spatial cognition.
This model is called with point-set-based regions (PSBR). Computing spatial re-
lationships between two PSBRs using the derived areal objects consists of look-
ing at topological relationships, directional relationships, metric relationships,
distance between centroids, average distance and Hausdorff distance.

2.1 Motivation

After studying the methods listed above, we have found that they give an ac-
curate detection of the differences. However, these works does not really solve
the arguments among stakeholders, due to these methods not providing a pos-
sible solution for the stakeholders. We analysed the pixel-based calculation and
proposed a polygon-based calculation to form a new point of view for the stake-
holders, upon which they can base negotiations to solve the boundary dispute.

3 Methodology

Land use conflict occurs whenever land-use stakeholders have incompatible in-
terests related to land areas that result in negative effects [9]. In order to resolve
the arguments over boundaries, we examine two existing approaches: a) Pixel-
based Approach and b) Polygon-based Approach and we then build upon the
two approaches above to propose a new approach: Middle-boundary Approach.

3.1 Pixel-Based Approach

Given a set of n sequential GPS coordinate pairs G = {(Loi,Laq),...,
(Lo, Lay,)} for one area, we firstly transfer them into integer coordinates accord-
ing to certain predefined precision, for example C = {(X1,Y1),...,(Xn,Ys) |
X; = round(Lo; x 1000),Y; = round(La; x 1000) Vi € {1,...,n}}. Then we
shift the coordinate origin somehow to fit the coordination set as,

vie{l,...,n})
(1)

Now we have a bitmap with n positive pixels. Next we sequentially connect
each neighboring pair (n-th point is the neighbor with n — 1-th and 1-st). For
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example, if have (x;,y;) and (2;41,¥i+1), we need to compute a set of pixels
approximately connecting (z;,y;) to (zi+1,yi+1) and also as a edge of closed
polygon. To achieve such closed approximate pixel edge, we simply approximate
the y coordination from a continuous series of x connecting x; to z;+; and do
the reversed, as follows (assume x; < z;41 and y; < yi+1)

r=|zjx+1,. .., 241
y=y b x ®)
y = round(y);

Yy = [yivyi + 17"'ayi+1]
Ti+1—Lq
x = round(zx).

The result with more points from (2) and (3) is taken as the edge point set
between (x;,y;) and (z;4+1, y:+1). Once all edges for one area if obtained, we can
apply area fill algorithm to fill the edge graph and obtain a binary bitmap of
that area. For area difference, we can simply do a matrix subtraction to compute
following areas:

1. both A; and As covers;
2. Aj covers but As not;
3. As covers but A; not.

As any field area is represented by a binary matrix M = {0, 1}™*" where m
and n denote the number of rows and columns respectively of the bitmap, thus
the area is simply calculated by

S = sum(sum(M)). 4)

3.2 Polygon-Based Approach

In the analytic geometry method, a boundary is seen as a polygon formed by
connecting points sequentially. Given two boundaries A = {a1,as...a,} and
B = {b1,bs...by}, where the end points of A and B are clockwise distributed.
There are four steps to find the difference A — B (i.e. the area inside A but
outside B) and B — A (i.e. the area inside B but outside A).

1. Find all cross points C' between any edge pairs, one from A and one from
B. As each edge is a line segment, there are many existing algorithms for
finding cross point between two given line segments. The result of this step
is a set of points C' = ¢1, ¢a, . .. ¢y, each cross point ¢ is associated with one
edge a;a;+1 from A and one edge b;b;41 from B.

2. Form the difference polygons D1, Ds, ..., D,. As boundary A have o cross
points with B, it is easy to imagine that there are o difference polygons.
And the k-th difference polygon Dy is defined by cross point cg, a sequence
of points A from A, cross point ¢x11 and a sequence of points By from B.
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Note that when k& = o have cx11 = c1, as the ‘next’ for the last one in a
circle is the first. Then, to determine the difference polygon Dy, we need to
find out the sequences A and Bj. To compute the sequences Ay, we need
firstly check if ¢ and i1 are associated with the same edge a;a;41 in A.
If so, means the boundary B cross edge a;a;4+1 at least twice and there is
no end point from A between ¢, and cgy1, thus we have Ay = 0. If not, say
¢, associates with a;a;+1 and ck41 associates with aja;4+1, then Ay is the
sequences [@;t+1,Git2,--.,a;]. Also note that if have ¢ + 1 > [, the sequences
Ay, actually becomes [a;41,ait2,...,an,a1,...,aq, always keep in mind that
we are working on a ‘circle’. Applying the same method, we can determine
the sequences By, say By = [bj41,bj42, ..., bp]. Recall that both A and B are
clockwise distributed, so are the Ax and Bj. Thus to define the difference
polygon Dy, we need to use the inverse sequences B, = [by,...,bj12,bj41]
with is counterclockwised. By now we have the difference polygon Dy =
crAgcr1 B, computed. And so for all difference polygons D1, Do, ..., D,

3. Determine which set of difference polygons belong to A — B and which set to
B — A. Tt is easy to conclude that for any neighboring difference polygon Dy
and Dy 1 should have the different identity, as if boundary of A is ‘outside’ of
B between cross points ¢ and ¢41 which indicates Dy, belongs to A— B, after
the cross in c¢gy1, the boundary of A becomes ‘inside’ the boundary which
indicates that Dy11 belongs to B — A, and vice versa. Thus, we can simply
determine the difference polygons belonging by finding out the identity of
any difference polygon. This can be done by detect whether a point from A
(e.g. a1) is inside polygon B. Make a ray from a; to any direction, if there
is odd numbered cross point with polygon B, then a; is inside B; and if the
cross number is even, then a; is outside B.

4. Compute the area of difference polygons. Given any polygon A = a1as ... an,
and its coordinate set {(z1,y1), (2,y2), .., (Zn,yn)}, the area of A can be
computed as

3

Sa= ; . l(xz‘yz‘+1 — Tig1Yi)- (5)

Note that when i = n, have a,+1 = a1 and 41 = 21, Yn+1 = Y1.

3.3 Middle-Boundary Approach

To find the middle-boundary, we propose a nearest neighbor based algorithm.
Let A =ajas...a, be the boundary with more endpoints than B = b1bs ... by,
we calculated a middle boundary M = myms ... m, have the same number of
end points with A, each m; lays in the halfway of a; to its nearest neighbor

in {b1,ba,...,bn}. To find such nearest neighbor, we need firstly compute a
distance vector D = R™*! have
Dj = dist(a;, b;) = \/(xa,» — 2b5)% 4+ (Yai — Ybj)* (6)

Then find the j with smallest D;, and eventually compute the mean vector of
[Tais Yas) and [zh;, yp;].
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Algorithm 1. Find the Middle Boundary
Require: Polygon A = aiaz...a, and B = b1bs ... b,,, have n >= m; the coordinate
of each point {(Zas, ¥ai)|Vi € [1,n]}, {(zs5,y65)|Vj € [1,m]}
Ensure: The middle boundary M = mima...m, and its coordinate set
{(@mi, ym:)|Vi € [1,n]}.
for i € [1,n] do
Current point is a;, (Tai, Yai);
Find the current point’s nearest neighbor b; (z;,ys;) from B;
Compute the m;, have zm; = mean(Zai, Tv;), and ym: = mean(Yas, Yo;)
end for

Once M is determined, using algorithm mentioned in Section3.2, we can com-
pute the difference area between A to M and B to M.

4 Experiments

To demonstrate the boundary comparison techniques, for this paper, 20 parks
from the Manukau and North Shore areas are selected as representative examples
of the four categories of park discussed above.

4.1 Experimental Setup

A number of experiments were conducted to study the effectiveness of the new
approach. In this section we look at the data used in the experiments, the setup
and procedure of the experiments and we discuss the results of the experiments.

4.2 Location and Device

GPS Data Collection carried out at 20 sites across North Shore and Manukau
areas in Auckland. One GPS devices used: Leica Viva TPS. The data collected,
using the Leica Viva TPS device, uses the Mt Eden 2000 co-ordinates system.

4.3 Data

The data used in the experiments is boundary data of New Zealand specifically
the Auckland area.

1 GPS Boundary Data. The GPS boundary data has been collected during
field visits to the selected parks.

2 Land Boundary Data. The Council boundary data is used to compare against
the observed boundary data.
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The argument from people for the analyzing frames illuminates the underlying
causes of Park boundries in the geographic analysis of public land use. Geo-
graphic information systems (GIS) have long been applied in resolving munici-
pal/local boundary conflicts (e.g. US political redistricting) [10]. This approach
utilises both GIS and GPS in presenting and resolving boundary disputes.
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Table 1. Results of the polygon-based experiments

Polygon-based Middle-boundary

Name AreaOmG  AreaGmO  AreaOmM AreaMmO AreaGmM AreaMmG
Agincourt Reserve 3050.970703 46.8359375 2566.961914 20.89550781 132.734375  590.8027344
Aorere Park 4635.09082  2241.937531 2224.094147 1173.392487  1138.012573 2480.46402
Auburn Reserve  12983.03125 0.544921875 7507.915039 111.6933594 0.13671875 5586.398438
Beaumont Park  351.6609802 854.4945984 291.2216797 363.8186035  596.5552368  166.3186951
Dale Reserve 0 0 0 0 13001.17609  3857.525452
Diana Reserve 234.1083984 179.5517578 118.3222656 93.94726563  88.72363281  118.9091797
Gallaher Park 1846.82312  2653.692627 1193.333954 1283.261169  1471.670105  754.7279663
Holland Reserve  2972.285156 319.7568359 1480.804688 9044.454102  502.2460938  10718.42871
James Watson Park 240.3355103 15420.63184 120.597168 6829.786682  9515.397919  1044.291077
Jellicoe Park 549.1130066  481.79776  483.4128418 275.4145508  272.3617249  131.6789246
Killarney Park 3160.15918  8609.833008 1402.926758 1428.557617  7316.314453  1892.266602
McFetridge Park  5461.837891 103.5576172 4819.770508 36.79882813  1404.405273  1979.706055
Normanton Reserve 544.5351563 1909.788086 354.5947266 373.9892578 1688.322266  342.4638672
Puhinui Domain  19511.99994 69455.7518 56116.37057 82893.59921 2093.553741 28110.97137

Robert White Park 0 0 0 0 0 0
Russell Road Reserve 1511.267151  9524.483978  1052.96701 7910.964752  1634.870209  479.6509399
Stancich Reserve  824200.4697 1560491.801 64279.37207 2873.81543 819018.793  50225.59277
Tadmoor Park 8388.599365 3037.15976  3787.05957 733.4524231 11932.83618  1146.519043
Taharoto Park 743.9765625 37836.19238 321.2314453 37842.42578  323.984375  38055.57227
Teviot Reserve 297.4169922 69.4296875 406.0068359 78.33398438 263.484375 163.7978516

The results of the pixel-based experiments show the differences between two
views (sets of boundary data) for the same area. The first set of differences
shows the encroachment of private land onto public land and the second set of
differences shows the encroachment of public land onto private land. This ap-
proach highlights the differences between the boundaries but does not propose
any possible solutions to the problem. The results of the polygon-based exper-
iments in Table 1 show the plotting of the two sets of points and highlights
the differences between the two views (sets of boundary data) for the same area.
AreaOmG gives the area of the original boundary minus that of the GPS bound-
ary. AreaGmO gives the area of the GPS boundary minus that of the original
boundary. AreaOmM gives the area of the original boundary minus that of the
middle boundary. AreaMmO gives the area of the middle boundary minus that
of the original boundary. AreaGmM gives the area of the GPS boundary minus
that of the Middle boundary. AreaMmG gives the area of the middle boundary
minus that of the GPS boundary. The results of the experiments show the dif-
ferences between two views (sets of boundary data) for the same area. We give a
fair solution to people who have arguments on the measurement of boundary for
Parks in Auckland, as seen in Fig. 3. The green line shows the boundary as per-
ceived by the council and the blue line shows the boundary as perceived by the
results of a field survey. The differences in the two boundaries show where the
boundary is disputed. The red line shows a calculated middle boundary which
may act as a starting point for resolving boundary disputes. Stakeholders have
different views on encroachment. For example the council have a strict viewpoint
and assume that the data they have is correct whereas some private residents
have a relaxed viewpoint on the position of a boundary.
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5 Conclusions and Future Work

In order to address the land encroachment problems in Auckland’s parks, we
firstly proposed two different approaches boundary calculations. Though both
of them detect and highlight differences, in numerical terms, effectively, whereas
neither approach offers a possbile solution to any boundary conflicts. We then
proposed the middle-boundary approach, in which we address the boundary
arguments from stakeholders by a nearest neighbor based algorithm. This so-
lution could be a possible solution that disputes or at least a starting point
for negotiations, because the (middle-boundary) have been addressed. The main
limitation of the middle-boundary approach is that the proposed new boundary
is based solely on mathematical calculations and does not take into account the
stakeholders’ views or motivations currently. Possible future work could involve
adding weighting to the middle-boundary calculations so that different possible
solutions could be generated.

References

1. Shmueli, D.F.: Framing in geographical analysis of environmental conflicts: Theory,
methodology and three case studies. Geoforum 39(6), 2048-2061 (2008)

2. He, Y., Kundu, A.: 2-d shape classification using hidden markov model. IEEE
Transactions on Pattern Analysis and Machine Intelligence 13(11), 1172-1184
(1991)

3. Bicego, M., Murino, V.: Investigating hidden markov models’ capabilities in 2-d
shape classification. IEEE Transactions on Pattern Analysis and Machine Intelli-
gence 26(2), 281-287 (2004)

4. Deneme, 1., Yerli, H., Severcan, M., Tanrikulu, A., Tanrikulu, A.: Use and com-
parison of different types of boundary elements for 2d soil-structure interaction
problems. Advances in Engineering Software 40, 847-855 (2009)

5. Rom, H., Medioni, G.: Hierarchical decomposition and axial shape description.
IEEE Transactions on Pattern Analysis and Machine Intelligence 15(10), 973-981
(1993)

6. Liu, Y., Yuan, Y., Xiao, D., Zhang, Y., Hu, J.: A point-set-based approximation
for areal objects: A case study of representing localities. Computers, Environment
and Urban Systems 34, 28-39 (2010)

7. Stehman, S.: Estimating area from an accuracy assessment error matrix. Remote
Sensing of Environment 132, 202-211 (2013)

8. Baffetta, F., Fattorini, L., Franceschi, S., Corona, P.: Design-based approach to k-
nearest neighbours technique for coupling field and remotely sensed data in forest
surveys. Remote Sensing of Environment 113, 463-475 (2009)

9. von der Dunk, A., Grét-Regamey, A., Dalang, T., Hersperger, A.M.: Defining a
typology of peri-urban land-use conflicts—a case study from switzerland. Landscape
and Urban Planning 101(2), 149-156 (2011)

10. Forest, B.: Information sovereignty and gis: the evolution of communities of interest
in political redistricting. Political Geography 23(4), 425-451 (2004)



Morphological Associative Memory Employing
a Split Store Method

Hakaru Tamukoh, Kensuke Koga, Hideaki Harada, and Takashi Morie

Graduate School of Life Science and Systems Engineering,
Kyushu Institute of Technology, Japan
tamukoh@brain.kyutech.ac. jp

Abstract. The morphological associative memory (MAM) has advan-
tages of large memory capacity and high perfect recall rate in comparison
with other associative memory models. However, the MAM cannot store
a large data in memory matrices M and W because the space complex-
ity of the ordinary method is O(n?) when the dimension of input data
is n. In this paperCwe propose a MAM employing a split store method.
The proposed method splits a given stored pattern into 1/n sub-pattern,
then memory matrices are independently generated for each sub-pattern.
Experimental results show that the perfect recall rate and CPU time of
the proposed method are nearly equal to the ordinary method while the
proposed method reduces the space complexity to O(n'?).

Keywords: Morphological associative memory, split store, memory stor-
age, space complexity.

1 Introduction

An associative memory is one of the important brain functions and has attracted
many researchers [1]-[9]. Hopfield proposed Hopfield network which can be de-
signed as an associative memory [1]. However, Hopfield network has drawbacks
of low memory capacity and low convergence; the number of stored patterns can
be no more than 15% of the number of neurons, and a convergence problem is
caused by the local minimum.

As one of the associative memory models, Ritter proposed a morphological
associative memory (MAM) [2] based on a morphological neural network [10].
In contrast with Hopfield network, the MAM has advantages; large memory
capacity and high perfect recall rate. Especially in the auto associative memory
mode such as (A — A), the MAM always provides the perfect recall for any
number of patterns stored in its memory matrices where there is no noise in
the input pattern. Therefore, it has unlimited memory capacity. In addition, the
recall of MAM is one-shot process, thus the convergence problem does not exist.

Although the MAM has the above advantages, it also has drawbacks on a de-
sign of kernel image. The kernel image is used for the association and is obtained
by trial and error in the ordinary MAM. It is hard to design as the total num-
ber of the stored patterns increases. To overcome the problem, several effective

C.K. Loo et al. (Eds.): ICONIP 2014, Part III, LNCS 8836, pp. 341-348, 2014.
© Springer International Publishing Switzerland 2014
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methods to design the kernel image have been proposed [3]-[5]. However, those
methods have a problem that the perfect recall cannot be achieved for an input
pattern with a corrupted kernel image or the stored patterns with redundancy
bits is necessary for the kernel image. As a MAM using no kernel image, the
block splitting type MAM (BMAM) was proposed. The BMAM introduced a
block splitting method and a majority logic approach to avoid spreading a noise
over an image in the recall process and obtain a plausible recall pattern respec-
tively [6]. However, the BMAM also has a problem that the perfect recall rate is
inferior to the MAM using the kernel image. Therefore, a MAM using a stored
pattern independent kernel image had been proposed [7]. This kernel design
method offers advantages; the simple kernel design, good recall performance for
the corrupted kernel image. However, the model cannot recall the correct pat-
tern for a pattern completely included with other stored patterns (e.g., “C and
G”, “E and F”), as well as conventional MAMs. The existence of such inclusion
patterns becomes serious when the number of the stored patterns increases. To
solve the problem, we proposed a MAM employing a reverse recall [8][9]. In this
model, we introduced the reverse recall method into the MAM using the stored
pattern independent kernel image. By introducing these methods, the design of
kernel image has been well improved.

However, the MAM still has a drawback on the space complexity. The recall
process of the MAM is one-shot as mentioned before and its time complexity
is O(n) when dimension of the input pattern is n. On the other hand, the size
of memory matrices requires 2n? for association. The space complexity is O(n?)
and it is difficult to develop a practical application when the dimension of the
stored patterns increases. The BMAM reduces the size of memory matrices to
n? + a, (a < n?) [6], but its space complexity is also O(n?).

In this paper, we propose a MAM employing a split store method to solve the
space complexity of ordinary MAMs. The proposed method splits a given stored
pattern into several sub-patterns, then memory matrices are independently gen-
erated for each sub-pattern. When a number of sub-patterns is /n, the proposed
method reduces the space complexity to O(n!:?). We evaluate a validity of the
proposed method through experiments.

2 Morphological Associative Memory

2.1 Ritter’s MAM
The MAM proposed by Ritter [2] has two memory matrices ‘M’ and ‘W’. Here,

let assume n-dimensional pattern pairs X" = (27, -+, z,), Y™ = (y7, -+, Yn),
(r=1,---,p), the two memory matrices are given as;
P
mi; = \/ (uf —}), (1)
r=1

p

Wij = /\(y: - x3), (2)

r=1
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where p is a number of pattern pairs, w;; and m;; represent (i, j)-th unit of mem-
ory matrices ‘M’ and ‘W’, respectively. The symbols A and \/ denote minimum
and maximum operators, respectively.

Figures 1 and 2 show an example of n-dimensional stored patterns and the
memory process of Ritter’'s MAM to obtain the memory matrix, respectively.
The size of two memory matrices is 2 X n x n. Therefore, the space complexity
of Ritter’s MAM is O(n?).

In a recall process, the output Y is obtained by the given input X" and
memory matrices ‘M’ or ‘W’ as follows;

yi = /\ (maj +5). 3)

~.

1

J

or

=
I
<=

(wij + 27), (4)

<.
Il
_
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Fig. 3. Recall process using stored pattern independent kernel image

Memory matrices ‘M’ and ‘W’ are effective for an erosive and a dilative noise,
respectively. However, one of the memory matrices cannot cope with both noises
in the same pattern. In order to handle the noise which includes both the erosive
and the dilative noise simultaneously, Ritter proposed the MAM adopts a two-
stage recall process using two matrices and a kernel image ‘Z’. However, the
kernel image should consist of part of the input pattern ‘X’ and is obtained by
trial and error to satisfy a specific condition [2]. Therefore, the determination of
the kernel image becomes quite difficult as the stored patterns increases.

2.2 Stored Pattern Independent Kernel Image

To overcome the difficulties of kernel image design, the stored pattern indepen-
dent kernel image has been proposed [7][8]. In this method, the kernel image
consists of several bits which are equivalent to the number of stored patterns.
Here, only one element of the kernel image is ‘1’, the other elements are ‘0’. It
is easy to design the kernel images for association. The memory matrices using
the stored pattern independent kernel image are obtained as follows;

Mmij = \/(Z: *x;)a (5)
wiy = N\NWF—2), (6)
r=1

The output is obtained by a two-stage recall process same as the Ritter’s
MAM given by follows;

/\ (mij + 2 (7)

n
i = \/ (wi; + 2}). (8)
j=1
Figure 3 shows a shceme of the recall process of MAM employing stored pat-
tern independent kernel image. In this paper, we employ this kernel image for
experiments.
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Fig. 4. Memory process of MAM employing a split store method

3 MAM Employing a Split Store Method

The recall process of the MAM is one-shot and its time complexity is O(n) when
dimension of the input pattern is n. On the other hand, the size of memory
matrices requires 2n2. The space complexity is O(n?). It takes huge memory
space when the dimension of stored pattern increases. For instance, to realize
an association between 256 x 256 pixel gray scale images (e.g. dimension of
the stored pattern n = 2!6), the ordinary MAM requires 8 GByte for memory
matrices ‘M’ and ‘W’. It is hard to store the memory matrices into the main
memory of general personal computer. In this section, we propose a split store
method to reduce the space complexity of the ordinary MAMs.

Figure 4 shows a scheme of the proposed method. A memory process of the
proposed method as follows;

1. Stored pattern pairs X" and Y are divided in s sub-patterns.
2. Memory matrices M and W are generated for each sub-pattern.

The parameter s represents a number of sub-patterns. A recall process of the
proposed method as follows;

1. A given input pattern is divided into s sub-patterns.
2. Recall processes are executed every sub-patterns.
3. Combining output images resulted by recall process.

The total size of memory matrices employing the proposed method is 2xs%(n/s)?.
In Fig.4, we set s = \/n (e.g. the stored pattern shown in Fig.1 is divided in each
row) in the step 1. In this case, the total size of memory matrices ‘M’ and ‘W’ is
2+ n!-®, Therefore, the space complexity of the proposed method is O(n!-®). For
instance, the proposed method requires 34 MBytes for the association of 256 x 256
pixel gray scale images. It drastically reduces memory usage in comparison with
the ordinary MAMs.
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Fig. 5. Binary test images to confirm perfect recall rate

Table 1. Experimental resut using binary test images

Ritter’s MAM Proposed
Perfect Recall Rate [%] 100 100
CPU Time [ms] 110 78

4 Experimental Results

In order to evaluate a validity of the split store method, we compare a recall
rate of the proposed method with the conventional MAM.

4.1 Perfect Recall Rate

In the auto associative memory mode, Ritter’s MAM always provides the perfect
recall where there is no noise in the input pattern. It is one of the most important
features of the conventional MAM.

In order to confirm the perfect recall rate of the proposed method, we used
20 test images which consisted of 64 binary elements as shown in Fig6. Here,
we set s = 8 for the split store method. Table 1 shows experimental results
which are average values of 320 trials. The proposed method achieved 100% of
perfect recall rate same as the conventional MAM. In addition, CPU time of the
proposed method was nearly equal to the conventional MAM. From these results,
we confirmed that the proposed method achieved the same performance with the
ordinary MAM while the proposed method reduced the space complexity.

4.2 Noise Tolerance

In order to evaluate noise tolerance of the proposed method, we randomly gener-
ated 1,000 stored patterns which consisted of 64 binary elements, and obtained
memory matrices ‘M’ and ‘W’. Here, we set s = 8 for the split store method.
In recall process, we generated the erosive and dilative noises randomly on each
element in an input pattern with a pre-assigned probability.

We evaluated four methods; (1) Ordinary MAM without kernel (Ritter’s
MAM), (2) Proposed MAM without kernel, (3) Ordinary MAM using kernel,
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Fig. 6. Noise tolerace of the proposed and ordinary MAMs

(4) Proposed MAM using kernel. In experiments (3) and (4), we employed the
stored pattern independent kernel image [7].

Figure 6 shows experimental results to evaluate noise tolerance of MAMs.
Each perfect recall rate was an average of 1,000 trials. All MAMs (1)—(4) achieved
100% of perfect recall rate when noise rate was 0%. From the results, we con-
firmed again the MAM using the sprit store method achieved the same perfor-
mance as the ordinary MAM.

From the results of noise rate were 1 to 10%, we confirmed that noise tol-
erance of the proposed method was well improved by introducing the kernel
image. However, the perfect recall rate of the proposed method using kernel
(4) was lower than the ordinary one (3). We supposed that it was caused by
occurring inclusion patterns (e.g., “C and G”, “E and F”). The number of pat-
tern combination was reduced by splitting the stored pattern in the proposed
method. In this case, a probability of occurring inclusion patterns was increasing.
Therefore, we have to consider a tradeoff between the space complexity and the
noise tolerance to set the parameter s in the proposed method. We also suppose
that the performance degradation of the proposed method caused by inclusion
patterns would be solved by introducing a reverse recall method [9].

5 Conclusion

In this paper, we proposed a MAM employing a split store method to reduce
the space complexity of the ordinary MAMs. When we set a parameter s =
v/n, which represents number of sub-patterns, the proposed method reduced the
space complexity from O(n?) to O(n'®). Experimental results showed that a
perfect recall rate and CPU time of the proposed method were nearly equal to
the ordinary method while the proposed method reduced the space complexity.

In future work, we will combine the split store method with a reverse recall
method [9] to improve the noise tolerance of the proposed method.
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Abstract. Over last fifty years, Neural Networks (NN) have been im-
portant and active models in machine learning and pattern recognition.
Among different types of NNs, Back Propagation (BP) NN is one popu-
lar model, widely exploited in various applications. Recently, NNs attract
even more attention in the community because a deep learning structure
(if appropriately adopted) could significantly improve the learning per-
formance. In this paper, based on a probabilistic assumption over the
output neurons, we propose a hybrid strategy that manages to combine
one typical deep NN, i.e., Convolutional NN (CNN) with the popular
BP. We present the justification and describe the detailed learning for-
mulations. A series of experiments validate that the hybrid approach
could largely improve the accuracy for both CNN and BP on two large-
scale benchmark data sets, i.e., MNIST and USPS. In particular, the
proposed hybrid method significantly reduced the error rates of CNN
and BP respectively by 11.72% and 28.89% on MNIST.

1 Introduction

In the last half century, Neural Networks (NN) have been actively researched
and widely applied in most areas of pattern recognition and computer vision [1].
In the field, there are many famous NN models including Back Propagation
(BP) [1], Self-organizing Map NNs [5], and Hopfield network [8]. In particular,
BP is regarded as one of the state-of-the-art supervised learning approaches,
which has been extensively exploited in a large number of applications such
as classification and regression. A typical BP NN usually exploits a three-layer
structure with the non-linear activation function. In training BP, the error could
be propagated from latter to previous layers, which motivated its model name.

Recently, NNs even receive more attention in the community partly because a
novel deep hierarchy structure proves to be able to improve the learning accuracy
in many real tasks [4,6]. Such NNs, exploiting many layers rather than a shallow
structure (e.g., 3 layers) are called as Deep NNs (DNN). There are two typical
types of NNs in this line: (1) DNNs based on Restricted Boltzmann Machine
(RBM) [3], and (2) Convolutional NNs (CNN) [6]. The first type of DNNs adopts
RBMs to obtain high-level features gradually layer by layer using a fast training
algorithm, namely a pre-training strategy combined with fine tuning [4], while
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CNNs engage explicit convolutional masks to extract high-level features also in
a layer-wise way [6]. Both types of DNNs achieve big success across the fields of
object detection, image recognition and speech recognition.

Due to the success of both traditional NNs and DNNSs, it remains natural yet
interesting that if combination of them could further lift up the performance.
To this end, in this paper, we try to investigate how to combine a traditional
NN, i.e. BP, with the deep learning model CNN, and if such combination could
indeed improve the accuracy. For this purpose, we propose a novel probabilistic
hybrid approach assuming that the output values given by the output layer of
both BP and CNN follow a Gaussian Mixture Model (GMM). Each class (i.e.,
each output neuron) is one component for GMM. Based on the GMM model,
we could easily compute the posterior probability (confidence value) that a new
sample belongs to a specific class in both BP and CNN. Consequently, a simple
decision can be done by choosing the output class with the highest confidence
value. Importantly, we have validated this approach in two benchmark datasets,
i.e., MNIST and USPS data. Experimental results showed that the proposed
strategy could significantly improve the accuracy. In particular, the proposed
hybrid method largely reduced the error rates of CNN and BP respectively by
11.72% and 28.89% on MNIST.

The rest of this paper is organized as follows. In the next sections, we first
briefly introduce BP, CNN, and then present our combination algorithm in de-
tails. In Section 5, we report the experimental results to validate the effectiveness
of our algorithm. Finally, We set out concluding remarks in Section 6.

2 Back Propagation Neural Network

Back Propagation NN is actually a typical feed-forward NN [1]. In more details,
each neuron receives a signal from the neurons in the previous layer, and each of
those signals is multiplied by a separate weight value. The weighted inputs are
summed, and passed through a so-called activation function which “squashes”
the output to a fixed range of values. Such output is passed to all the neu-
rons in the next layer. In this sense, we usually feed the input values to the
first layer so that the signals are propagated through the network, and finally
receive the output values. In order to make the networks output meaningful val-
ues for classification or regression, we need a method of adjusting the weights
connected among different layers. For this purpose, one of the most common
learning algorithms is called Back Propagation. Given a training set, a typical
BP network could update the weights using a stochastic gradient algorithm per
training sample.

The BP algorithm applies iteratively in the following steps: one sample is
feeded to the network, and the network produces certain output based on the
current values of the weights among different layers. This output is compared to
the ground truth, and a mean-squared error can be computed. The error value
is then propagated backwards through the network (which motivates the name
of BP). Small updating is made to the weights in each layer. The whole process
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is repeated for each training instance until a stable solution was obtained for the
weights. Details can be seen in [1].

3 Deep Convolutional Neural Network

_________________________________________________

Input a' Convolutional 3 Subsampling

Convolutional 3 Subsampling
Layer H Layer Layer

Layer Layer
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Output P Fully Connection e Subsampling e Convolutional || o o @
Layer Layer | Layer Layer !

Fig. 1. Framework of Hybrid System

CNNss recently receive more and more attention because of their big accuracy
improvement in various applications. CNNs adopt a deep hierarchy structure [2].
More specifically, CNNs usually alternate with convolutional layers and subsam-
pling layers. This could be seen in Figure 1. Different CNNs vary in how convo-
lutional and subsampling layers are constructed and how the nets are trained.
Basically, a CNN can be regarded as one hierarchy or deep network where the
previous layers (convolutional layers and subsampling layers) extract features
gradually from low levels to high levels. The last classification layers, also re-
ferred to as fully-connected layers, could simply be considered as traditional
BP networks. One typical setting for CNN can be seen in Figure 3, borrowed
from [7]. We will describe each typical layer involved in CNN as follows.

3.1 Optional Image Processing Layer

The image processing layer is an optional pre-processing layer that is kept fixed
during training. Such layer would provide potentials to enable additional infor-
mation besides the raw input image into the network. In this paper, we just feed
the raw image into CNN and hence has no this pre-processing layer.

3.2 Convolutional Layer

A specific convolutional layer is decided by the size and the number of the maps,
kernel sizes, skipping factors, and the connection table. Each layer has M maps of
equal size (M, My). A kernel of size (K, K, ), used to extract certain high-level
features, is shifted over the valid region of the input image. Moreover, neurons
of a given map share their weights but have different receptive fields.
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3.3 Subsampling Layer

After the convolutional layer generates M maps to middle-level images, a sub-
sampling layer will be followed to simply resize the map to a smaller one. Such
operation could be done according to a specific subsampling ratio. In the lit-
erature, there are also some researchers changing the subsampling layer as a
max-pooling layer [2], where the output of the max-pooling layer is given by the
maximum activation over non-overlapping rectangular regions of size (K, K).
In this paper, we adopt the subsampling layer rather than the max-pooling layer.

3.4 Classification Layer

Kernel sizes involved in convolutional filters and subsampling ratios are carefully
chosen such that either the output maps of the last convolutional layer are
downsampled to 1 pixel per map, or a fully connected layer combines the outputs
of the topmost convolutional layer into a one-dimensional feature vector. The
top layer is always fully connected, with one output unit per class label. Hence
the classification layer is also called as the fully-connected layer.

4 Hybrid Approach Based on GMM

In this section, we focus on describing our hybrid approach in details.Note that
both BP and CNN usually have an output layer where the number of neurons
is the same as that of classes (denoted by c¢) involved in the data. When a test
sample z of p-dimension is input , the class associated with the output neuron
containing the largest response will be assigned to the sample. If we assume that
p(z,C) (C is the class variable) is modeled by a Gaussian Mixture Model with
each component corresponding to the class C = ¢;,, we could have

P(z,C;0) = Zﬂ'i/\[(zé Mis i),
i=1

where the unknown parameter vector 6 consists of the mixture weight 7;, the
means of component p,;, and the covariance of component matrices o;(i =
1,...,0).

Clearly, the posterior probability can be calculated by

miN(z; 1y, 05)
D iy TN (5 iy 04)
Since z is usually a high-dimensional vector, it would be difficult to estimate

N (z; 1, 05). Instead, we could simply estimate the class conditional probability
using the actual output value of neuron o; associated with class ¢;, i.e.,

Plejlz;0) =

N(z; pj, 01) o< N(05(2); oy, 00, ).
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Here, 0,(z) is the value of output neuron j when the input sample is z. As o, is
one-dimensional variable, its mean and covariance can be much easier and more
stable to be estimated from training samples. By combining all the above, we
could finally get the simplified posterior probability equation:

N (2; iy, 05)
>icy milN (23 i, 07)

_ WJN(OJ (2); Hoj 5 Uoj) (2)
Z?:l ﬂ-iN(Oj (Z); Ho; » UOi) .

Consequently, given a test sample z and the trained BP (or CNN), one can
easily calculate the posterior probability according to Eq. 1 and the output values
of z. In another word, the value of output neuron associated with z could be
transformed to a probability. The class or neuron with the maximum posterior
probability can then be assigned to z.

Based on the probability transformation by GMM, we can easily get the maxi-
mum posterior probability obtained from BP and from CNN, when a specific test
sample is input. Therefore, it is reasonable and obvious that we could obtain the
hybrid result by comparing which output is more confident according to the two
probabilities given by BP and CNN. Namely, we simply output the class judged
by the more confident classifier (BP or CNN) by the maximum operation. An
illustration of this hybrid system can be seen in Figure 4.

P(cj|z;0) = (1)

rh
~—1-3
BP : GMM
input =—q output
sample class
Max

—q
CNN [T 9 GMM
——q

P

Fig. 2. Framework of Hybrid System

5 Experiments

In this section, we evaluate the performance of the hybrid approach on two
benchmark real data sets, MNIST and USPS in comparison with BP and CNN.

5.1 Experimental Setup

In this section, we first introduce the two used data sets briefly. Then we provide
the BP and CNN network structure. MNIST contains a training set of 60, 000 and
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Fig. 3. Training structure used in CNN [7]

a test set of 10,000 handwritten numerals. This data set is a subset of a larger
set available from NIST. Each sample has been size-normalized and centered
in a fixed-size image of 28 x 28 pixels. USPS contains a training set of 7,291
handwritten digits and a test set of 2,007 digits. Both data sets have frequently
been used in the literature and are regarded as the benchmark data sets in
pattern recognition. Following many previous research, we simply exploited raw
pixel features for both data sets. For MNIST data, we put each sample in the
center of 32 x 32 white image. For the USPS data, we resize each sample from
16 x 16 to 28 x 28, and then center it in a white image of 32 x 32.

In training BP neural networks, we used a three-layer structure. In the exper-
iments of both MNIST and USPS, the number of the input neurons was equal
to image size, i.e., 32 x 32 = 1,024; the number of neurons in the hidden layer
was set to 1,000, which was tuned empirically; the output layer had the same
number of neurons as the class number, which is 10 in digit recognition.

In training CNNs, we exploited a typical structure used in [7]. Typically, in
the 1-st layer, the raw pixels of 32 x 32 image was input; in the 2-nd layer,
a convolutional layer with 6 kernels (5 x 5 local window) was used; in the 3-rd
layer, a subsampling layer with sampling rate 2 is used; in the 4-th layer, another
convolutional layer with 16 kernels was exploited still by 5 x 5 local window; in
the 5-th layer, a further subsampling layer with sampling rate 2 was adopted; in
the 6-th layer, a convolutional layer with 120 kernels was used (still with 5 x 5
local window); in the 7-th layer, a fully connected layer with 84 neurons were
used; the 8-th layer is the output layer with 10 neurons. For clarity, we slightly
modified the graph use in [7] and displayed it in Figure 3.

Table 1. Error Rate Comparison of Different Approaches on MNIST and USPS Data

Data CNN (%) BP (%) Hybrid (%) Err. Redu. to CNN (%) Err. Redu. to BP (%)

MNIST 290  3.60 2.56 1172 | 28.89 |
USPS 972 897 8.57 11.83 | 4.46 ]
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5.2 Experimental Results

We trained the BP and CNN in both the data sets and reported the test error
rates in the test sets respectively. The hybrid system was also tested on the same
test sets. The experimental results were shown in Table 1. For a better visualiza-
tion, we also plotted the error rates in Figure 4. In order to clearly inspect the
difference among different models, we also reported the relative error rate reduc-
tion of the hybrid approach to CNN and BP respectively in the last two columns
of Table 1. It is evident that the hybrid approach significantly reduced the clas-
sification error rates involved in BP and CNN. More specifically, on MNIST, its
relative error rate reductions were respectively 11.72% and 28.89% to CNN and
BP, while on USPS, the relative error rate reductions were respectively 11.83%
and 4.46% to CNN and BP. Such results clearly demonstrated the usefulness of
our proposed hybrid methods.

I CNN I CNN
38 18P [
36 I Hybrid 95 I Hybrid

)
1
S
)

8.5

24
75

2.2
2 7

MNIST Data USPS Data

Test Error Rate (%)
Test Error Rate (%)

Fig. 4. Test error rate comparison among different approaches. Clearly, the proposed
hybrid approach significantly outperformed BP and CNN.

6 Conclusion

In this paper, we have proposed a novel hybrid approach to combine one typical
deep NN, i.e. CNN with one popular traditional NN, i.e. BP. Specifically, the
hybrid approach assumes a Gaussian Mixture Model over the output neurons
for both models. Based on the probabilistic calculation, the confidence of each
model, namely, CNN and BP can be provided for the input instance. We have
presented the justification and described the detailed learning formulation. A
series of experiments validate that the combined approach could significantly
improve the accuracy for both CNN and BP on two large-scale benchmark data
sets.
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Abstract. Most organizations or CERTSs deploy and operate Intrusion
Detection Systems (IDSs) to carry out the security monitoring and re-
sponse service. Although IDSs can contribute for defending our informa-
tion property and crucial systems, they have a fatal drawback in that
they are able to detect only known attacks that were matched to the
predefined signatures. In our previous work, we proposed a security mon-
itoring and response framework based on not only IDS alerts, but also
darknet traffic. The proposed framework regards all incoming darknet
packets that were not detected by IDSs as unknown attacks. In our fur-
ther analysis, we recognized that not all of darknet traffic is related to the
real attacks. In this paper, we propose an advanced classification method
of darknet packets to effectively identify whether they were caused by the
real attacks or not. With the proposed method, the security analyst can
ignore the darknet packets that were not related to the real attacks. In
fact, the experimental results show that it succeeded in removing 23.45%
of unsuspicious darknet packets.

Keywords: Security Monitoring and Response, IDS alerts, Darknet,
Classification Method.

1 Introduction

The security monitoring and response, which mainly consists of three phases, i.e.,
detection of potential cyber attacks, analysis of them and response to the real
attacks, is one of the most powerful services in order to fight against cyber threats
happening on the Internet. Most organizations or CERTs deploy and operate
Intrusion Detection Systems (IDSs) to carry out the security monitoring and
response service [1]. Although IDSs can contribute to defending our information
property and crucial systems, they have two fatal drawbacks.

Firstly, their detection accuracy is very low. In fact, more than 99% of IDSs
alerts are false positive [2,3]. Second, they are able to detect only known attacks
that were matched to the predefined signatures. In order to cope with the second
weakness, in our previous work [5,6,7], we proposed a security monitoring and
response framework based on not only IDS alerts, but also darknet traffic. Since
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darknet is a set of unused IP addresses(i.e., no real server,system,etc), packets
that were observed on the darknet can be regarded as malicious activities. Based
on the concept of the darknet, the proposed framework regards all incoming
darknet packets that were not detected by IDSs as unknown attacks. In our
further analysis, however, we recognized that not all of darknet traffic is related
to the real attacks.

In this paper, we propose an advanced classification method of darknet pack-
ets to effectively identify whether they were caused by the real attacks or not.
With the proposed method, the security analyst can ignore the darknet packets
that were not related to the real attacks For example, backscatter packets of
DDosS attack, reply packets by third-party victims, torrent packets, etc. In order
to verify the effectiveness of the proposed method, we used real darknet traffic of
three months (Sep. 1st, 2013 ~ Nov. 30th, 2013) that was obtained from Science
and Technology Security Center (S&T-SEC) which provides the security moni-
toring and response service to 51 Korea government-funded research institutes.
The number of the source hosts within the 51 research institutes that sent pack-
ets to the darknet was 661. Among the 661 source hosts, the proposed method
succeeded in identifying the 155 source hosts (i.e., 23.45%) that sent unsuspi-
cious darknet packets. This means that it is able to dramatically improve the
performance of the security monitoring and response service.

The rest of the paper is organized as follows. Section 2 gives a brief description
of the existing approaches related to darknets. Section 3 presents the proposed
method in detail and the experimental results are given in Section 4. Finally, we
make conclusions and suggestions for future research in Section 5.

2 Related Work

Researchers have done many efforts on the reduction of meaningless IDS alerts
[2,3,4]. They are mainly based on data mining and machine learning techniques
to deal with the IDS alerts in an automated manner. Darknet based approaches
have been also proposed to develop countermeasures against malicious activi-
ties on the Internet [8,9,10,11]. For example, Nakao et al. introduced a network
incident analysis center for tactical emergency response (nicter) and its main
purpose is to carry out correlation analysis between the network threats ob-
served in the darknet and malwares captured in the various types of honeypots.
[5,6,7].

The experimental results showed that the proposed framework could detect
unknown attacks that were not detected by IDSs. This framework has a prob-
lem; it regards all the incoming darknet packets as real attacks. In practice,
however, darknet packets can be sent by backscatter packets of DDoS attack,
reply packets by third-party victims, torrent packets, whose source hosts are
not the original attackers or attack hosts. Therefore, we propose a classifica-
tion method of darknet packets so as to overcome this problem of our previous
framework.
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3 Proposed Method

3.1 Overall Architecture

Figure 1 shows the overall architecture of the proposed method. The method is
divided in three main phases : Monitoring, Extraction and Classification. During
the Monitoring phase, it collects all the incoming packets to the darknet space
and feed them into the Extracting phase. The Extraction phase extracts the spe-
cific darknet packets whose source IP addresses belong to the target organiza-
tions for the security monitoring and response service. Finally, the Classification
phase consists of three modules : ICMP Module, Torrent Module, TCP Module.
The three modules inspect the payload or the header of the darknet packets in
order to identify whether their source hosts are related to the original hosts or
not. The detailed description of the three modules is shown in Section 3.2, 3.3
and 3.4, respectively.

Darknets

Darknet packets sent

@Extraction
from target organizations

1st classification

Ignore

"Torrent "**--..._ 2nd Classification
Module

®Classification

TCP e, 3rd Classification

Ignore

- .,...Module___.

I Tgnore

Ignore pakcets

Fig. 1. Overall architecture of the proposed method

Incident packets

3.2 ICMP Module

Figure 2 shows the procedure of ICMP module, and it consists of three main
steps. Firstly, it inspects the header of the darknet packets to extract only ICMP
packets. Second, if the protocol of the darknet packets is ‘ICMP’, then it extracts
‘TYPE’ value (e.g., echo reply, echo request, time exceed, etc) from their header.
Finally, if the ‘TYPE’ value of the darknet packets is relevant to ‘reply’ types
(e.g., echo reply, timestamp reply and so on), they are ignored for the secu-
rity monitoring and response service. Otherwise, they are regarded as the real
attacks.

The reason why we ignore the ICMP reply packets is as follows. In normal
cases, the ICMP reply packets must be sent to their original source hosts. If the
ICMP reply packets were observed on the darknet, this means that the original
source hosts spoofed their IP addresses to those of the darknet. Therefore, source
hosts of the ICMP reply packets that sent to the darknet should be regarded as
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the victim, not the real attacker. As shown in Figure 3, assume that an attacker
sent an ICMP packet whose source IP address is forged to that of the darknet
to the victim. The ICMP reply packet is sent to the darknet and its source 1P
address becomes the victim. As a result, in most cases, the ICMP reply packets
should be ignored from the further analysis.

3.3 Torrent Module

Figure 4 shows the procedure of the Torrent module. The main purpose of this
module is to filter out the specific darknet packets that were sent by the Torrent
protocol. Since the torrent client carries out scanning activities to the other
peers, the scanning packets can be observed on the darknet. Therefore, we have
to ignore the specific darknet packets that were sent by the torrent software.

To this end, the Torrent module first extracts the payload from each of the
darknet packets. And then compares the payload with the three strings, i.e., ‘Bit-
torrent Protocol’, ‘info hash’ and ‘d1:ad2:id20’, that are generally represented for
using the torrent protocol. Finally, if the payload of the darknet packets contain
one of three strings, they are ignored for the security monitoring and response
service.

3.4 TCP Module

Figure 5 shows the procedure of the TCP module and it consists of three main
steps. First, inspecting the header of the darknet packets to extract only TCP
packets. Second, if the protocol of the darknet packets is ‘TCP’, then it extracts
‘flag’ value (e.g., SYN, ACK, RST, etc) from their header. Finally, if the ‘flag’
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value of the darknet packets is related to reply packets(e.g., ‘SYN + ACK’, ‘RST
+ ACK’, etc), they are ignored for the security monitoring and response service.
Otherwise, they are regarded as the real attacks.

Packets is
TCP?
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Fig. 5. Procedure of TCP Module

Similar to the ICMP module, in normal cases, the TCP reply packets must be
sent to their original source hosts. If the TCP reply packets were observed on the
darknet, this means that the original source hosts spoofed their IP addresses to
those of the darknet. In many cases, this situation is caused by the backscatter,
i.e., reflection of DDoS attack. Therefore, source hosts of the TCP reply packets
that sent to the darknet should be regarded as the victim, not the real attacker.
As shown in Figure 6, assume that an attacker sent an TCP packet whose source
IP address is forged to that of the darknet to the victim. The TCP reply packet is
sent to the darknet and its source IP address becomes the victim. As a result, in
most cases, the TCP reply packets should be ignored from the further analysis.
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4 FEvaluation

4.1 Experimental Environment

In order to verify the effectiveness of the proposed method, we prepared 32 /24
darknet (i.e., 8,160 IP addresses) in S&T-SEC and collected all the darknet
packets during 3 months (Sep. 1st, 2013 ~ Nov. 30th, 2013). The total number
of the darknet packets and the unique source IP addresses were 237,599,930
and 9,053,688, respectively. We observed that 661 source IP addresses of the 51
research institutes that are the target organizations of the S&T-SEC sent 49,945
packets to our darknet. We used the 661 source IP addresses and the 49,945
darknet packets for the experiment.

4.2 Experimental Results

Figure 7 shows the classification result of the darknet packets and their source IP
addresses. We applied the proposed method to the 49,945 darknet packets that
were sent from the 661 source IP addresses. Among the 661 source IP addresses,
the three modules extracted 190 source IP addresses (28.75%) that sent the
ICMP, Torrent and TCP packets to the darknet.

The ICMP module extracted the 101 source IP addresses that sent the 1,855
ICMP packets to the darknet and it succeeded in ignoring 96 source IP addresses
(14.52%) that sent the ICMP reply packets to the darknet. The Torrent module
extracted 59 source IP addresses that sent the 199 torrent packets to the darknet.
It succeeded in ignoring all the source IP addresses (8.93%) that sent the torrent
packets whose payload contain one of the predefined three strings. In case of the
TCP module, it extracted the 30 source IP addresses that sent the 313 TCP
packets to the darknet. However, we observed that all the source IP addresses
did not sent the TCP packets with ‘SYN+ACK’ or ‘RST+ACK’. As a result, it
could be concluded that the proposed method contributed to removing of 23.45%
of unsuspicious darknet packets.
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Fig. 7. Classification result of the proposed method

Although the TCP module could not remove the TCP packets with
‘SYN4+ACK’ or ‘RST+ACK’, we recognized that the original darknet packets
include such TCP packets. Fig 8 show the number of TCP packets according to
their flag. From Fig 8, we can easily see that about 34% of the TCP packets were
set by ‘SYN+ACK’ or ‘RST+ACK’. This means that if we expand the proposed
method to the all source IP addresses, not only those of the 51 research insti-
tutes, The TCP module can contribute to filtering out the unsuspicious TCP
packets.

80.00%
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60.00% ——
40.00% ——

29.34%
20.00%
3.52%
0.28% 0.26% 0.20%

0.00% T T T

SYN SYN+ACK  RST+ACK ACK RST ETC

Fig. 8. Number of TCP packets according to their flag

5 Conclusion

In this paper, we have proposed an advanced classification method of the darknet
packets. The proposed method consists of three main modules : ICMP, Torrent
and TCP. The main purpose of the three modules is to filter out unsuspicious
darknet packets based on the communication characteristics of ICMP, Torrent
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and TCP protocols. The experimental results demonstrated that the proposed
method succeeded in removing 23.45% of unsuspicious darknet packets from the
original darknet packets. This means that the proposed method can dramatically
improve the detection accuracy of the security monitoring and response service.

Since the proposed method extracted the classification rules of darknet traffic
by manually analyzing its payload and header information, we are able to make
the additional rules for the purpose of classification of darknet traffic effectively
if we apply data mining and machine learning techniques to darknet traffic. In
addition, although the existing techniques based on darknet traffic can contribute
to improvement of the performance of the security monitoring and response
service, they have a practical limitation in which they cannot collect some attack
codes that can be observed after only establishment of the TCP connection. Our
future work will try to overcome this limitation by integrating with honeypot
techniques or constructing a reply server for the darknet traffic.
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Abstract. Malicious spam is one of the major problems of the Internet
nowadays. It brings financial damage to companies and security threat to
governments and organizations. Most recent spam emails contain URLs
that redirect spam receivers to malicious Web servers. In this paper,
we propose an online machine learning based malicious spam email de-
tection system. The term-weighting scheme represents each spam email.
These feature vectors are then used as the input of the classifier. The
learning is periodically performed to update the classifier so that the
system provides increased adaptability to take account of spam emails
whose contents change from time to time. A real data set is labeled by
the SPIKFE system which is developed by NICT. Evaluation experiments
show that the detection system is efficient and accurate to identify ma-
licious spam emails.

Keywords: malicious spam detection, online learning, tf-idf, vector space
model.

1 Introduction

E-mail is an important and efficient communication technique in today’s life.
Because of its convenience, it is abused by spammers for commercial, political
and other purposes. As a result, the emailboxes of people get cluttered with
unsolicited bulk emails, i.e., spams. According to the 2012 statistics, 68.8% of
all email traffic was spam[2].

On the other hand, recent spam emails are possibly sent by various malware
(e.g., bots, worms). Such kind of spam emails always contain URLSs linked to
a Web server for the purpose of diverse cyber attacks such as malware infec-
tion, user information theft and phishing attacks, etc. We call such spam emails
malicious spam emails.

C.K. Loo et al. (Eds.): ICONIP 2014, Part III, LNCS 8836, pp. 365-372, 2014.
© Springer International Publishing Switzerland 2014
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There are many strategies to detect malicious spam emails. One of these
techniques is to download HTML contents and malware by crawling the URLs
within spam emails, and then analyse the obtained contents. Despite of its high
accuracy in malicious spam email detection, the above approach costs a good
deal of time and the analyses result cannot be shown immediately. SPIKE is
a system detecting malicious emails in this way. It is part of Network Incident
analysis Center for Tactical Emergency Response (nicter)[3][4] developed by
National Institute of Information and Communications Technology (NICT).

In this paper, we propose an online machine learning based malicious spam
email detection system. We use double bounce emails, which are collected by
nicer([3][4], as our data. Text-based features are extracted from the body of
these emails because malicious spam emails are likely to have identical content.
This online system periodically updates the classifier since spammers change the
contents of emails frequently. Our system can identify malicious spam emails
from unmalicious ones as soon as the spam emails arrive at the SMTP server.
The experimental results show that our system is highly accurate on malicious
spam email detection and robust against the change of spam emails as well.

The rest of the paper is organized as follows. In section 2, we present the
process of our system. Section 3.1 gives an introduction of double bounce email
and why we use them as our data set. The experimental results are given in
section 3.2. Finally, we present our concluding remarks.

Preprocessing

Update training
data and classifier 0
Bodys (erron) every‘oneiday i | Tokenization

Header2 (error) . E Feature
s | Labeling : and )
Cdyz (erron , : Representation

Header3 (error)

Lemmatization

malicious | = Feature
or 4— Classifier _ )
unmalicious ‘—o—ouo Selection

Header1 (spam)

Extract this part

Body1 (spam)

Fig. 1. An illustration of the system process

2 Malicious Spam Email Detection System

Figure 1 shows the overall structure of the proposed online system. Valid header
(we just use the subject information) and body (the actual contents of the mes-
sage) are extracted from the double bounce emails. Preprocessing steps include
labeling, tokenization, lemmatization, feature representation and feature selec-
tion. All the emails are then represented by the wector space model[5]. Linear
[1-norm SVM is used for feature selection, and linear [2-norm SVM is used for



Detecting Malicious Spam Emails: An Online Machine Learning Approach 367

classification. The everyday update to the classifier makes our system robust
against spam emails whose contents change frequently.

SPIKE takes a long time to identify a malicious spam email. This kind of
inefficiency leads to an anxious waiting of email receivers. This drawback can
be solved availably by our system, i.e., the category of an arrived spam email
can be known instantaneously. Malicious spam emails will be deleted to prevent
cyber attack.

2.1 Preprocessing

Before the formulation of a classifier, appropriate preprocessing steps are re-
quired as the classifier expects numerical feature vectors with a fixed size rather
than the raw text data with variable length. The steps are illustrated in Fig-
ure 1, and can be grouped into labeling, tokenization and lemmatization, feature
representation and feature selection.

Labeling: The data need to be labeled on account of supervised learning and
the labels of those mails are dependent on SPIKFE, which is a malware analysis
system. It is part of Network Incident analysis Center for Tactical Emergency
Response (nicter)[3][4] developed by NICT.

SPIKE analyzes and detects malware by crawling URLs embedded in the
emails. Spam mails are then labelled with Black or White based on the results
obtained by SPIKE. Here Black and White represent malicious and unmalicious,
respectively. The process of crawling URLs is as follows:

(1) extract URLs from the body of the email.

(2) regard the URLs as entrance and start crawling.

(3) analyze the destination web pages linked with the URLs by downloading
their HTML contents and malware if possible.

(4) extract URLs embedded in the web pages obtained from (3), and repeat
(3) and (4).

(5) label the email as Black if there exists at least one web page being
judged with malicious, otherwise White.

In addition, we label the email as Grey in case of invalid entrance URL and
as None if there is no URL existing in the body of the email.

Tokenization and Lemmatization: Tokenization is a process of extracting
the words in the extracted contents and lemmatization is a process of reducing
words to their possible root forms (e.g., “forms” to “form”)[6]. After this step,
a text corpus of training data is created.

Feature Representation: Tf-idf (term frequency-inverse document frequency)
is applied in our research for feature representation. It is a numerical statistic
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that is intended to reflect how important a word is to a document in a collection
or corpus|7]. The calculation of the tf-idf term weight of each word is given by

tf-idfj7k = tfj,k X idfy, . (1)

where the tf;  is the term frequency of word k in document j(i.e., spam mail in
our research). Given the document frequency dfy, as the frequency of documents
in the database that contains word k, the inverse document frequency idfy is
defined as log( d]}; ), where N is the total number of documents.

The text corpus of mails can thus be represented as a row of column vectors
Aj i, with a;j representing the weight of word % in document j. This specific
strategy is called the bag of words, also known as the wvector space model. As
most emails will typically use a very subset of the words used in the corpus, the
resulting matrix will have many feature values that are zeros.

Feature Selection: Feature selection is a process of selecting the most effective
and “representative” features from the original features. It also boosts estima-
tors’ performance on high-dimensional datasets. In our research, a linear [1 SVM
is applied to reduce the dimensionality of the data. We replace the [2-norm ||w/||3
with a {I-norm ||wl|; that will promote feature selection[8]. Coefficients for the
weakest features are set to zero, i.e., sparse solution. This approach evaluates
feature importances and selects the most relevant features. The optimal value of
the parameter C' can be found by cross-validation.

Classifier: We apply different classification methods, such as decision tree,
support vector machines, naive bayes and k-nearest neighbors. Among these
algorithms, SVMs achieves the best performance.

Support vector machines (SVMs) developed by V. Vapnik is one of the most
successful classification methods for many applications including text classifica-
tion. For its capability of dealing with high dimensional datasets and efficiency
for training, we apply linear [2-norm SVM as the classifier. The goal of SVM clas-
sification is to find the separating hyperplane with maximal margin, for which the
distance to the closest training sample is maximal[9]. In standard two-class classi-
fication problems, we are given a set of training data (x1,41), ..., (Xn, Yn ), X; € R™
and the output y; € {1, —1} is binary. The standard [2-norm SVM is equivalent
to fit a model that

tnin € (1= (b + w6k + [wl @

where C' is a penalty parameter on the training error and ¢ is a function that
mapped training data into higher dimensional space. Practically, a kernel func-
tion K (x;,%;) = ¢(x;)T ¢(x;) may be used to train the SVM. A linear SVM has
#(x) = x, so the kernel function is K(x;,x;) = x; x;[10].
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3 Experiments

3.1 Data Set

As we know, a normal email contains at least one return-path address in its
header field, even if a sender mistyped the recipient address to his or her email.
In contrast, double bounce emails have no valid recipient address and return-
path address. Therefore, if such an email is sent to the external SMTP server, a
user unknown error message will be returned to the internal SMTP server which
sent the original email. After that, the internal SMTP server sends back the
same error message to the external SMTP server since the original email has no
valid return-path address. The process is shown in Figure 2. In this situation,
spammers fabricate inexistent recipient addresses and conceal their detrimental
activities. Therefore, double bounce emails can be regarded as pure spam. For
this reason, we use them as our raw data.

From: Forged address

DTransportin,
To: Unknown address > .

User unknown

error message
SMTP Server SMTP Server

Spammer

Fig. 2. The generating process of double bounce email

Our data set was collected by nicter|[3][4]. Considering the structure of double
bounce email as shown in Figure 1, we ignore the error messages and extract the
spam part consisting of header 1 (i.e., subject) and body 1. The preprocessing of
the raw data has been explained in Section 2.1. We collected the data set from
March 1st to July 9th 2013. The total number of collected emails is 19924. It is
worth mentioning that the number of double bounce emails we received in each
day subjects to a large variance. This characteristic is also reflected in the ratio
of malicious double bounce emails to unmalicious ones.

3.2 Evaluation

It is different from the general classification problem that in our research a
malicious spam email misclassified as unmalicious can be unacceptable. For this
reason, describing the performance in terms of the classification accuracy is not
adequate. Moreover, in a highly unbalanced scenario, a classifier can attain a high
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accuracy. Therefore Precision, Recall and F1[11] are applied as the evaluation
measures. They are defined as follows

. TP
Precision = TP+ FP’ (3)
TP
Recall = TP+ FN' (4)
Precision -
P19 recision - Recall (5)

" Precision + Recall '

where TP, TN, FP, FN are defined in Table 1.

Table 1. The definitions of TP, TN, FP, FN

Condition Condition
Malicious (Positive) Unmalicious (Negative)
Prediction Malicious (Positive) TP (True Positive) FP (False Positive)
Prediction Unmalicious (Negative) FN (False Negative) TN (True Negative)

The Precision is intuitively the ability of the classifier not to label as positive a
sample that is negative, while the Recall is intuitively the ability of the classifier
to find all the positive samples. The F'I measure is a kind of average of Precision

and Recall.
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Fig. 3. Average results for N

Fist, we need to select the number of the training data and the parameter C
of [1-norm that can achieve the best performance. We use the data of Day x as
test data and the data of the N days (N = 10,20, 30,40, 50, 60) before Day x
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as training data, e.g., if the test data is collected on March 31st, the training
data should be from March 21st to March 30th when N = 10. We update the
classifier and do testing every one day from Day 61 to Day 100 (Totally 40 days).
The reason why it starts from Day 61 is that the maximal N is 60, moreover,
the test data must be same. The averages (the average of all the testing results
in 40 days) for Accuracy, Precision, Recall and F'1-score are shown in Figure 3.
It indicates that the best performance is achieved when N = 30.
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Fig. 4. Average results for parameter C

We set N = 30 and fix the penalty parameter of [2-norm in classification,
then step into the next stage (i.e., selection of parameter C). The result shown
in Figure 4 indicates that the average for each evaluation measure generally
becomes larger along with the increase of parameter C and the curves become flat
after log(C) = 0. Consequently we set C' = 10000 in which case best performance
can be attained.

After feature selection, we apply different classifiers. As we receive emails
everyday, it is necessary to update the classifier. We predict the malicious spam
emails received in Day x after updating the training data and classifier.

The average results of the classifiers are shown in Table 2. The linear [2-norm
SVM has the best overall performance compared with other algorithms.

Table 2. Classification Evaluation

Classifier Accuracy Precision Recall F1-score
Decision Tree 0.930 0.866 0.901 0.864
Naive Bayesian 0.945 0.895 0.910 0.889
linear [2-norm SVM  0.953 0.909 0.957 0.925
kNN 0.893 0.843 0.819 0.811
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4 Conclusion

In this paper, an online machine learning based malicious spam email detection
system is proposed. The classifier is updated every one day in order to catch up
with the change of contents of malicious spam emails. The dataset was labeled by
SPIKE. Different performance measures such as the Precision, Recall and the F'1
measure were observed. Several popular classification algorithms are studied and
evaluated. The results show that the linear [2-norm SVM has a better overall
performance and the detection system has a good performance on identifying
malicious spam emails.
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Abstract. To follow the dynamicity of the user’s content, researchers
have recently started to model interactions between users and the Context-
Aware Recommender Systems (CARS) as a bandit problem where the
system needs to deal with exploration and exploitation dilemma. In
this sense, we propose to study the freshness of the user’s content in
CARS through the bandit problem. We introduce in this paper an algo-
rithm named Freshness-Aware Thompson Sampling (FA-TS) that man-
ages the recommendation of fresh document according to the user’s risk
of the situation. The intensive evaluation and the detailed analysis of the
experimental results reveals several important discoveries in the explo-
ration/exploitation (exr/exp) behaviour.

Keywords: CARS, Thompson Sampling, Contextual bandits.

1 Introduction

Mobile technologies have made access to a huge collection of information, any-
where and any-time. In this sense, recommender systems must promptly identify
the importance of documents to recommend in the great location and moment.
Recently, CARS tackle this problem by relating the user’s interest to the user’s
situation (time, location, friends). However, they cannot avoid to recommend the
same document under the same situations. As a result, a small set of documents
are recommended again and again and then are seen as favourite documents,
however recommend the same set of documents many times in a short period
makes the users feel bored. Works found in literature [9, 8, 1] tackle this problem
by addressing the recommendation as a need for balancing exr/exp studied in the
"bandit algorithm”. Actually the greatest result in exr/exp is performed by the
Thompson Sampling (TS), but its drawback is in the none consideration of the
freshness of document in the recommendation. The Freshness can be considered
as the strength of strangeness or the amount of forgotten experience [6], and
it leads the system to recommend some documents that have not been clicked
for a long time because these documents are fresh to users even though they do
not click to them multiple times. To this effect, we introduce in this paper an
algorithm named Freshness-Aware Thompson Sampling (FATS) that achieves
this goal by balancing adaptively the exr/exp trade-off according to the user’s
situation and the document’s freshness. This algorithm extends the TS strategy
by exploring fresh documents in suitable user’s situations.

C.K. Loo et al. (Eds.): ICONIP 2014, Part III, LNCS 8836, pp. 373-380, 2014.
© Springer International Publishing Switzerland 2014
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The remaining of the paper is organized as follows. Section 2 reviews related
works. Section 3 gives key notion used in the paper. Section 4 describes the
algorithms involved in the proposed approach. The experimental evaluation is
illustrated in Section 5. The last section concludes the paper and points out
possible directions for future work.

2 Related Work

We refer, in the following, techniques that study the different dimensions of our
problem.

Multi-Armed Bandit Problem in RS. Recently, research works are ded-
icated to study the multi-armed bandit problem in RS, considering the user’s
behaviour as the context. In [3], authors model CARS as a contextual bandit
problem. The authors propose an algorithm called Contextual-e-greedy which
a perform recommendation sequentially recommends documents based on con-
textual information about the users’ documents. In [1], authors analyse the TS
in contextual bandit problem. The study demonstrate that it has better empir-
ical performance compared to the state-of-art methods. The authors in [3, 1]
describe a smart way to balance exr/exp, but do not consider the user’s context
and document freshness during the recommendation.

User’s Content Dynamicity in RS. To follow the dinamicity of the user’s
content, the authors in [5] formulate and study a new variant of the k-armed
bandit problem, motivated by e-commerce applications. In their model, arms
have (stochastic) lifetime after which they expire. In this setting an algorithm
needs to continuously explore new arms, contrarily to the standard k-armed
bandit model in which arms are available indefinitely and exploration is reduced
once an optimal arm is identified. In this work the dynamicity of the content is
considered but the authors do not address the notion of freshness. A notion of
freshness of document is used in [7], where the authors propose an RS that con-
siders the freshness of music in recommendation. However they neither consider
the freshness in CARS nor in multi-armed bandit problem.

The Risk-Aware Decision. The risk-aware decision has been studied for
a long time in reinforcement learning, where the risk is defined as the reward
criteria that not only takes into account the expected reward, but also some
additional statistics of the total reward, such as its variance or standard deviation
[10]. In RS the risk is recently studied. The authors in [4] consider the risk
of the situations in the recommendation process, and the study yields to the
conclusion that considering the risk level of the situation on the exr/exp strategy
significantly increases the performance of the recommender system.

Contribution. From this state of the art we observe that none of the existing
works have studied the correlation between the user’s situation risk and the
freshness document recommendation. This is precisely what we intend to do
with Freshness-Aware Thompson Sampling (FATS), the proposing algorithm
exploits the following new features: (1) The algorithm takes into consideration
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the document’s freshness in its exr/exp trade-off by considering the ”Forgetting
Curve” to assess freshness and evaluate favouredness. (2) The algorithm manages
the recommendation of fresh documents according to the user’s situation, where
the fresh documents are more explored in non-risky situation (the user is at
home the user may be interested by a freshness documents) rather than risky
or critical situation (the user is at the office, in a meeting or with a client) the
system has to do less exploration to avoid disturbing the user.

3 Key Notion

This section focuses on introducing the key notions used in this paper.

Situation: A situation is an external semantic interpretation of low-level
context data, enabling a higher-level specification of human behaviour. More
formally, a situation S is a n-dimensional vector, S = (Os, .c1, Os, .2, ..., Os, .Cp)
where each ¢; is a concept of an ontology O;, representing a context data dimen-
sion. According to our need, we consider a situation as a 3-dimensional vector
S = (OLocation-Cis OTime-Cj, Osocial-Ck) Where ¢;, ¢, ¢ are concepts of Location,
Time and Social ontologies.

User Preferences: User preferences UP are deduced during the user navi-
gation activities. UP C D x A x V where D is a set of documents, A is a set of
preference attributes and V' a set of values. We focus on the following preference
attributes: click, fail , time and recom which respectively correspond to the num-
ber of clicks for a document, number of failure (recommended and not clicked),
the time spent on a document and the number of times it was recommended.

The User Model: The user model is structured as a case base composed of
a set of situations with their corresponding UP, denoted UM = {(S% UP?")},
where S? € S is the user situation and UP? € UP its user preferences.

Definition of Risk: ”The risk in recommender systems is the possibility to
disturb or to upset the user (which leads to a bad answer of the user)”.

From the precedent definition of the risk, we have proposed to consider in
our system Critical Situations (CS) which is a set of situations where the user
needs the best information that can be recommended by the system, because he
can not be disturbed. This is the case, for instance, of a professional meeting. In
such a situation, the system must exclusively perform exploitation rather than
exploration-oriented learning. In other cases where the risk of the situation is
less important (like for example when the user is using his information system at
home, or he is on holiday with friends), the system can make some exploration
by recommending information without taking into account his interest.

To consider the risk level of the situation in RS, we go further in the defi-
nition of situation by adding it a risk level R, as well as one to each concept:
S[R)=(Os, .c1[cv1], Os,.c2[cva], ..., Os, .cnlcv,]) where CV={cvy,cva,...,cv,} is
the set of risk levels assigned to concepts, cv; € [0,1]. R € [0,1] is the risk level
of situation S, and the set of situations with R = 1 are considered as CS.

Definition (Situation Bandit Problem). In a situation bandits problem,
there is a distribution P over (S%,7(dy),...,r(dx)), where S is the situation,
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d; € D is one of the k document to be recommended, and r(d) € [0,1] is the
reward for document d. The problem is a repeated game: on each round, a sample
(St r(d1),...,7(dy)) is drawn from P, the situation S is announced, and then for
one document chosen by the system, its reward r(d) is revealed.

Definition (Thompson Sampling). The Thompson Sampling (TS) is a
randomized algorithm based on Bayesian ideas. Using Beta prior and considering
the Bernoulli bandit problem (the rewards are either 0 or 1), TS initially assumes
document d to have prior Beta(1l,1) on pg4 (the probability of success). At time
t, having observed SU4(t) successes (reward = 1) and FU,(t) failures (reward =
0) in 04(t) = SU4(t) + FU,4(t) selects of document d, the algorithm updates the
distribution on pg as Beta(SUq(t)+1, FU4(t)+1). The algorithm then generates
independent samples from these posterior distributions of the ug4, and selects the
document with the largest sample value.

4 FA-TS

To adapt the FA-TS algorithm to consider freshness document in context aware
environment, we propose to compute the similarity between the present situation
and each one in the situation base; if there is a situation that can be reused;
the algorithm retrieves it, and then applies the TS algorithm. The proposed
FA-TS algorithm is described in Algorithm 1 and involves for each trial ¢ =
1...T the following tasks. Task 1: Let S* be the current user’s situation, and
PS the set of past situations. The system compares S with the situations in
PS in order to choose the most similar SP using the RetrieveCase() method.
Task 2: Let D be the document collection and DP € D the set of documents
recommended in situation SP. After retrieving SP, the system observes the user’s
behaviour when reading each document d* € DP. Based on observed rewards, the
algorithm chooses the document dP with the greater expected reward r* using
the RecommendDocuments() method. To have the appropriate exploration at
each situation, the RecommendDocuments() method include a module R(S*)
that computes the risk of the situation. Task 3: The algorithm improves its
document-selection strategy with the new observation (S?, d*, rt). The updating
of the case base is done using the Auto improvement() method.

Algorithm 1. The FA-TS algorithm

Require: d € D set UP, PS, N

Foreach t =1,2,...,7T do

(S?,UPP) = RetrieveCase(S*, PS,UP, D) // Retrieve the most similar case
Select Documents(UP?, S*, S?, D, N) // Recommend N documents
Receive a feedback UP' from the user

Autoimprovement(UP?, UP*,S*,S? N) // Update user’s profile

ANl o

RetrieveCase(): The system compares S* with the situations in PS in order
to choose the most similar one, S = argmaxgicpgsim(S*, S*). The semantic
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similarity metric is computed by:

sim(S*, S%) = Z agssims(ck, ck) (1)
deA
In Eq. 1, simyg is the similarity metric related to dimension § between two con-
cepts ¢4 and cf;, and A is the set of dimensions (in our case Location, Time and
Social); « is the weight associated to dimension § and it is set out by using
an arithmetic mean as follows: a5 = , ', (22;11 y¥) ,where y¥ = sims(cK,cf) at
trial k € {1,...,¢t — 1} from the ¢t — 1 previous recommendations, and c§ € SP.
The idea here is to augment the importance of a dimension with the previously
corresponding computed similarity values, reflecting the impact of the dimension
when computing the most similar situation in Eq.1. The similarity between two
concepts of a dimension § depends on how closely ¢4 and ¢} are related in the
corresponding ontology. To compute simgs, we use the same similarity measure
as [11]:
depth(LCS) %)
depth(ck) + depth(cy) (

In Eq. 2, LCS is the Least Common Subsumer of ¢} and ¢4, and depth is the
number of nodes in the path from the current node to the ontology root.

SelectDocuments(): The algorithm chooses the document dP with the great-
est index P computed as follows:

P(d) = (1 — €)  0(d, S7) — e x Mr(d) (3)

In Eq. 3, 6(d, SP) = SU4(SP,t) + FUy(SP,t). The idea here is to consider the
sampling for each user’s situation rather than all over the situations.

Mr(d) is the strength of strangeness or the amount of experience forgotten.
We apply Forgetting Curve [6] to evaluate the freshness of a document to a user.
The Forgetting Curve is shown as follows:

simg(ch, c5) = 2%

t(d)

Mr(d) = e rsm(@ (4)
In Eq. 4, Mr is memory retention, rsm is the relative strength of memory and ¢
is time. The least the amount of memory retention of a document is in a user’s
mind, the freshest is the document to the user. In our work, rsm is defined as
the number of times the document has been clicked and t is the distance from
present time to the last time the document has been clicked.

To adapt the impact of the user’s memory retention to context-aware envi-
ronment, we consider an e that manage the weight of the Mr in computing
the pertinence of documents. With the assumption that more the situation is
risky more the user does not forget the document related to this situation, we
propose to reduce recommending fresh document according the risk of the sit-
uation. More the situation is risky less fresh document is explored. Concretely,
the algorithm computes the weight of €, by using the situation risk level R(S?),
as indicated in Eq. 5.

€ = €maxr — R(St) * (Gmax - 6min) (5)
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A strict exploitation (e=0) leads to a non optimal documents selection strategy,
this is why R is multiplied by (1 — €54 ), Where €55, is the minimum exploration
allowed in CS and €,,,, is the maximum exploration allowed in all situations
(these metrics are fixed t0 €40 = 0.5 A €min, = 0.05 using an off-line simulation).

Autoimprovement(): Depending on the similarity between the current sit-
uation S* and its most similar situation S?, two scenarios are possible: (1) If
sim(St, SP) # 1 then PS = PSUS* AUP =UP UUP?! : the current situation
does not exist in the case base; the system adds this new case composed of the
current situation S* and the current user preferences U P*; (2) If sim(S*, SP) =1
then S? = SP U St AUPP = UPP U UP!: the situation exists in the case base;
the system updates the case having premise the situation SP with the current
user preferences U P?.

Computing the Risk Level of the Situation: The risk complete level
R(S") of the current situation is computed by aggregating three approaches R°,

RY and R™ as follows:

R(SY) = 3 A Ry(S) (6)

jeJ

In Eq. 6, R; is the risk metric related to dimension j € J, where J = {m, c,v};
Aj is the weight associated to dimension j and it is set out using an off-line
evaluation. R, compute the risk using concepts, R,, compute the risk using the
semantic similarity between the current situation and situations stocked in the
system and R, compute the risk using the variance of the reward. The three
approaches and their aggregation are described in [2].

5 Evaluation of FA-TS

In order to empirically evaluate the performance of our approach in on-line envi-
ronment, we conduct our experiment with 3500 users of mobile application. We
have randomly split users on five groups, and we assign to each group the mo-
bile application with different recommendation algorithms (the algorithms are
described below). Each time the user opens his software he gets 10 documents
recommended by the system. To evaluate the impact of the risk we compare
FA-TS to a variant with a fixed € exploration of freshness like: FA-TS-1: In
FA-TS, the risk is fixed to 1 (e = 0), which means that the algorithm does not
consider the freshness in its recommendation. FA-TS-0.5: In FA-TS, the risk
is fixed to 0.5 (e = 0.5), which means that the algorithm considers the freshness
of the documents and the probability computed by the TS to recommend docu-
ment. FA-TS-0: In FA-TS, the risk is fixed to 0 (e = 1), which means that the
algorithm considers just the freshness to recommend document (no considera-
tion of the risk of the situation) and TS: The TS uses the algorithm described
in [1] to recommend document without consideration of freshness documents.
Average Precision on Top 10 Documents. We compare the algorithms
regarding the precision which is the number of user’s clicks on the 10 recom-
mended documents during a navigation session. The average precision (AP) is
the mean of the system’s precision for all session during one day, a navigation
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session is the interval between the time when the user opens the mobile appli-
cation and the time when he closes it. Note that we do not compute the recall
because we can not know a priori all pertinent documents. In Fig. 5, the horizon-
tal axis represents the day of the month and the vertical axis is the performance
metric.

,  ——FATS

i Algorithms AP ATSD
FA-TS 0,6542 1,3705
P FA-TS-0.5 0,6187 1,3701
FA-TS-1 0,5450 1,3585
T T FA-TS-0 0,5109 1,3605
b TS 0,4950 1,3714

Average Preciion

—Ts

Fig. 1. Average Precision on top 10 documents for each algorithm

We have displayed in the Table. 5 the average number of clicks per recommen-
dation and the average time spent on documents (ATSD) for all the 28 days. We
have several observations regarding the different algorithms. From the Fig. 5 we
can observe that the FA-TS algorithm has effectively the best average precision
during this month. We have also observed that FA—TS — 1 gives better results
than T'S in term of average clicks, which shows that considering the user’s sit-
uation awareness in the T'S approach improves its result. FA — TS — 0.5 gives
better result than FFA — T'S — 1, which is explained by the consideration of the
documents freshness in the TS. FA — T'S outperforms FFA — TS — 0.5, which
shows that managing the freshness of the document according to the situation’s
risk gives better result than a fixed approaches. An other interesting observation
is in the fact that FFA — T'S — 0 outperform T'S, which shows the impotence of
considering the freshness which is not done by the T'S. From the Table. 5 we
can say that the ATSD does not significantly change from an algorithm to an
other, which means that the exr/exp trade-off does not impact the user’s time
spent on documents and let us say that FA-TS gives better result on precision
without reducing the quality of the recommended documents.

6 Conclusion

In this paper, we have studied the problem of document freshness in CARS
and have proposed a new approach that considers the freshness of the docu-
ment in recommendation regarding the user’s situation. The experimental results
demonstrate that considering the freshness on CARS significantly increases their
performance. Moreover, this study yields to the conclusion that managing the
recommendation of fresh document according to the risk of the situation gives
a real add-value in recommendation performance.



380 D. Bouneffouf
References
[1] Agrawal, S., Goyal, N.: Thompson sampling for contextual bandits with linear

2]

3]

[5]

[6]

8]

[10]
[11]

payoffs. CoRR, abs/1209.3352 (2012)

Bouneffouf, D.: DRARS, A Dynamic Risk-Aware Recommender System. PhD
thesis, Institut National des Télécommunications (2013)

Bouneffouf, D., Bouzeghoub, A., Gancarski, A.L.: A contextual-bandit algorithm
for mobile context-aware recommender system. In: Huang, T., Zeng, Z., Li, C.,
Leung, C.S. (eds.) ICONIP 2012, Part III. LNCS, vol. 7665, pp. 324-331. Springer,
Heidelberg (2012)

Bouneffouf, D., Bouzeghoub, A., Ganarski, A.L.: Risk-aware recommender sys-
tems. In: Lee, M., Hirose, A., Hou, Z.-G., Kil, R.M. (eds.) ICONIP 2013. LNCS,
vol. 8226, pp. 57-65. Springer, Heidelberg (2013)

Chakrabarti, D., Kumar, R., Radlinski, F., Upfal, E.: Mortal Multi-Armed Ban-
dits. In: Koller, D., Schuurmans, D., Bengio, Y., Bottou, L., Koller, D., Schuur-
mans, D., Bengio, Y., Bottou, L. (eds.) NIPS, pp. 273-280. MIT Press (2008)
Ebbinghaus, H.: Memory: A contribution to experimental psychology. Teachers
college, Columbia university (1913)

Hu, Y., Ogihara, M.: Nextone player: A music recommendation system based
on user behavior. In: Proceedings of the 12th International Society for Music
Information Retrieval Conference, Miami (Florida), USA, October 24-28, pp.
103-108 (2011), http://ismir2011.ismir.net/papers/PS1-11.pdf

Li, L., Chu, W., Langford, J., Schapire, R.E.: A contextual-bandit approach to
personalized news article recommendation. In: Proceedings of the 19th Interna-
tional Conference on World Wide Web, WWW 2010, pp. 661-670. ACM, USA
(2010)

Li, W., Wang, X., Zhang, R., Cui, Y.: Exploitation and exploration in a perfor-
mance based contextual advertising system. In: Proceedings of the 16th ACM
SIGKDD International Conference on Knowledge Discovery and Data Mining,
KDD 2010, pp. 27-36. ACM, USA (2010)

Luenberger, D.: Investment Science. Oxford University Press (1998)

Mladenic, D.: Text-learning and related intelligent agents: A survey. IEEE Intel-
ligent Systems 14(4), 44-54 (1999)


http://ismir2011.ismir.net/papers/PS1-11.pdf

Condition Monitoring of Broken Rotor Bars
Using a Hybrid FMM-GA Model

Manjeevan Seera"”, Chee Peng Lim®, and Chu Kiong Loo'

! Faculty of Computer Science and Information Technology, University of Malaya, Malaysia
mseera@um.edu.my
% Centre for Intelligent Systems Research, Deakin University, Australia

Abstract. A condition monitoring system for induction motors using a hybrid
Fuzzy Min-Max (FMM) neural network and Genetic Algorithm (GA) is
presented in this paper. Two types of experiments, one from the finite element
method and another from real laboratory tests of broken rotor bars in an
induction motor are conducted. The induction motor with broken rotor bars is
operated under different load conditions. FMM is first used for learning and
distinguishing between a healthy motor and one with broken rotor bars. The
GA is then utilized for extracting fuzzy if-then rules using the don’t care
approach in minimizing the number of rules. The results clearly demonstrate
the effectiveness of the hybrid FMM-GA model in condition monitoring of
broken rotor bars in induction motors.

Keywords: Condition monitoring, fault diagnosis, fuzzy min-max neural
network, genetic algorithms, induction motor.

1 Introduction

Condition monitoring is vital in machine maintenance, especially in the
manufacturing environment for safe-guarding the efficiency and reliability of
manufacturing machinery [1]. It is important to have a proper maintenance strategy
in order to avoid machine or process failures; therefore minimizing the overall
production time and cost [2]. The task of detection and isolation of faults can be
challenging, especially in operations where dependent failures occur [3]. In this
regards, the output loss owing to unplanned shutdown caused by process or machine
failures cannot be recovered without incurring additional time and cost, such as wages
for workers in overtime periods [4]. As such, condition monitoring has become a
vital part in production operations and planning.

Typically, maintenance of machines can be accomplished either in a reactive,
preventive, or predictive manner [5]. In reactive maintenance, the fix-upon-failure
strategy is used while in preventive maintenance, the pre-planned strategy is utilized.
Predictive maintenance, or better known as condition-based maintenance uses a
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forecasting strategy. Based on the practical implications of condition-based
maintenance, the focus in this study is on developing a hybrid intelligent model for
detecting broken rotor bars in induction motors. The main goal of condition-based
maintenance is not only preventing machine failures, but also minimizing redundant
maintenance activities [6]. On the other hand, induction motors are commonly used
in various processes in production facilities such as in manufacturing machines,
cranes, compressors, trolleys, cranes, and fans [7]. It is, therefore, important to
minimize the running cost of induction motors. A useful way is employing an
effective condition-based monitoring tool in reducing unforeseen failures in induction
motors, as well as reducing unscheduled downtimes.

Among various neural network-based models, the Fuzzy Min-Max (FMM) network
[8] is useful for data classification problems. Some salient features of FMM include
online learning ability and a rapid learning process. One key limitation of FMM,
however, is the inability to provide explanation for its predictions. This limitation,
commonly known as the black-box phenomenon [9], exists in many neural network
models. One effective way in solving the black-box phenomenon is through rule
extraction. Here, we use a Genetic Algorithm (GA) for rule extraction from FMM.
While the GA can be slow in its execution, it is able to perform global search and
arrive at the optimal solution. Specifically, the GA’s capability is exploited to
minimize the input features in the extracted rules using the don’t care approach in this
study. We then evaluate the applicability of the hybrid FMM-GA model to condition
monitoring of broken rotor bars in induction motors using simulated and real data
samples, which forms the main contribution of this work.

The organization of this paper is as follows. The FMM-GA model is first presented
in Section 2. The experimental setup, results, and discussion using the finite element
method and real laboratory experiments are detailed in Sections 3 and 4, respectively.
Conclusions and suggestions for further work are presented in section 5.

2 Hybrid FMM-GA Model

In this section, a hybrid FMM-GA model, which comprises FMM and the GA, is
explained, as follows.

2.1  The Fuzzy Min-Max Network

FMM consists of three layers of nodes, i.e., F4 as the input layer, Fp as the hidden
layer, and F¢ as the output layer. The hidden layer is also known as the hyperbox
layer. The input and output layers comprise nodes equal in numbers of the dimension
of input patterns and the target classes, respectively. The connections between F4 and
Fp encode the minimum (V) and maximum (W) points of the hyperboxes. The
connections between F and F¢ are binary-valued, whereby each F¢ node represents
one target class. The output from each F¢ node represents the degree to which the
input pattern fits within a target class.
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Each hidden layer node in Fjy is represented by a hyperbox fuzzy set. For an n-
dimensional input pattern, X, a unit cube, I", is defined, where the membership value
is from O and 1. Each hyperbox fuzzy set B, is defined by [8]:

B ={X.V, W, f(X.V, W)} vxer M

where V; is the minimum point and W; is the maximum point. The FMM learning
process finds and fine-tunes the boundaries of the classes formed by the hyperboxes.
Fig. 1 shows the decision boundary of a two-class problem.

The number of hyperboxes created in FMM is reduced when 6 is increased from a
small to a large value as the size of each hyperbox is increased. The ;™ hyperbox
membership function is used to measure the extent the input pattern falls outside
hyperbox B;. This serves as a measurement on the extent that each component is
lesser (or greater) than the minimum (or maximum) point along each dimension that
falls outside the maximum and minimum boundary of the hyperbox. When the
membership function is close to 1, the point is said to be “more contained” by the
hyperbox. A sensitivity parameter, y, manages how swiftly the membership value
reduces when the distance between the input pattern and the hyperbox increases.

Class 2

Class 1

Fig. 1. An example of the FMM decision boundary of a two-class problem

The learning algorithm in FMM comprises a series of expansion and contraction
processes for the hyperboxes. The training set, D, consists of M ordered pairs
{X,,Cy}, where, X, = (X1, Xp2,-....,Xp) € I' is the W input pattern, and C,, € {1,2,...,m}
is the index of one of the m target classes. The process of learning starts with the
selection of an ordered pair from D and finding of a hyperbox from the same class
that can be expanded. The expansion criterion has a constraint to be met, as follows.

n02i(max(wﬁ,xhi)—min(vj,-,xh,v))’ (2)
i=1

where 6 is the hyperbox size. When the expansion criterion cannot be satisfied, a
new hyperbox is formed in the network. Online learning is realized whereby new
hyperboxes are added without the need of retraining.

During hyperbox expansion, there is a possibility of an overlap between existing
hyperboxes to occur. As such, an overlap test is introduced. For all dimensions,
provided one of the following cases (eq. 3 to 6) is met, it is said that an overlap
between two hyperboxes from different classes exists. If an overlap is found during
the search process, the index of the dimension and the smallest overlap value is used
during contraction. Given an assumption of 6” = 1 initially, the four test cases and
their corresponding minimum overlap value for the i-th dimension are as follows.
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Case I: v, <v, <w; <w,, 6" =min(w, —v, ,6"") 3)
Case 2: v, <v, <w, <w,, §"" =min(w, -v, ,5"") 4)
Case 3: v, <v, <w, <w,,

6" = min(min(w, —v, ,w, —v,),86"") )
Case4: v, <v, <w;, <w,,

6" = min(min(w; —v, ,wki—vj,.),é‘”ld) ©)

where j=hyperbox B; that has been expanded in the previous step and k=hyperbox
By representing another class and is being tested for possible overlap. If 6”¢ — 5" >
0, then A = i and 6 = 5", whereby if this is met, there is an overlap in the A"
dimension, and the overlap test proceeds to the next dimension. When the overlap
test stops, the minimum overlap index variable is set to indicate that the next
contraction step is not necessary, i.e., A=—1. More details of FMM is available in [8].

2.2 Genetic Algorithm-Based Rule Extractor

In this section, the GA-based rule extractor is described. The hyperboxes generated
from FMM are fed to the GA for evolution, with the resulting hyperboxes used for
rule extraction. The procedure is as follows.

1) Generating Open Hyperboxes: The number of hyperbox dimensions created by
FMM is equal to that of the input features. A closed hyperbox is a hyperbox with all
its minimum and maximum points defined. If a hyperbox has dimensions that are not
defined by its minimum and maximum points, the hyperbox is called an open
hyperbox, and the non-declared dimension is designated as the don’t care dimension.
The don’t care dimension is said to fully cover the particular don’t care feature of the
input space. To satisfy this requirement, the minimum and maximum points of the
don’t care dimension are set to zero and one, respectively. All possible combinations
of open hyperboxes that can be generated by a hyperbox are examined. Note that the
number of possible open hyperboxes (except one where all dimensions are designated
as don’t care) is (29 — 2), where d is the dimension of the input space.

2) Extracting Fuzzy If-Then Rules: For rule extraction, each hyperbox is
transformed into one fuzzy rule. The rule extraction procedure starts by quantizing
the minimum and maximum values of each input feature. The quantization level (Q)
equals the number of fuzzy partitions in the quantized rules [11]. As an example,
with QO = 5 as used in this paper, an input feature, A,, is quantized to “very low”,
“low”, “medium”, “high”, or “very high” in a fuzzy rule. For quantization, the round-
off method [11] is used. As such, interval [0, 1] is divided into Q intervals, and the
input feature is assigned to the quantization points evenly with one at each of the end
points using [11]:

_(-D
fQ-

(N
whereg=1, ..., Q.
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3 Simulation Study

The motor harmonics is first detailed in this section. This is followed by the
experimental setup, results, and discussion.

3.1 Motor Harmonics

The rotor magnetic field in an ideal induction motor has only one space harmonic.

However, owing to rotor slotting, the rotor magnetic field has harmonics in addition to

the fundamental component [13]. The harmonics induced in the stator winding are
typically known as the Rotor Slot Harmonics (RSHs), and can be calculated using [14]:

Jrsu = |:k Ak

p

where p is the number of pole-pairs, N, is the number of rotor slots, F the supply
frequency, and s is the slip. The frequency of RSH is dependent on the numbers of
rotor slots and pole pairs. For every k, there is a pair of harmonics. As such, the
frequency between the harmonics is twice the supply frequency. The order of RSH
can be determined by [15]:

(l—s)il}Fs, k=1,2,3,.. (8)

N,
Hyy =k—%1, k=1,23,.. )
p

3.2  Simulation Using the Finite Element Method

The Finite Element Method (FEM) is a useful way for modelling and simulating motor
designs, in either two or three dimensions. In addition, FEM brings the advantage of
modeling motors with a high degree of accuracy, which represents the most viable way
in solving problems of electromagnetic fields in electrical machines [12].

We used the Vector Fields Opera-2d 13.0 FEM software in this paper. The
induction motor simulation was performed using the time-stepping finite element
analysis. The simulated motor model was a three-phase induction motor, 0.5Hp,
415V, 4-poles. The models of one and two broken rotor bars created in Opera-2d are
shown in Fig. 2.

)
Fig. 2. (a) One broken rotor bar (b) Two broken rotor bars

The aim of using the simulation model in Opera-2d was to observe the differences
in stator currents when the motor operated under normal and faulty conditions;
therefore allowing a fast, inexpensive, and accurate evaluation of different motor
faults to be carried out.
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3.3  Results and Discussion

In the experiments, a total of 21 features comprising of the 1%, 5, 7% 11" 13" 17"
and 19" harmonics from the three motor phases (A, B, C) of an induction motor was
used. The output was the predicted motor condition, either a fault-free motor or one
with broken rotor bars. The 5-fold cross-validation method was used, where four data
sub-sets were used for learning, while the remaining for testing. A total of 20,000
data samples were recorded for each motor condition, at different load conditions.
The experiments were repeated five times, and the averages and standard deviations
(StdDev) were computed with the bootstrap method using 5,000 resamplings. The
simulation results from FEM are shown in Table 1.

Table 1. Simulation results

Network Accuracy  StdDev Complexity

MLP [16] 91.82% 5.67 20 Hidden Nodes
FMM [16] 98.62% 2.28 7 Hyperboxes

FMM-GA 98.85% 1.87 6 Hyperboxes

FMM-GA acquired the highest accuracy rate when compared with the previous
results reported in [16], which used the same data set and the same test set-up. FMM-
GA also had the least complex network, when compared with FMM and Multi-Layer
Perceptron (MLP) neural network.

4 Laboratory-Based Study

A series of real experiments was conducted using a laboratory-scale test rig. The
details are as follows.

4.1 Experimental Set-Up

The experimental set-up consisted of an induction motor, three current probes
connected to a digital oscilloscope, a load controller, and a load inducer. The
induction motor used was a 1 Hp, 4-pole, 415 V, 50 Hz. It operated under different
load conditions, i.e. quarter, half, three quarter, and full load. The load control unit
was used to electronically control the motor load. Three current probes were
employed to measure the stator currents. For each load condition of the induction
motor, a total of 20,000 data samples were recorded. Fig. 3 shows the induction
motors with one and two broken rotor bars.
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(b)

Fig. 3. (@) One broken rotor bar (b) Two broken rotor bars

4.2  Results and Discussion

The experimental results are shown in Table 2. Again, FMM-GA produced the
highest accuracy rate as compared with those from FMM and MLP reported in [16].
Similarly, FMM-GA created the least complex network as compared with those from
FMM and MLP. The standard deviation of FMM-GA was the lowest as well, as
compared with those from FMM and MLP.

Table 2. Real experiments results

Network Accuracy  StdDev Complexity

MLP [16] 90.14% 6.86 20 Hidden Nodes
FMM [16] 98.41% 2.56 8 Hyperboxes

FMM-GA 98.92% 1.92 6 Hyperboxes

Rule extraction plays an important part in condition monitoring as it provides a
useful way for understanding the predictions from a system. Unlike [16], not only
FMM-GA is able to achieve improved accuracy rates compared to FMM, a number of
if-then rules are extracted for explaining its predictions. Based on the experiments, an
extracted rule set is form, and one exemplar of the rules is as follows.

IF harmonics 1 (A, B, C) is don't care
harmonics 5 (A) is medium and (B, C) is don't care
harmonics 7 (C) is medium and (A, B) is don't care
harmonics 11 (A, B, C) is don't care
harmonics 13 (A, B, C) is don't care
harmonics 17 (A, B, C) is don't care
harmonics 19 (A, B, C) is don't care

THEN Output is broken rotor bars
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The above rule can be simplified by omitting the don’t care antecedents. The new
rule is as follows.

IF harmonics 5 (A) is medium
harmonics 7 (C) is medium
THEN Output is broken rotor bars

As can be seen, the advantage of using the don’t care approach is evident, whereby
the number of rule antecedents is reduced from 7 to 2, making the rule easy to
understand. According to the rule, the 5" and 7" harmonics at a “medium” stage
indicates that a motor with broken rotor bars. This is in line with the findings in [17],
where it has been showed that the 5" and 7" harmonic amplitudes in the power
spectral density are different between a fault-free motor and one with static
eccentricity and broken rotor bars. As a result, the rule set extracted using the GA
serves as important knowledge to provide justification to the domain users (e.g.
maintenance engineer) with respect to the prediction yielded from FMM-GA.

5 Conclusions

A hybrid FMM-GA model for condition monitoring of broken rotor bars in induction
motors has been presented in this paper. Two sets of experiments on broken rotor
bars, comprising simulation studies using the FEM and real laboratory tests, have
been conducted. In both experiments, the current signals are converted into their
frequency spectrum, which is then used to form the input features to FMM-GA.

The results of the experiments indicate that FMM-GA is able to correctly
differentiate motors with broken rotor bars from fault-free motors with higher
accuracy rates, as compared with FMM or MLP. More importantly, useful if-then
rules are extracted from FMM-GA. The rules extracted by FMM-GA are also in line
with findings reported in the literature. In the real world environment, these extracted
rules are important as they provide justifications to domain users with respect to the
predictions generated from FMM-GA.

For further work, the hybrid FMM-GA model will be applied to other types of
motor faults. In addition, hardware implementation of the system will be conducted in
order to allow real-time condition monitoring of motors with FMM-GA.
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Abstract. This paper presents a GA-based method to generate novel
logical-based features, represented by parse trees, from DNA sequences
enriched with H3K4mel histone signatures. Current methods which mostly
utilize k-mers content features are not able to represent the possible
complex interaction of various DNA segments in H3K4mel regions. We
hypothesize that such complex interaction modeling is significant to-
wards recognition of H3K4mel marks. Our propose method employ the
tree structure to model the logical relationship between k-mers from
the marks. To benchmark our generated features, we compare it to the
typically used k-mer content features using the mouse (mm9) genome
dataset. Our results show that the logical rule features improve the per-
formance in terms of f-measure for all the datasets tested.

Keywords: Genetic Algorithm, Feature extraction, Histone modifications.

1 Introduction

Initiation of gene transcription involves variants of regulatory elements whereby
locating cis-regulatory elements enlighten the comprehension of complex gene
regulation. One of the essential cis-regulatory elements known as enhancer com-
prises clusters of transcription factor binding sites (TFBS), each spans about 6
to 20 base pair(bp). Enhancer is capable of regulating gene expressions locating
ten to hundred thousand bp away regardless of its location [1]. Locating enhancer
regions remain a challenging task due to the unusual characteristics of distant-
acting and short DNA sequences. In addition,the binding sites of enhancer de-
generates easily yet retaining the original function [2]. Thus, it is difficult to find
a general pattern of sequence to represent a specific type of enhancer.

Pioneer computational methods focus on implementing motif profiles search-
ing to discover TFBS. Review by [3] highlights that these methods achieve high
prediction accuracy for lower organisms only and often produce high false pos-
itive hits for complex organisms. Recently, the advancement of chIP-chip and
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chIP-seq techniques on genome-wide mapping of epigenetic marks [4,5] facili-
tates the use of these features for enhancer prediction. Epigenetic marks such
as histone modification is prominent as a landmark for enhancer identification
and this features are widely used [6,7] with different representation approaches
which can give high impact on the prediction results.

In this paper, we hypothesize that DNA features co-exist in which their in-
teraction are complex and need to be represented in higher order features as
oppose to using only content information such as k-mer frequency [7]. A frame-
work for modelling complex parse tree features using Genetic Algorithms (GA)
[8] is proposed. Tree features generated from this framework are scrutinize for
the competence in discriminating enrichment of H3K4mel in DNA sequences.

2 Related Works

Early enhancer prediction approaches employ motif profile search and compar-
ative genomic. Motif profile search utilizes annotated motif databases such as
JASPAR or TRANSFAC to construct statistical or supervised learning model
for predicting associated sites. While comparative genomic approach identify
evolutionary conserved region using multiple sequence alignment algorithm. Su-
pervised/statistical model has the limitation of returning many false positives
because of its representation model which is non-specificity and the difficulties to
determine matching cut-off value. While conservation analysis is useful, it can
only detect evolutionary conserved sites. Therefore, machine learning method
which utilizes different features related to binding sites has been proposed [6,7].
These methods employ features associated with enhancer site or region for super-
vised algorithm training. Ultimately, the set of features use in training determine
the prediction accuracy rates.

Significant findings revealed that enrichment of H4K3mel have striking corre-
lations with enhancer whereby the distance between them are approximately 100
bp to 1500 or 2000 bp [5], [7]. Thus, there is an increasing need to locate DNA
sequences enriched with these modified histones whereby experimentally, ChIP-
chip or ChIP-seq is used to produce high resolution mapping and profiling [4,5].
However, these experimental techniques are tedious and expensive thus histone
modification information is not easily accessible and available for all organisms.
Therefore, the key approach of this paper is to propose a computational method
for determining and characterizing the DNA locations of histone modified marks.

Characterizing histone modification marks using computational methods are
proven successful using different features representation methods. Combination
of content (k-mer frequency) and context (distance from gene) based features
are used by [9] to predict H3K4mel of yeast genome. Study showed that utilizing
both features could achieve high H3K4mel prediction accuracy of 90.86% while
only 72.61% and less is achieved when small k-mer frequency (less than 9-mer
feature) is used. Clearly, simple k-mer features are insufficient to represent DNA
sequences with histone modification enrichment. Thus, a new method to repre-
sent H3K4mel sequences with complex combination of nucleotides is proposed
instead of just employing fixed k-mer frequency.
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Fig. 1. Framework of GA-based tree feature generation

3 Methods and Materials

The framework of the proposed method is illustrated in Fig. 1. Generally, it con-
sists of 3 main components labeled by A, B and C. Fig. 1A depicts extraction of
DNA sequences to form positive and negative sequence sets based on coordinate
of sequences with and without H3K4mel enrichment. Discriminating complex
tree features are extracted from these sets of sequences using Genetic Algorithm
[10] as shown in Fig. 1B. Subsequently, the generated tree features which made
up of logical interaction between short DNA segment (i.e.,.k-mers) are selected
and converted to feature vectors which function as an input to Support Vector
Machine (SVM). SVM is used to perform classification for identification of se-
quences with and without H3K4mel enrichment. Finally, results from SVM are
analyzed using a few performance measurements as shown in Fig. 1C.

3.1 Feature Generation Using Genetic Algorithm

Fig. 1B detailed some of the main steps involved in generating features that
consist of logical interaction ’AND’ and ’OR’ with continuous k-mers and k-
mers without gap. Renowned for its heuristic search using survival of fittest
theory [10], Genetic Algorithm is used in this framework to generate and select
good candidate tree features from large feature search space.

Processes in Fig. 1B are repeated based on the predefined number of GA
generation to produce a set of complex tree feature. For each generation, tree
features generated are matched with sequences enriched with H3K4mel (pos-
itive) and sequences without H3K4mel enrichment (negative) to find out the
presence and absence of each tree in each sequence. This binary value 1 or 0 is
then used to score the fitness value for each tree feature whereby Roulette wheel
selection is employed to choose feature with higher fitness value. Selected tree
features undergo genetic operations to generated a set of new tree features which
will have higher fitness value as compared to the previous set of features.
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Fig. 2. Parse tree representation of basic feature units in general form: (A) pattern-1;
(B) pattern-2; and (C) conjunctive or disjunctive features

Feature Representation. Features generated from GA are represented using
parse tree which aims to capture distinct interactive features which are not possi-
ble by a single k-mer features with fixed length. This novel element is motivated
by [11] in which this approach is implemented using different subunit of features
and search strategy for DNA splice site prediction. In our approach, each root
node and internal node is made up of logical operator AND or OR while the
leaf node can be of any combination between 3-mer to 8-mer without gap or
two 4-mer with gaps less than 5. A summary of each node with its respective
possible elements and connection with child node is shown in Table 1.

Basic Units. Fig. 2A and Fig. 2B illustrate the general form of basic unit which
made up of leaf nodes. Unlike k-mer features which can only capture either one
of this unit, this approach is capable of modelling both motif with and without
gaps labeled as pattern-1 and pattern-2 which are useful for prediction.

Conjgunctive and Disjunctive Features. These complex features consist of a min-
imal two basic units joined by one logical operator either ’AND’ known as con-
junctive feature or ’OR’ known as disjunctive feature. Various combination of
logical operators and basic units are also permitted in which it can capture mo-
tifs which presence simultaneously or optionally in target sequences. The general
form of conjunctive and disjunctive feature are shown in Fig. 2C.

Depth of Tree Features. In this approach, the minimum level of tree depth is
predefined to three while the maximum is five. Since the aim of this method is
to capture the interactive component of motifs, the minimum number of logical
operators in each tree is one. Simultaneously, the maximum complexity of the
tree is kept to depth five with seven logical operator.

Table 1. Characteristic of elements in parse tree

Element Type of node Child node

AND Root or internal ~ AND, OR, pattern 1 or pattern 2
OR Root or internal AND, OR, pattern 1 or pattern 2
Pattern 1 Leaf K-mer

Pattern 2 Leaf K-mer and gaps
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Fig. 4. Examples of mutation operations for tree pattern-1 (A) and pattern-2 (B)

Genetic Operators. Genetic operators consisting of one point crossover and
random mutation performed on each selected tree feature based on random prob-
ability are crucial to generate good candidate features. These are performed by
evolving the parse tree features through combination and exchange of basic tree
units. Two parent tree features are selected for crossover to generate new child
tree features with better fitness value. Whereby only one tree feature is needed
for mutation to increase the diversity of feature set which can represent majority
of the search space of H3K4mel sequences.

Crossover. Crossover between two selected tree features are performed when
the random probability is less then the predefined crossover probability. Two
point of crossover are randomly picked for each of the tree indicated by the red
line. Subsequently, information in that branch are exchanged and two child tree
features are produced as shown in Fig. 3.

Mutation. Since both pattern-1 and pattern-2 basic unit possess different char-
acteristic and matching ability, different mutation strategies are implemented
as illustrated in Fig. 4. Mutation on pattern-2 changes the whole element to
increase the chance of matching while mutation on pattern-1 only changes a
randomly selected nucleotide as it is easier to match.

Fitness Function. Each tree feature is evaluated using this fitness function
and tree with larger value will have higher chances to be selected for genetic
operations. Fitness function is formulated as Equation 1 where T represents a
tree feature; N, a and b represent the total number of patterns in 7. First part
of the equation aims to capture individual pattern with highest discriminative
value between sequences enriched with and without H3K4mel where f(p;,s;")
is a binary indicator function which return 1 if motif p; is presence in s;T, ith
positive sequence or si”, k*" negative sequence. The second part of this equation
functions to evaluate the tree feature as a whole which takes into account of its

logical operators.
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3.2 Classification Using Support Vector Machine

Prediction of enhancer regions inferred by H3K4mel enrichment is performed
using LibSVM [12] with different input of feature vectors based on the type of
features used. Feature vector for each sequences in training and testing set are
computed based on the operation of logical operators on each of the matched (1)
or unmatched (0) basic unit of selected tree feature to each of the positive and
negative sequence involved. Number of rows in feature vector represent total
number of sequences while number of columns store binary value to indicate
the presence and absence of the particular tree feature. LibSVM [12] is first
trained with feature vector from training sequences using default parameters
and subsequently used to classify testing sequences enriched with or without
H3K4mel.

3.3 Datasets

Sequences enriched with H3K4mel from melan-a cells of mouse (mm9) genome
are obtained from the study by [7]. Study by [7] provides coordinate of sequences
enriched with and without H3K4mel for each chromosome. In this paper, 1000
sequences enriched with H3K4mel (positive sequences) from chromosome 1 and
1000 sequences without H3K4mel (negative sequences) are chosen randomly
for complex tree feature generation using GA. In addition another 1000 negative
sequences and five set of positive sequences from chromosome 2 to 6 are prepared
for testing purposes.

Table 2. H3K4mel prediction performance using different features

Features Chr2 Chr 3 Chr 4 Chr 5 Chr 6
P! R? P R P R P R P R

Top 50 tree 3 0.220 0.010 0.286 0.014 0.222 0.010 0.239 0.011  0.407 0.02

Top 500 tree 0.821 0.582 0.835 0.645 0.825 0.597 0.841 0.673  0.826 0.603

Top 50 4-mer 0.675 0.567  0.765 0.651 0.695 0.621 0.695 0.621  0.608 0.608
Top 50 5-mer 0.719 0.600 0.741 0.674 0.730 0.635 0.743 0.680 0.726 0.622

! Precision.
2 Recall.
3 Histone tree feature.
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Fig. 5. F-measure value for each feature used in classification

4 Results and Discussion

In this study, the discriminative power of complex tree features in identifying
H3K4mel enriched sequences are evaluated by comparing to the widely used
k-mer frequency features. Complex tree features are generated using default
GA procedure with 15 generations, 1000 populations, 0.9 crossover rate and 0.2
mutation rate. Selected top tree features from chromosome 1 are used to train
SVM while prediction is carried out on different chromosomes to discover the
generality of these features. Frequency of 4-mer and 5-mer features are used as
a benchmark in which frequencies of the top 50 k-mers are normalized to form
feature vectors that acts as input to the SVM.

Table 2 shows the results of comparisons between tree and k-mer feature
in which the best result for each test case is highlighted in bold. It can be
seen that our approach (top 500 tree features) achieved higher precision rates
in comparison to both k-mer features. In addition, it is noted that when the
number of tree features is small (e.g. 50), it performed poorly on the evaluation
sets. This can be explained by the fact that each tree feature only represents a
small number of histone marks features and possibly there are overlaps between
the tree feature.Therefore, large number of tree features are needed to achieve
good coverage on the feature space.

On the contrary, it is observed that the average recall value of 5 chromosomes
for top 50 5-mer is slightly higher than top 500 tree feature by 0.022. This implies
that the capability of tree feature in extracting positive sequence from search
space is slightly lesser than 5-mer feature. However, our approach attained better
balance between precision and recall rates, given by the F-measure as depicted
in Fig. 5. In all cases our method achieve higher F-measure value in comparison
to using k-mer features. For example, the average F-measure using 500 histone
features is 0.709 which significantly outperformed 4-mer and 5-mer features by
0.061 and 0.026 respectively. This indicates that top 500 histone features are
more capable in predicting both positive and negative sequences correctly.

In addition, it is found that top 500 tree features generated from 30, 45 and
50 generations also perform equally well and better than the k-mer features
alone (results not shown). From these performance evaluations, it can be con-
cluded that all features except top 50 histone feature perform reasonably well in
predicting H3K4mel sequences. Consistent precision and recall rates shown in
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Table 2 highlights that tree features generated based on one chromosome can be
generalized to predict histone modifications enrichment in other chromosomes.
In this paper, a method for generating complex feature representation for
histone sequences is proposed. The features are constructed from the ungapped
and the gapped k-mer pattern, represented by hierarchical trees. GA is used to
generate the tree features with customized genetic operators. Each tree feature is
hypothesized to represent a small subset of salient features in the histone regions
thus large number of feature is needed for effective representation (i.e, 500). The
proposed representation is shown to perform well on the tested datasets.
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