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Preface

This volume is part of the three-volume proceedings of the 21st International
Conference on Neural Information Processing (ICONIP 2014), which was held
in Kuching, Malaysia, during November 3–6, 2014. The ICONIP is an annual
conference of the Asia Pacific Neural Network Assembly (APNNA). This series of
ICONIP conferences has been held annually since 1994 in Seoul and has become
one of the leading international conferences in the area of neural networks.

ICONIP 2014 received a total of 375 submissions by scholars from 47 coun-
tries/regions across six continents. Based on a rigorous peer-review process where
each submission was evaluated by at least two qualified reviewers, a total of
231 high-quality papers were selected for publication in the reputable series of
Lecture Notes in Computer Science (LNCS). The selected papers cover major
topics of theoretical research, empirical study, and applications of neural infor-
mation processing research. ICONIP 2014 also featured a pre-conference event,
namely, the Cybersecurity Data Mining Competition and Workshop (CDMC
2014) which was held in Kuala Lumpur. Nine papers from CDMC 2014 were
selected for a Special Session of the conference proceedings.

In addition to the contributed papers, the ICONIP 2014 technical program
included a keynote speech by Shun-Ichi Amari (RIKEN Brain Science Institute,
Japan), two plenary speeches by Jacek Zurada (University of Louisville, USA)
and Jürgen Schmidhuber (Istituto Dalle Molle di Studi sull’Intelligenza Arti-
ficiale, Switzerland). This conference also featured seven invited speakers, i.e.,
Akira Hirose (The University of Tokyo, Japan), Nikola Kasabov (Auckland Uni-
versity of Technology, New Zealand), Soo-Young Lee (KAIST, Korea), Derong
Liu (Chinese Academy of Sciences, China; University of Illinois, USA), Kay Chen
Tan (National University of Singapore), Jun Wang (The Chinese University of
Hong Kong), and Zhi-Hua Zhou (Nanjing University, China).

We would like to sincerely thank Honorary Chair Shun-ichi Amari, Mohd
Amin Jalaludin, the members of the Advisory Committee, the APNNA Gov-
erning Board for their guidance, the members of the Organizing Committee for
all their great efforts and time in organizing such an event. We would also like
to take this opportunity to express our deepest gratitude to all the technical
committee members for their professional review that guaranteed high quality
papers.

We would also like to thank Springer for publishing the proceedings in the
prestigious LNCS series. Finally, we would like to thank all the speakers, authors,
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and participants for their contribution and support in making ICONIP 2014 a
successful event.

November 2014 Chu Kiong Loo
Keem Siah Yap
Kok Wai Wong
Andrew Teoh
Kaizhu Huang
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A New Ensemble Clustering Method Based on Dempster-
Shafer Evidence Theory and Gaussian Mixture Modeling 

Yi Wu, Xiabi Liu, and Lunhao Guo 

Beijing Lab of Intelligent Information Technology, School of Computer Science,  
Beijing Institute of Technology, Beijing 100081, China 
{wuyi,liuxiabi,guolunhao}@bit.edu.cn 

Abstract. This paper proposes a new method based on Dempster-Shafer (DS) 
evidence theory and Gaussian Mixture Modeling (GMM) technique to combine 
the cluster results from single clustering methods. We introduce the GMM 
technique to determine the confidence values for candidate results from each 
clustering method. Then we employ the DS theory to combine the evidences 
supplied by different clustering methods, based on which the final result is  
obtained. We tested the proposed ensemble clustering method on several com-
monly used datasets. The experimental results confirm that our method is effec-
tive and promising. 

Keywords: Data Clustering, Ensemble Clustering, Dempster-Shafer (DS)  
Evidence Theory, Gaussian Mixture Modeling (GMM). 

1 Introduction 

At present, there is no single clustering method can achieve robust results in all situa-
tions. It is promising to integrate various clustering methods for obtaining the better 
performance. This solution is usually called ensemble clustering, which has attracted 
more and more attentions in recent years. The existing ensemble clustering methods 
can be classified into two main categories: voting based and hyper-graph based [1]. 

• Voting based methods firstly solve the label correspondence problem and then find 
out the consensus partition. Tumer and Agogino [2] introduced the criterion of Av-
erage Normalized Mutual Information (ANMI) to measure the ensemble results. 
They assigned the data points to different clusters dynamically by a voting proce-
dure for achieving the best ANMI. Dimitriadou et al. [3] presented a voting scheme 
for integrating fuzzy clustering algorithms. The main steps include creating a map-
ping between candidate clusterings, calculating the highest percentage of common 
points, and assigning the points to the common clusters. Wang et al. [4] proposed a 
soft-voting method to integrate the candidate soft clustering results and achieved 
acceptable results. 

• In hyper-graph based methods, the ensemble clustering problem is transformed 
into a hyper-graph partitioning problem. The data points are represented as edges 
in a hyper-graph and the clusters as undirected hyper-edges. Under this idea there 
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are three representative methods which are Cluster-based Similarity Partitioning 
Algorithm (CSPA) [5], Hyper-Graph Partitioning Algorithm (HGPA) [6] and Me-
ta-Clustering Algorithm (MCLA) [7]. The CSPA creates a binary similarity matrix 
for each single clustering. The entry-wise average of single similarity matrices 
yields an overall similarity matrix. They re-cluster the overall matrix and get the 
ensemble results. In the HPGA, the ensemble problem is formulated as partitioning 
the hyper-graph by cutting a minimal number of hyper-edges. In the MCLA, the 
idea is to group and collapse related hyper-edges and assign each object to the col-
lapsed hyper-edge. It provides better performance than HPGA and retains low 
computational complexity. 
In this paper, we propose a new ensemble clustering approach based on Dempster-

Shafer (DS) evidence theory and Gaussian Mixture Modeling (GMM) technique. 
Each group of candidate clustering results can be regarded as an evidence to deter-
mine the final clustering results. Thus the ensemble clustering problem can be solved 
by using DS theory to combine the evidences from involved clustering methods. 
Based on this core idea, we introduce the GMM technique to calculate the confidence 
of assigning a data point to a candidate cluster for each clustering method. Then the 
orthogonal sum of confidences from different clustering methods is computed and 
used to decide the final result under the DS theory. We evaluate the effectiveness of 
our proposed approach by conducting the experiments on commonly used data sets. 

2 Single Clustering Methods 

In this paper we use the proposed ensemble method to combine single clustering  
methods based on dense Gaussian distributions. In this type of single clustering me-
thods, we use the Expectation-Maximization (EM) algorithm [8] to fit a GMM with a 
large number of Gaussians to the data set. The data subset corresponding to each gen-
erated Gaussian component is taken as a minimum unit of data. Then, the classical 
clustering methods can be performed on these units to complete the clustering. This 
means that all the operations will be processed on Gaussian distributions, instead of 
on data points. Furthermore, each cluster can be seen as a GMM composed by dense 
Gaussians.  

For completing such clustering, we need a measure of similarity between Gaus-
sians. In this paper, the Gaussian Quadratic Form Distance (GQFD) [9] is used, which 
is defined as 

 ( ) ( ) ( )Tbaba
baf ggGQFD

s
ωωAωω −−=, , (1) 

where ag  and bg  be two Gaussian distributions, ( )ba ωω −  denotes the concatena-

tion of weights from bg  and bg , A  is a matrix, each entry in which is the measure 

of similarity between two Gaussians. The GQFD has proved its effectiveness for 
modeling content-based similarity, for more details of which the reader is referred to 
Beecks et al. [9]. 
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We summarize the algorithm framework of dense Gaussian distributions based 
single clustering method in Algorithm 1. 

Algorithm 1. Dense Gaussian distributions based single clustering algorithm 
Input:    Data set 
Output: Clustering Results 
Steps: 

Step1. Fit a GMM with a large number of components to the whole data set by 
using the EM algorithm. 

Step2. Use a classical clustering method (such as k-means) configured with 
GQFD to cluster the generated Gaussians. 

Step3. The data points are grouped according to the clusters of Gaussians. 

3 Ensemble Method 

The core task of our ensemble clustering approach is to combine the confidences for 
candidate results from single clustering methods. We introduce the DS evidence 
theory to complete this task. Suppose we have N  single clustering algorithms, each 
of them organizes data points into K  clusters. Let NRRR ,,, 21   be the corres-

ponding clustering results from each single algorithm. Then our DS theory based 
ensemble clustering approach is explained as follows. For the details of DS evidence 
theory itself the reader is referred to Shafer [10]. 

3.1 Evidence from Single Clustering Method 

Under the DS evidence theory, we need to compute the evidence corresponding with 
candidate clustering results from each method for further combining them. For each 

N
ii 1=R , this evidence can be represented by the probabilities corresponding to each 

element in its power set. We calculate these probabilities based on the GMM. 

Let { }T
iiii ΩΩΩΩ ,,, 21 =  be the power set of iR , where T  be the number of 

elements in iΩ . Obviously, 12 −= KT . The first K  elements in iΩ  are K  

clusters in iR , which are generated by the single clustering method. The rest ele-

ments in iR  are the possible clusters combined by these K  elements. For exam-

ple, if iR  is { }321 ,, rrr , where 3
1=jjr  represent the three clusters from the i-th sin-

gle clustering method, then { }},,{},,{},,{},,{},{},{},{ 321323121321 rrrrrrrrrrrΩ ri = .  

For a large K , T  will become a huge value and the following computation will 
become unfeasible if all the combinations in the power set iΩ  are considered. In 

such cases, we just consider the clusters combined by at most 2 elements of iR . In 

other words, the combinations with 3 or more elements are neglected for a large K . 
Denoeux and Masson [11] have proved that this strategy is suitable for big power sets. 
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We introduce the GMM to model each element in iΩ . As explained before, the 

first K  elements in iΩ  correspond to the GMMs generated by our single clustering 

method. The rest elements are composed by these generated GMMs. Let x  be an 

arbitrary data point, ( )j
ip Ωx  be the resultant GMM for j

iΩ , then we have 

( ) ( ) ( ) ( )
=

−−− 





 −−−=

m

k
kk

T
kk
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k
j

ixp
1

1
2

1

2
2

1
exp2 μxΣμxΣΩ πω        (2) 

where m be the number of Gaussian components, kω , kμ , kΣ  be the weight, the 

mean vector, and the covariance matrix of the k-th Gaussian component, respectively. 
Based on the GMM, we use Bayesian rule to calculate the posterior probability of 

assigning x  to the cluster j
iΩ : 

 ( ) ( ) ( ) ( ) ( ) =
=

T

k

k
i

k
i

j
i

j
i

j
i PpPpP

1
ΩΩxΩΩxxΩ , (3) 

where the prior probability ( )j
iPΩ  is assumed to be the same for each element. 

3.2 Combining Evidences 

The posterior probability ( )xΩ j
iP  can be seen as the confidence of the i-th clustering 

algorithm for associating x  with the j-th cluster. We combine this kind of confi-
dences from all the involved algorithms by using the orthogonal sum method. Let 

jΩ  be the combined result of the j-th cluster, then we have 

 ( ) ( ) ( )
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. (4) 

As described above, K
j

j
1=Ω  is corresponding with K  single clusters. To deter-

mine the final ensemble clustering results, we calculate the belief and plausibility 
values for these first K  elements by 

 ( ) ( )
⊆

==
j

,K,,jPBel j

ΩA

xAxΩ 21  , , (5) 

and 

 ( ) ( ) ,K,,jBelPl jj 21    ,1 =¬−= xΩxΩ , (6) 

respectively. Based on the belief and plausibility functions, the final confidence of 

assigning x  to the j-th cluster can be computed as the class probability. Let jΩ  
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and iΩ  denote the number of elements in jΩ  and iΩ , respectively. Then the 

class probability is 

 ( ) ( ) ( ) ( )[ ] ,K,,jBelPlBelf jj

i

j

jj 21    , =−+= xΩxΩ
Ω

Ω
xΩxΩ , (7) 

Finally, the cluster with the maximum class probability is selected for x .  
Algorithm 2 summarizes our ensemble clustering approach described above, the 

meaning of symbols used there are same with the counterparts above. 
 

Algorithm 2. Ensemble clustering based on DS evidence theory 
Input: NRRR ,,, 21   

Output: Ensemble clustering results 
Steps: 

Step 1. For each N
ii 1=R , 

Step 1.1 Generate the power set of iR , i.e., iΩ  

Step 2. For each data point x , 

Step 2.1 Calculate the posterior probabilities ( )xΩ j
iP  for each pair of i  and 

j  by using Eq. 3. 

Step 2.2 Calculate the orthogonal sum ( )xP jΩ  for each j  by using Eq. 4. 

Step 2.3 Calculate the belief and plausibility values by using Eq. 5 and 6. 

Step 2.4 Compute the class probabilities for each jΩ  using Eq. 7 and assign 
x  to the cluster with the maximum class probability. 

4 Experiments 

4.1 Experimental Setup 

In the experiments, we select 4 commonly used data sets for testing our clustering 
method. The first two are 2-D data vector (http://cs.joensuu.fi/sipu/datasets/), includ-
ing Flame (240 vectors with 2 clusters) and Jain (373 vectors with 2 clusters). The 
clustering results over them can be visualized intuitively. The third one is the Iris in 
UCI Machine Learning repository (http://arch-ive.ics.uci.edu/ml/). The Iris contains 3 
classes of 50 instances each. Each instance has 4 attributes and the class label. So the 
clustering accuracy can be measured exactly. The last data set is KDD Cup 04Bio 
(http://www.sigkdd.org). It provides 145751 data points with 74 attributes. The num-
ber of clusters is given as 2000, but there is no class labeling. It can be used to test the 
clustering performance over large size and high dimensional data. 

We implemented two single clustering algorithms by embedding k-means or spec-
tral clustering method into dense Gaussian distributions based clustering method de-
scribed in Section 2, i.e., using them in Step 2 of Algorithm 1, respectively. The two 
resultant methods are called k-means_G and spectal_G for short, respectively.  
The clustering results from them are combined by our ensemble approach and the 
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voting based counterpart of Weingessel et al. [12], respectively. We call the method 
of Weingessel et al. as WDH voting for the convenience of descriptions. 

We use the following criteria to evaluate the accuracy and efficiency of clustering 
approaches: Accuracy Rate (AR), Internal Quality (IQ) and External Quality (EQ) of 
clusters, Execution Time (ET) and Cost of Memory (CoM). 
• The AR can reflect the accuracy of clustering on the data sets with class labeling. 

Let ia  be the number of correctly classified instances of the i-th cluster, n be the 

number of all instances in the data set, then na
K

i i =
=

1
AR .  

• The IQ and EQ of clusters [12] are widely used for data sets without labels. Let 

iC  be the i-th cluster, iμ  be its mean vector, ( )id μx,  be the Euclidean distance 

between a data point x and iμ , then ( ) = ∈
=

K

i x i
i

d
1

,IQ
C

μx ,

( ) ≤≤≤
=

Kij jid
1

,EQ μμ . The EQ is proportional to the degree of closeness be-

tween different clusters, so the bigger EQ is, the better the clustering quality is. 
While the IQ is inversely proportional to the degree of data closeness within a clus-
ter, so the less IQ is preferred. 

• The ET and CoM are useful for measuring the computational complexity. Since the 
topic of this paper is ensemble clustering, we only consider the ensemble proce-
dure in the calculation of ET and CoM and neglect the cost consumed for perform-
ing each single clustering method. Notice that all the following experiments are 
performed on a computer with 3.4GHz CPU and 10GB inner memory 

4.2 Experimental Results 

The results of 4 algorithms on Flame and Jain distributions are shown in Fig. 1-2, respec-
tively. In both of two figures, sub-figures (a) to (d) show the clustering results from 4 
algorithms and (e) the true distribution. The ARs for each algorithm are given in the title 
of each figure. It can be discovered intuitively that our DS based ensemble results are 
close to the true distributions. On the Flame dataset, it performed better than both single 
clustering methods. On the Jain dataset, it behaved better than k-means_G but a little 
worse than spectral_G. These results demonstrate that our ensemble method cannot guar-
antee to achieve better results than the best single result, but it does improve the worse 
single results obviously. Thus the combination of results is effective. Furthermore, our 
method behaved better than the WDH voting. Compared with it, our DS based method 
brought 12.7% and 11.7% increase in the AR over two data sets, respectively.  
 

     
       (a)           (b)           (c)           (d)           (e) 

Fig. 1. The results on the Flame distribution: (a) k-means_G (0.85); (b) spectral_G (0.71); (c) 
WDH voting (0.79); (d) our method (0.89); (e) true distribution 



New Ensemble Clustering Method Based on DS Evidence Theory and GMM 7 

     
(a)          (b)           (c)           (d)           (e) 

Fig. 2. The results on the Jain distribution: (a) k-means_G (0.83); (b) spectral_G (0.99); (c) 
WDH voting (0.85); (d) our method (0.94); (e) true distribution 

For Iris data set, the AR from each algorithm are listed in Table 1. As shown in 
Table 1, both of two ensemble clustering algorithms can improve the worse single 
results, but our method still behaved better. Compared with the WDH voting, our 
method brought 10.8% increase in the AR. As for the efficiency, the ET of our 
method and the WDH voting on Iris data set are similar, which are 2.71s and 3.02s, 
respectively. The CoM is ignored since the data size is too small. 

Table 1. Comparisons of ARs on Iris Data Set 

k-means_G Spectral_G WDH Voting  Our method 

84.3% 73.6% 75.1% 83.0% 
 
For the clustering on KDD CUP 04Bio data set, the IQ and EQ are used to evaluate 

the effectiveness of the algorithms. The results are shown in Fig. 3. We can see that our 
method achieved the best IQ and the second best EQ on this data set. And the EQ from 
our method is very close to the best one from spectral_G. Compared with k-means_G, 
spectral_G and the WDH voting, the increase rates of IQ bought by our method are 
10.3%, 23.8% and 19.1%, respectively. As for the EQ, the increase rates are 23.2%, 
15.3% and -3.28% for k-means_G, WDH voting and spectral_G, respectively. Further-
more, the ET of our method on KDD CUP 04Bio is 13.22 minutes, which is a little better 
than 15.35 minutes of WDH voting. But the CoMs of ours are worse than that of WDH 
voting. The two values are 4.02MB and 2.88MB, respectively. 

 

 

Fig. 3. IQ and EQ on KDD CUP 04Bio Data Set  
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5 Conclusions 

In this paper, we have proposed a new ensemble clustering method based on Demp-
ster-Shafer (DS) evidence theory and tested it for combining dense Gaussian distribu-
tions based clustering methods. The main contributions of this paper are: 

(1) The Gaussian Mixture Modeling technique is introduced to compute the confi-
dences of assigning each data point to candidate clusters, which reflects the evidences 
supplied by single clustering methods. 

(2) The DS evidence theory is employed to combine evidences from various single 
clustering methods, based on which the final clustering result are obtained. 

We tested the proposed approach on 4 commonly used data sets, including 2-D dis-
tributions (Flame and Jain) with intuitive visualization, Iris with exact class labeling 
and KDD Cup 04Bio with large size and high dimensional data. The results confirm 
that the proposed ensemble clustering method is effective and promising.  
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Abstract. This paper proposes a feature extraction method from the
given empirical kernel vector. We show the necessary condition for
the feature extraction mapping to make the trained classifier by using
the linear SVM with the extracted feature vectors equivalent to the one
obtained by the standard kernel SVM. The proposed feature extrac-
tion mapping is defined by using the eigen values and eigen vectors of
the Gram matrix. Since the eigen vector problem of the Gram matrix is
closely related with the kernel Principal Component Analysis, we can ex-
tract a dimension reduced feature vector. This feature extraction method
becomes equivalent to the kernel SVM if the full dimension is used. The
proposed feature extraction method was evaluated by the experiments
using the standard data sets. The cross-validation values of the proposed
method were improved and the recognition rates were comparable with
the original kernel SVM. The number of extracted features was very low
compared to the number of features of the kernel SVM.

1 Introduction

Support vector machine (SVM) [15,12,3,7] has been successfully applied to
many pattern recognition problems such as object detection[5] and image
classification[4] etc. The nonlinear classifier with good generalization can be
constructed by using kernel-trick and margin maximization.

However, the dimension of the empirical kernel vector in the kernel SVM in-
creases as the number of training samples increases. Especially for big data, this
makes the computation of the learning algorithm intractable. Also the general-
ization ability of the trained classifier probably decreases because the number
of parameters increases as the number of training samples increases. It is well
known that the complexity of the model used in the learning and the intrinsic
dimension to describe the target classification problem should be the same to
get the classifier with good generalization.

To reduce the difference between the complexities of the learning model and
the the target classification problem, Nishida et al. proposed a method to select
the important kernel features by using Boosting [10]. Also Nishida et al. proposed
an algorithm called RANSAC-SVM in which the subsets of the training samples
were randomly generated and the best subset was selected [11].

C.K. Loo et al. (Eds.): ICONIP 2014, Part II, LNCS 8835, pp. 9–16, 2014.
c© Springer International Publishing Switzerland 2014
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In this paper, we propose a method to extract new feature vector from the
given empirical kernel vector by using kernel Principal Component Analysis (the
kernel PCA).

At first, we show the necessary condition which has to be satisfied to make
the classifier obtained by using the linear SVM with the extracted feature vector
from the empirical kernel vector in the case of full dimension equivalent to the one
trained by using the standard kernel SVM. Then a feature extraction mapping
from the given empirical kernel vector is derived. The feature extraction mapping
can be defined by using the eigen values and eigen vectors of the Gram matrix.

The eigen vector problem of the Gram matrix is closely related with the
kernel PCA [1,13]. The eigen vectors corresponding to the first largest eigen
values are the principal components and extract the dominant information from
the Gram matrix. By combining the feature extraction mapping by Gram matrix
and the dimension reduction by the kernel PCA, we can design feature extraction
method in which the dominant information of the given empirical kernel vector
is extracted but the unnecessary details are neglected. This feature extraction
becomes equivalent to the kernel SVM if the full dimension is used.

By the experiments using the standard data sets, we found that the very few
features were enough to achieve good recognition rates for test samples by using
the proposed dimension reduced feature vectors. These results shows that the
empirical kernel vector includes redundant information and there is margin to
reduce the number of dimension.

As the related works, general theory of the kernel PCA whitening in kernel-
based methods is shown in [13]. A relation between the kernel PCA and the least
squares SVM (LS-SVM) is shown in [14]. Q. Chen et al. proposes a combination
of the kernel PCA and LS-SVM and applied to time series prediction [2]. In this
paper we experimentally evaluate the effect of the dimension reduction by using
the kernel PCA whitening for the case of the kernel SVM. Also it is reported that
the whitening using the covariance matrix of the HOG features can improve the
recognition performance when it is used as the input of the linear SVM in [6].
The tendency of our experimental results agrees with the results of the whitening
of the HOG features.

2 Feature Extraction from Empirical Kernels

In this paper we extract dimension reduced feature vector from the given em-
pirical kernel vector by using a linear mapping. Then the extracted new feature
vectors are used as the input of the linear SVM. We want to make the obtained
classifier without dimension reduction identical to the one obtained by the orig-
inal kernel SVM. To consider the constraints which should be satisfied by this
linear mapping, we will briefly review the linear and kernel SVM.

2.1 Linear and Kernel SVM

The linear SVM determines the separating hyperplane with a maximal margin
by using the given training samples {< xi, ti > |i = 1, . . . , n}, where xi is the
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input feature vector and ti =∈ {+1,−1} is the class label of the i-th sample.
Then the classification function of the linear SVM is given as

y = sign(wTx− h), (1)

wherew and h are the weight vector and the threshold, respectively. The function
sign(u) is a sign function which outputs 1 when u > 0 and outputs −1 when
u ≤ 0. The soft-margin SVM is defined as an optimization problem for the
following evaluation function

L(w, ξ) =
1

2
||w||2 + γ

n∑

i=1

ξi, (2)

under the constraints ξi ≥ 0, ti(w
txi − h) ≥ 1 − ξi, i = 1, . . . , n, where

ξi is the measure of the error for the training sample xi. The dual problem is
obtained as the optimization problem that maximizes the object function

LD(α) =

n∑

i=1

αi − 1

2

n∑

i,j=1

αiαjtitjx
T
i xj (3)

under the constraints
∑n

i=1 αiti = 0, 0 ≤ αi ≤ γ, i = 1, . . . , n.
By solving this optimization problem, the optimal classification function can

be expressed as

y = sign(
∑

i∈S

α∗
i tix

T
i x− h∗), (4)

where S is a set of support vectors and α∗
i and h∗ are the optimal solutions.

By using the kernel-trick, this linear SVM can be extended to nonlinear (kernel
SVM). In the kernel SVM, input vectors are mapped to higher dimensional
feature space by non-linear function φ(x) and the linear SVM is applied to the
mapped features. Since the linear SVM depends only on the inner products of
the input vectors, we can define the object function as

LD(α) =
n∑

i=1

αi − 1

2

n∑

i,j=1

αi αjtitjK(xi,xj), (5)

where K(xi,xj) = φ(xi)
Tφ(xj) is the kernel function. Usually the kernel func-

tion K(x,y) is defined a priori. The polynomial function and the Radial Basis
function are often used as the kernel function.

Then the optimal classification function of the kernel SVM can be derived as

y = sign(
∑

i∈S

α∗
i tiφ(xi)

Tφ(x)− h∗) = sign(
∑

i∈S

α∗
i tiK(xi,x)− h∗). (6)

2.2 Feature Extraction from Empirical Kernel Vector

The classification function of the kernel SVM given in equation (6) determines
the separating hyperplane on the n dimensional feature vector

k(x) = (K(x1,x), . . . ,K(xn,x))
T . (7)
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This means that this n dimensional feature vector include enough information
to construct the classification function of the kernel SVM. We call this n dimen-
sional feature vector the empirical kernel vector.

To extract effective features from this empirical kernel vector, we consider the
following linear feature extraction

g(x) = UTk(x). (8)

Then we use this new feature vector g(x) as the input of the linear SVM.
By substituting the xi with the new feature g(xi) in the equation (3), we

have

LD(α) =

n∑

i=1

αi − 1

2

n∑

j=1

αjtjΓKUUTk(xj), (9)

where K = (K(xi,xj))
n
i,j=1 and Γ = diag(α1t1, . . . , αntn). The matrix K is

known as the kernel Gram matrix.
Similarly, the optimal classification function becomes

y = sign(Γ ∗KUUTk(x)− h∗), (10)

where Γ ∗ = diag(α∗
1t1, . . . , α

∗
ntn).

To get the same object function and the classification function with the kernel
SVM, the coefficient matrix U must be satisfy the condition UUT = K−1. Since
the kernel Gram matrix K is real symmetric, we can compute the U by using
the eigen values λi and the corresponding eigen vectors ai of the kernel Gram
matrix K. The eigen values and the corresponding eigen vectors of the kernel
Gram matrix K are given by

KA = AΛ (11)

where Λ = diag(λ1, . . . , λn) is the diagonal matrix with the eigen values and
A = (a1 · · ·an) is the matrix of eigen vectors. Thus the coefficient matrix U in
the feature extraction mapping to make the obtained classifier coincident with
the kernel SVM can be given by

U = AΛ− 1
2 , (12)

where Λ−1/2 = diag( 1√
λ1
, 1√

λ2
, . . . , 1√

λn
). Since the matrix A is orthogonal, we

can confirm the condition of the inverse matrix as

K(UUT ) = KAΛ− 1
2Λ− 1

2AT = AΛΛ−1AT = AAT = I. (13)

Then the feature extraction which gives the same results with the kernel SVM
is given by

gSV M (x) = Λ− 1
2ATk(x). (14)

This feature extraction is closely related with the kernel PCA and we can extract
the dimension reduced features in terms of the kernel principal components.
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2.3 Relation with Kernel Principal Component Analysis

Nonlinear extension of PCA using the kernel-trick is known as the kernel PCA.
In the kernel PCA, the input vectors are also mapped to the higher dimensional
feature space by non-linear function φ(x) and the linear PCA is applied to the
mapped features.

For the given data set {x1, . . . ,xn}, the kernel PCA computes the principal
score as

y(x) = UTφ(x). (15)

Since the coefficient matrix can be represented by the linear combinations of the
mapped feature vectors as

U =

n∑

j=1

φ(xj)α
T
j , (16)

the principal score vector can be given by

y(x) =

n∑

j=1

αjφ(xj)
Tφ(x) =

n∑

j=1

αjK(xj ,x). (17)

The optimal solution can be obtained by taking the L eigen vectors Ã =
(α1 · · ·αL) of the kernel Gram matrix K corresponding to the L largest eigen
values λ1, . . . , λL. The eigen vector equation for kernel PCA is given by

KÃ = ÃΛ̃, (18)

where Λ̃ = diag(λ1, . . . , λL).
By comparing the eigen vector equation (18) for the kernel PCA and the eigen

vector equation (11) for the feature extraction from the empirical kernels, it is
noticed that they are the same. Since the kernel PCA can extract dominant
information from the data set and neglect the unnecessary details by taking
the principal components, we can construct new dimension reduced features by
taking the L eigen vectors of the kernel Gram matrix K corresponding to the L
largest eigen values as

gPCA(x) = Λ̃− 1
2 ÃTk(x). (19)

This feature vector gPCA(x) can extract the dominant information of the train-
ing data set and neglect the unnecessary details. Also this feature vector can
produce almost same result with the kernel SVM when this feature vector is
used as the input of the linear SVM. Especially the result becomes the same as
the kernel SVM if the full dimension, namely L = n, is used.

3 Experiments

The effectiveness of the proposed feature extraction defined in the equation (19)
was evaluated by using seven standard data sets (heart, iris, vowel, breast-
cancer, glass, and vehicle) from LIBSVM data sets [8]. The number of classes,
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Table 1. The cross validation values (%), recognition rates (%) and the dimension of
extracted feature vector for the standard data sets

data set K-SVM FE-PCA

heart CV 85.33 (2.06) 86.16 (1.32)
training 87.41 (2.06) 86.94 (1.32)
test 78.52 (5.67) 78.70 (5.03)
dim. 216 18.6 (20.17)

iris CV 97.50 (0.88) 97.58 (1.00)
training 97.66 (1.23) 97.83 (1.05)
test 95.33 (2.81) 93.67 (4.83)
dim. 120 4.8 (1.93)

vowel CV 98.58 (0.45) 98.70 (0.49)
training 99.98 (0.07) 99.95 (0.01)
test 98.58 (0.80) 98.58 (0.67)
dim. 677 168.7 (67.15)

breast-cancer CV 97.20 (0.35) 97.29 (0.42)
training 97.33 (0.36) 97.31 (0.37)
test 97.23 (1.74) 97.23 (1.81)
dim. 546 7.8 (8.66)

glass CV 72.88 (3.20) 74.10 (2.76)
training 92.75 (5.20) 89.59 (6.39)
test 67.21 (8.09) 68.14 (7.44)
dim. 171 52.6 (29.61)

vehicle CV 85.30 (1.10) 85.89 (0.98)
training 93.24 (0.80) 91.57 (0.90)
test 83.41 (2.33) 83.29 (2.86)
dim. 170 89.8 (10.76)

the number of samples, and the number of features are (2, 270, 13), (3, 150,
4), (11, 528, 10), (2, 683, 10), (6, 214, 9), and (4, 846, 18) respectively. For
classification experiments, each data set was randomly divided into a training
set (80% of all samples) and a test set (remaining samples). We performed 10
times with different partitions of training and test samples and the average and
the standard deviation were measured. The Radial Basis functions K(x,y) =

exp
(
− ||x−y||2

2σ2

)
was used as the kernel function.

Table 1 shows the cross-validation values and the recognition rates for training
samples and test samples of the proposed feature extraction methods, namely the
feature extraction from empirical kernel vectors by using PCA (denoted as FE-
PCA). In the proposed feature extraction method, the extracted feature vector
was classified by using the linear SVM. The recognition rates of the standard
kernel SVM (denoted as K-SVM) are also shown in Table 1 for comparison. In
these experiments, the Radial Basis function is used as the kernel function. The
parameters of the linear and the kernel SVM, i.e. the soft margin parameter γ and
the kernel parameter σ2 were determined by 10-fold cross validation (For the data
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(a) heart (b) vehicle

Fig. 1. Relation between the recognition rates and the extracted dimension

set glass, 5-fold cross validation was used because of the shortage of the samples
of each class). Since the recognition rate depends on the number of extracted
features in the proposed feature extraction methods, the best dimension was
selected by the cross validation. The average and the standard deviation of the
selected dimension are also shown in Table 1 (denoted as dim.).

From Table 1, the cross-validation values of the proposed feature extraction
method gives a little bit better results for all data sets than the standard SVM
while the recognition rates for training and test samples are comparable. This
means that the proposed dimension reduction method can keep the generaliza-
tion performance of the kernel SVM.

The number of extracted features is very low compared to the number of
original features of the kernel SVM. For example, 546 was reduced to 7.8 for
breast-cancer. This means that the empirical kernel vector includes very re-
dundant information and there is margin to reduce the number of dimension.

Figure 1 shows the relation between the recognition rates and the number of
dimension of the extracted feature vector for heart and vehicle data sets. It is
noticed that there is almost flat regions from low to high dimension. This also
shows that information included in the empirical kernel vector is very redundant
and the proposed feature extraction method can extract intrinsic information
from the empirical kernel vector.

Since the number of features of the kernel SVM increases as the number
of training samples increases, the difference between the number of features of
the kernel SVM and the intrinsic dimension of the target classification problem
becomes large for large data. It is expected that the proposed feature extraction
method can be used to reduce this gap.

Acknowledgment. The preliminary experiments on this work was mainly
done by Mr. Kohei Takahashi. This work was partly supported by KAKENHI
(23500211).
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Abstract. Recently, evolving multiple kernel learning methods have at-
tracted researchers’ attention due to the ability to find the composite
kernel with the optimal mapping model in a large high-dimensional fea-
ture space. However, it is not suitable to compute the composite kernel
in a stationary way for all samples. In this paper, we propose a method
of evolving non-stationary multiple kernel learning, in which base kernels
are encoded as tree kernels and a gating function is used to determine the
weights of the tree kernels simultaneously. Obtained classifiers have the
composite kernel with the optimal mapping model and select the most
appropriate combined weights according to the input samples. Experi-
mental results on several UCI datasets illustrate the validity of proposed
method.

Keywords: Genetic programming, non-stationary multiple kernel learn-
ing, composite kernel, gating function.

1 Introduction

Multiple kernel learning (MKL) has been a research hotspot, the essence of
which is using multiple base kernels instead of a single one in SVM [1]. Recent
theories and applications have proved that MKL is superior to SVM in lots
of scenarios because using multiple kernels can enhance the interpret ability of
decision functions [2] [3] [4] [5] [6].

The key problem of MKL is how to construct these base kernels and select a
proper method to combine them. Earlier, some researchers constructed a specific
number of base kernels, then learned a composite kernel by combining base kernels
in a linear or non-linearmanner [2] [3] [4]. This kind ofMKLmethod is called array
based MKL, the shortage of which is the base kernels may not be rich enough to
represent the whole sample space because usually they are using some simple ker-
nels such as linear, polynomial and Gaussian kernels. To address such limitations,
a number of researchers have made some attempts to find better kernels by us-
ing genetic programming (GP) [7] [8] [9]. Starting from some simple base kernels,
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GP can evolve complex composite kernels, which can representmore richmapping
models in a high-dimensional feature space. By doing so, GP based MKL can find
a suitable composite kernel from a richer feature space to represent the original
sample space. Though GP based MKL exhibited superiority on some problems,
it is not suitable to compute composite kernels in a stationary manner, i.e., com-
puting just one composite kernel on the whole input space, in some cases such as
for a dataset with locality-sensitive property.

In this paper, we present a hybrid algorithm to evolve non-stationary mul-
tiple kernel learning (ENMKL), in which base kernels are encoded as tree ker-
nels and a gating function is used to determine the weights of the tree kernels
simultaneously. The set of tree kernels joint with the gating function to produce
different composite kernels, varying with regions of the input space. In this way
constructed composite kernels can represent the original sample space better for
a dataset with locality-sensitive property.

The rest of paper is organized as follow. Related works are given in Section 2.
Section 3 describes proposed ENMKL method in details. Experimental results
and discussion are given in Section 4. Section 5 gives the conclusion and further
work.

2 Related Works

2.1 Tree Kernel of GP Based MKL

Considering a set of samples D = (xi, y)
N , where vector xi denotes the fea-

ture of sample, y ∈ [−1, 1] is the class index, and N is the number of samples.
The most commonly used kernels are linear kernel, polynomial kernel and Gaus-
sian kernel, which can be computed as follows:

klinear(xi,xj) =< xi,xj >,

kpoly(xi,xj) = (< xi,xj > +1)d,

kgaussian(xi,xj) = exp(−‖xi − xj‖2
2δ2

),

(1)

where d is a positive value degree of polynomial, δ is the width of Gaussian kernel.
The theory foundation of GP based MKL is Mercer theorem, i.e., if K1 = k1(·, ·)
and K2 = k2(·, ·) are kernels under the condition of Mercer, results computed
by using (2)-(4) are also kernels.

k(xi,xj) = c1k1(xi,xj) + c2k2(xi,xj), for c1, c2 ≥ 0, (2)

k(xi,xj) = k1(xi,xj)k2(xi,xj), (3)

k(xi,xj) = exp(k1(xi,xj)). (4)

Where c1, c2 and a are scale coefficients. A more complex new kernel is encoded
as a tree structure as shown in Fig. 1.
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Fig. 1. A tree kernel with terminal set T = {K1,K2,K3}, non-terminal set N =
{+, ∗, exp}, where the expression of the tree kernel is K1 +K2 +K1 ∗K2 ∗ exp(K3)

Such a tree is called as tree kernel, and each tree in the population of GP is
a tree kernel. For the sake of simplicity, the composite kernel can be written as
follow:

Kcom = {kcom(·, ·) = h([k1(·, ·), k2(·, ·), ..., kp(·, ·)])} , (5)

where h denotes a function applying such as addition and multiplication opera-
tions on the array of base kernels.

2.2 Non-stationary MKL

The earliest non-stationary MKL was reported in [10] by Lewis et al. A large-
margin latent variable generative model within the maximum entropy discrimina-
tion framework is proposed in [10], which allows the base kernel weight to depend
upon the properties of the example being classified. Later, Mehmet Gönen et al.
proposed localized MKL (LMKL) [11]. LMKL uses a gating function for selecting
the appropriate kernel function locally and achieves similar accuracy results as
compared with other MKLs by storing less number of support vectors. However,
these non-stationary MKLs use the array based base kernels, which might result
in sub-optimal or decrease the performance of MKL. Therefore, we propose EN-
MKL which combines the advantage of GP based MKL and non-stationaryMKL,
i.e., it achieves good kernels in a rich feature space and construct the optimal com-
posite kernel using those good kernels according to the input sample. It is worth
noting that if each composite kernel evolved by GP is exactly one of the base ker-
nels, ENMKL degenerates into LMKL. So it can be said that LMKL is a special
case of ENMKL.

3 Proposed Method

The main tasks of ENMKL are to find: 1) a group of optimal tree kernels, 2)
a gating function which generates weights for the optimal tree kernels and 3)
the hyper-parameters of classifier. To this end, we utilize a hybrid algorithm of
gradient descent and SVM solver within the GP framework.
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3.1 Initialization of GP

The parameters involved in GP include population size Psize, the iteration num-
ber Niter, crossover probability Pc and mutation probability Pm. The terminal
set consists of some simple kernels such as linear kernel, polynomial kernel and
Gaussian kernel. We can also use other families of kernel containing less num-
ber of parameters, especially the family of arc-cosine kernel as discussed in [12].
To ensure the expression of tree kernel as a kernel under the condition of Mercer,
the elements of terminal set are limited to [+, ∗, exp].

3.2 Representation and Fitness of Individual in ENMKL

In order to find a set of composite kernels in searching space, each individual in
ENMKL is a multi-gene consisting of more genes, and each of which is a tree
kernel. Note that using a multi-gene rather than a single gene is a significant
difference as compared with GP based MKLs [7] [8] [9]. We need to divide the
dataset into three independent parts, i.e., training, validation and test datasets.
To calculate the fitness of an individual in ENMKL, first, we use the gating func-
tion to compute the weights of each gene in an individual and get the composite
kernelKfinal, which is the weighted combination of multi-gene. Then, a classifier
of canonical SVM is constructed by using Kfinal. The related parameters of the
gating function and the classifier involved in the construction are learned by the
hybrid algorithm of gradient descent and SVM solver on the training dataset,
respectively. Finally, the accuracy of the classifier is verified on the test dataset,
which is used as the fitness of an individual in ENMKL.

3.3 Optimizing the Gating Function and SVM

For the simplest case, consider the linear combination of multi-gene, we can write
the gating function as follow [11]:

βt(x) =
exp(vT

t x+ vt0)∑M
k=1 exp(v

T
k x+ vk0)

, (6)

where vt is the weight of input x, vt0 is the bias term of input, and we refer to
vector v = (vt, vt0) as the parameter of the gating function. M is the number
of genes, vector x is the input sample. The classifier can be trained by solving
the following formulation:

max

N∑

i=1

αi − 1

2

N∑

i=1

N∑

j=1

αiαjyiyj

M∑

m=1

βm(xi)k
m
com(xi,xj)βm(xj),

s.t.

N∑

i=1

αiyi = 0, C ≥ αi ≥ 0 ∀i.
(7)
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Where α is the vector of Lagrangian coefficients, b is the bias term of the sepa-
rating hyperplane, N is the total number of training data, and C is predefined
positive trade-off parameter between model complexity and classification error.
For the following equation,

Kβ =

M∑

m=1

βm(xi)k
m
com(xi,xj)βm(xj). (8)

Given the value of v, Kβ is a kernel under the condition of Mercer. Then, the
object function in (7) is equivalent to the problem solved of canonical SVM
[1]. We have considered an alternative optimization scheme by using a hybrid
algorithm of gradient descent and SVM solver. That is, 1) fix v, solve α; 2) fix
α, solve v. We denote (7) by J(α,v) and take the derivatives of J(α,v) with
respect to vt and vt0,

∂J(α,v)

∂vt
= −1

2

N∑

i=1

N∑

j=1

M∑

m=1

αiαjyiyjβm(xi)k
m
com(xi,xj)βm(xj)

((xi + xj)γ
m
t − βm(xi)− βm(xj)),

(9)

∂J(α,v)

∂vt0
= −1

2

N∑

i=1

N∑

j=1

M∑

m=1

αiαjyiyjβm(xi)k
m
com(xi,xj)βm(xj)

(2γm
t − βm(xi)− βm(xj)),

(10)

where if the value ofm is equal to t, γm
t is 1 and 0 otherwise. Update v according

to the following equations,

v
(i+1)
t = v

(i)
t − μ

∂J(α,v)

∂vt
, (11)

v
(i+1)
t0 = v

(i)
t0 − μ

∂J(α,v)

∂vt0
, (12)

where μ is the step of updating. After updating the value of v, we recompute
Kβ and required to update α by solving a single kernel SVM with Kβ. The
two steps run alternatively until convergence and the details of algorithm are
shown in Algorithm 1, After the optimal v and α are obtained, the resulting
discriminant function can be written as:

f(x) =
N∑

i=1

M∑

m=1

αiyiβm(xi)k
m
com(xi,x)βm(x) + b, (13)

where b is the bias term of the separating hyperplane.
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Algorithm 1. Optimize v and α

Input: Training dataset X; A set of composite kernels km
com,m = 1, ...,M ;

Output: Optimal v and α;
1: Initialize vt and vt0, t = 1, ...,M ;
2: repeat
3: compute Kβ by (8);
4: compute α of the SVM with Kβ by SVM solver;
5: update vi+1

t , t = 1, ...,M by (11);
6: update vi+1

t0 , t = 1, ...,M by (12);
7: until convergence
8: return v and α;

3.4 Crossover and Mutation Operators

First, select two individuals as parents from the previous generation using some
kind of selection strategy, e.g., tournament selection and roulette selection.
The crossover operator is manipulated between pairs of genes from the parents
based on the crossover probability Pc. The mutation operator is manipulated on
one or more genes from one of the parents based on the mutation probability Pm.

Table 1. Datasets information

Dataset #Classes #Attrib. #Instan. Dataset #Classes #Attrib. #Instan.

Breast 2 10 683 Control 6 61 600
Ionosphere 2 35 351 Ecoli 5 8 336
Heart 2 14 270 Glass 6 10 214
A1a 2 124 4217 Iris 3 5 150
A2a 2 124 2591 Parkinsons 2 23 195
Blood 2 5 748 Sonar 2 61 208
Soybean 15 36 266 Wine 3 14 178

4 Experimental Studies

To test the performance of ENMKL, we conduct some experiments on fourteen
classification datasets available on UCI [13]. Table 1 lists the statistic information
of the used datasets. All of the datasets are random divided to training, validate
and test datasets in the ratio of 70%, 10% and 20%, respectively. All the training
instances are normalized to be of zero mean and unit variance. The validate and
test instances are also normalized using the same mean and variance as of the
training data. For comparison, we have tested three respective MKL algorithms,
i.e., eKoKs [9], simpleMKL [5] and LMKL [11], and the parameter settings of
them are the same as values described in [5] [11]. To get stable results, for each
dataset, we repeat each algorithm 10 times and compute the average results of
the 10 runs. Table 2 lists the details of the parameters involved in ENMKL.
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Table 2. Description and setting of related parameters of ENMKL

Parameter Description and values

Population of GP One population of 50 individuals
Number of iteration Evolution ends after 30 generations

Number of genes An individual consists of three genes
Nonterminal set +, *, exp

Terminal set Linear kernel, Polynomial kernel with d=1,
arc-cosine kernel with n=[0,1,2]
Gaussian kernel with δ = 2 ∗ sqrt(#dimension)

Maximum depth of tree 6
Selection strategy Tournaments selection with 5 participants

Crossover Cross (prob. 0.8)
Mutation Mutate (prob. 0.1)

Table 3. Classification results of different methods

Dataset
Classification accuracy

mean mean (stand deviation)
eKoKs (MTS2-[0,1]) simpleMKL LMKL ENMKL

Breast 0.8889 [9] 0.9757 (0.0045) 0.9724 (0.0086) 0.9840 (0.0079)
Ionosphere 0.9803 [9] 0.9107 (0.0358) 0.9117 (0.0306) 0.9872 (0.0128)
Heart 0.8757 [9] 0.9028 (0.0092) 0.8959 (0.0384) 0.8963 (0.0248)
A1a 0.8438 [9] 0.8233 (0.0033) 0.8344 (0.0062) 0.8543 (0.0121)
A2a 0.8908 [9] 0.8301 (0.0020) 0.8295 (0.0159) 0.8962 (0.0042)
Blood — 0.8032 (0.0044) 0.8061 (0.0208) 0.8142 (0.0312)
Control — 0.9875 (0.0084) 0.9867 (0.0046) 0.9950 (0.0075)
Ecoli — 0.8904 (0.0103) 0.8715 (0.0230) 0.8985 (0.0258)
Glass — 0.6861 (0.0233) 0.6806 (0.0336) 0.7044 (0.0203)
Iris — 0.9333 (0) 1.0000 (0) 0.9933 (0.0149)
Parkinsons — 0.9103 (0.0257) 0.8905 (0.0225) 0.9696 (0.0335)
Sonar — 0.8415 (0.0244) 0.8757 (0.0696) 0.8863 (0.0772)
Soybean — 0.8268 (0.0135) 0.8337 (0.0168) 0.8682 (0.0405)
Wine — 0.9703 (0.0022) 0.9882 (0.0161) 1.0000 (0)

Table 3 lists the mean accuracies and standard deviations of the compared
methods on the test datasets, and boldface font in this table is used to express
the best results. For eKoKs, we report the mean accuracies on five datasets,
i.e., Breast, Heart, Ionosphere, A1a and A2a. And we make careful comparison
of the performances of simpleMKL, LMKL and ENMKL on all of the fourteen
datasets. As shown in Table 3, ENMKL outperforms over other methods on four
out of five datasets (Breast, Heart, Ionosphere, A1a and A2a) and get a lower
value, 0.8963, on Heart dataset as compared to the best result, 0.9026, owned
by simpleMKL. The slight margin is acceptable. On the five datasets, ENMKL
outperforms eKoKs and LMKL due to its combining both advantages of GP
based MKL and non-stationary MKL. On the remaining datasets, ENMKL gets
the best result on eight out of them and has a little lower performance on Iris
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dataset compared to LMKL. So as a whole, ENMKL is better than the others.
It should be noted that the computation cost of training is a little higher than
that of simpleMKL and LMKL, this is the cost that ENMKL gets the better
classification results.

5 Conclusion and Future Work

We have proposed an evolutionary method of non-stationary MKL, which can
find a set of good composite kernels in a high-dimension feature space and a
gating function. Experimental results on UCI datasets validate the effectiveness
of ENMKL. ENMKL is a superior choice for the cases pursuing high classification
accuracy such as disease diagnosing. When it comes to large scale datasets that
demand lower in real-time, we can make a choice to train ENMKL off-line. The
further work may include applying other evolutionary algorithms to search good
kernels in the feature space and trying with other gating functions, also try to
develop an efficient algorithm to reduce the computational cost in dealing with
large training set.
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Abstract. Kernel canonical correlation analysis (CCA) aims to extract
common features from a pair of multivariate data sets by maximizing a
linear correlation between nonlinear mappings of the data. However, the
kernel CCA tends to obtain the features that have only small informa-
tion of original multivariates in spite of their high correlation, because
it considers only statistics of the extracted features and the nonlinear
mappings have high degree of freedom. We propose a kernel method for
common feature extraction based on mutual information that maximizes
a new objective function. The objective function is a linear combination
of two kinds of mutual information, one between the extracted features
and the other between the multivariate and its feature. A large value of
the former mutual information provides strong dependency to the fea-
tures, and the latter prevents loss of the feature’s information related
to the multivariate. We maximize the objective function by using the
Parallel Tempering MCMC in order to overcome a local maximum prob-
lem. We show the effectiveness of the proposed method via numerical
experiments.

Keywords: Kernel canonical correlation analysis, mutual information,
Parallel Tempering.

1 Introduction

Recently, we can obtain data from multiple sources simultaneously such as elec-
troencephalography (EEG) and near infra-red spectroscopy (NIRS) measure-
ments of brain activity. Canonical correlation analysis is known as a linear
method to extract common features in which source-specific noise is reduced
from the original observations.

Kernel canonical correlation analysis (Kernel CCA; [1], [8], [3]) is a nonlinear
extension of canonical correlation analysis with positive definite kernels. Given
a pair of multivariates x and y, the kernel CCA aims to extract the common
features from them by finding nonlinear mappings f(x) and g(y) such that
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the correlation coefficient is maximized. The kernel CCA has been applied for
extracting nonlinear relations between the multivariates in various data, e.g.,
genomic data and functional magnetic resonance imaging (fMRI) brain images.
The kernel CCA is one of kernel methods ([11]) that use nonlinear mappings of
the multivariates instead of linear transformations used in traditional multivari-
ate analysis.

The kernel CCA uses flexible nonlinear mappings to extract nonlinear relation
between the multivariates. However, since large degrees of freedom of the map-
pings are devoted to their correlation maximization, the features, the mappings
of the multivariates, lose a large amount of information related to the multi-
variates in many cases. The kernel CCA evaluates only the relation between the
features and fails to detect the relationship between the multivariates.

The kernel CCA also extracts the features that have no interdependency, even
though the correlation coefficient of them is high. The correlation coefficient
cannot evaluate the dependency correctly when the data follow a non-Gaussian
distribution. Thus, the correlation coefficient is not an appropriate criterion that
evaluates the dependency of the features of the data that have nonlinear struc-
ture.

In this study, we propose a kernel method for common feature extraction that
maximizes a new objective function based on mutual information. The objective
function is a linear combination of mutual information between the features and
that between the multivariate and its feature for each data set. The mutual in-
formation can evaluate essential dependency between the variables distributed
with any distribution, so that the mutual information is a suitable criterion for
the relation between the features and between the feature and the multivariate.
A large value of the former mutual information provides the highly interdepen-
dent features and the latter prevents the features from losing a large amount of
information about the original multivariate.

We apply the proposed method to an analysis of synthetic data, and show
that our method can extract the true nonlinear structure of the data, which
cannot be extracted by the conventional kernel CCA.

2 Kernel Canonical Correlation Analysis

Suppose there is a pair of multivariates x ∈ R
nx and y ∈ R

ny , the kernel
CCA aims to find a pair of nonlinear mappings f(x) and g(y) such that their
correlation coefficient is maximized, where f and g belong to the respective
reproducing kernel Hilbert spaces (RKHS) Hx and Hy.

Since the maximization is ill-posed when the dimensionalities of the RKHS Hx

andHy are large, we introduce a quadratic regularization term η(‖f‖2Hx
+‖g‖2Hy

),
where η > 0 is a regularization parameter. The kernel CCA maximizes the
objective function that consists of the correlation coefficient between f(x) and
g(y) and the regularization term.

The kernel CCA does not always extract essential common structure of a pair
of multivariate data. For example, a common factor underlying the synthetic
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data shown in Fig. 1 is not extracted by the kernel CCA. The synthetic data
sets, {xi,yi}50i=1, were generated from the two dimensional circle-shaped distri-
butions derived from common random angle (details of this data are in Section
5). However, the values of the common angle are mixed in the features extracted
by the kernel CCA with Gaussian kernel (Fig. 2(a)). This is because the kernel
CCA finds redundant nonlinear mappings that often produce features having
small information about the multivariate (Fig. 2(b.1)-(b.2)).
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Fig. 1. Synthetic data sets, (a) xi, (b) yi. The data in each data set are grouped into
five sections by intervals of the common angle value. The five groups are denoted by
the five different marks.
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Fig. 2. (a) The features extracted by the kernel CCA, ui = f̂(xi), vi = ĝ(yi), where f̂
and ĝ are the nonlinear mappings estimated by the kernel CCA. The marks correspond
to those in Fig. 1. (b.1) f̂(xi), (b.2) ĝ(yi).

This result shows that the kernel CCA dedicates the degree of freedom of
nonlinear mappings to maximize the correlation of the features, and then the
features’ information on the multivariates is sacrificed. Therefore, the kernel
CCA extracts only little information shared by the data set even if it obtains
highly correlated features, because the features have little information about the
multivariates.
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The kernel CCA with another set of the regularization parameter and the
Gaussian kernel’s parameter extracts the non-informative features whose corre-
lation coefficient is high (Fig. 3). This indicates that the correlation coefficient
is not appropriate to evaluate the interdependence of the features.
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Fig. 3. The features extracted by the kernel CCA with other parameters

3 Mutual Information Based Objective Function

We propose a kernel method for common feature extraction based on mutual
information that maximizes a new objective function. The objective function is
constructed as follows.

We substitute the correlation coefficient between the features, u = f(x)
and v = f(y), with the mutual information between them. The mutual in-
formation between two random variables, x ∈ X and y ∈ Y, is I(x, y) =∫
Y
∫
X p(x, y) log p(x,y)

p(x)p(y)dxdy, where p denotes a density function. The mutual

information quantifies interdependence between random variables, and is inter-
preted as a measure of information shared by the random variables from an
information theoretic point of view.

Since the maximization of the mutual information between the features also
causes information loss of the features related to the multivariate, we add a
constraint that the mutual information between the feature and the multivariate
is enough large for each data set. That is, we consider an optimization problem

max
f∈Hx,g∈Hy

I(u, v), subject to I(u,x) ≥ sx, I(v,y) ≥ sy, (1)

where u = f(x), v = g(y) and sx, sy > 0.
The problem in (1) is solved by maximizing the objective function

Lλ(f, g) = I(u, v) + λxI(u,x) + λyI(v,y),

where λ = (λx, λy) are regularization parameters and λx, λy > 0. The regular-
ization parameters λ control the amount of the mutual information between the
feature and the multivariate. The regularization term, λxI(u,x)+λyI(v,y), pre-
vents loss of the information shared by the feature and the multivariate. The large
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value of the mutual information between the features that have enough informa-
tion on the multivariate provides the features capturing an essential nonlinear
relation between the multivariates.

The mutual information does not depend on scale of random variables, that is,
I(cX, cY ) = I(X,Y ), for c �= 0. Therefore, we maximize the objective function
under the constraint ‖f‖2Hx

= ‖g‖2Hy
= 1.

In practice, we have to find the desired mappings from finite amount of data,
{xi,yi}Ni=1, so that we estimate the mutual information by Mean Nearest Neigh-
bor (MeanNN) method ([4],[6]). The mutual information between x and y esti-
mated by the MeanNN method is

Î(x,y) = Ĥ(x) + Ĥ(y) − Ĥ(x,y),

where Ĥ(x) = nx

N(N−1)

∑
i�=j log ‖xi − xj‖+ const.

Therefore, we maximize the objective function L̂λ(f, g) under ‖f‖2Hx
=

‖g‖2Hy
= 1, where L̂λ(f, g) = Î(u, v)+λxÎ(u,x)+λy Î(v,y). The solution of this

problem is represented as f(·) =
∑N

i=1 αikx(xi, ·) and g(·) =
∑N

i=1 βiky(yi, ·)
by the Representer theorem ([10]), where kx and ky are kernel functions, and
αi, βi ∈ R. We assume that f ’s orthogonal part to the span of kx(xi, ·) is zero as
well as g. The objective function of α = (α1, . . . , αN ), β = (β1, . . . , βN ), L̂λ(α, β),
is obtained by applying the representation of the solution to f, g. The constraint
is also represented by αTKxα = βTKyβ = 1, where (Kx)ij = kx(xi,xj) and
(Ky)ij = ky(yi,yj). However, since the constraint space is too complex to find
the solution, we impose the simplified constraint ‖α‖2 = ‖β‖2 = 1 in place of
the constraint above for the sake of computational efficiency.

4 Algorithm

Since the objective function L̂λ(α, β) has many local maximum points, simple
optimization methods such as a gradient method do not find a reasonable solu-
tion. To cope with this localization problem, we employ the Parallel Tempering
([5],[7]), which is one of the Markov chain Monte Carlo (MCMC) methods ([9]).

The MCMC methods efficiently generate samples from a target probability
distribution by simulating a Markov chain that converges to the distribution. The
Parallel Tempering introduces auxiliary distributions with a parameter called the
temperature, generates multiple MCMC samples from target and the auxiliary
distributions in parallel, and exchanges the positions of two samples.

The target distribution and the auxiliary distributions with inverse tempera-
tures tl are

πtl(αl, βl) ∝ exp
(
tlL̂λ(αl, βl)

)
, l = 1, . . . , L,

where t1 > · · · > tL > 0, πt1(α1, β1) is a target distribution, and the others are
the auxiliary distributions.
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The Parallel Tempering executes either of the parallel step and the exchange
step at each iteration. The parallel step generates the L samples according to
πtl(αl, βl) for each by using a Metropolis algorithm. The Metropolis algorithm
uses a proposal distribution that generates a sample candidate, which becomes
the MCMC sample if accepted, and is rejected otherwise. We employ a von Mises-
Fisher distribution, which is a probability distribution on the (N−1)-dimensional
sphere in R

N , as the proposal distribution. The proposal distribution enables us
to directly generate samples of α on the constraint space, ‖α‖ = 1, as well as β.
The exchange step randomly chooses adjacent two samples and exchanges them
with a Metropolis acceptance probability.

Since the target distribution is maximized if and only if the objective function
is maximized, we find the solution from the samples generated by the Parallel
Tempering.

5 Numerical Validation

Our method and the kernel CCA were applied to the circle data (analysed in
Section 2) in order to show that our method can extract the essential nonlinear
structure of a pair of data which the kernel CCA cannot extract.

The circle data, xi,yi ∈ R
2, i = 1, . . . , 50, were generated as follows. First θi

is generated from the uniform distribution on (1, 2π), and then xi and yi were
generated by,

xi =

(
cos(θi)
sin(θi)

)
+ εxi and yi =

(
sin(θi)
cos(θi)

)
+ εyi ,

where εxi , ε
y
i are independent two dimensional Gaussian noises with a mean 0

and a standard deviation 0.01.
In this experiment, we used the Gaussian kernel k(xi,xj) = exp

(
− ‖xi−xj‖2

2σ2

)

both for x and y. The Parallel Tempering was run for 5 × 105 iterations, and
the first inverse temperature was t1 = 1, the other parameters were determined
by one simulation of the adaptive Parallel Tempering ([2]).

Our method extracted the features as reconstructions of the common fac-
tor θi between xi and yi (Fig. 4(a)), while the kernel CCA could not extract
(Fig. 5-6(a)). The nonlinear mappings estimated by our method provide enough
information about the multivariates to the features (Fig. 4 (b.1)-(b.2)). On the
other hand, those obtained by the kernel CCA provide only a part of information
about the multivariates to the features (Fig. 5-6 (b.1)-(b.2)).
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Fig. 4. (a) The features extracted by our method with parameters σ = 0.45 (the
same value used in Section 2) and λx = λy = 1. (b.1)-(b.2) The nonlinear mappings
estimated by our method, f̂(xi) (b.1) and ĝ(yi) (b.2). (The marks are defined in Fig. 1
in Section 2.)
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Fig. 5. (a) The features extracted by the kernel CCA with parameters σ = 0.15, η = 3.
(b.1)-(b.2) The nonlinear mappings estimated by the kernel CCA.
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Fig. 6. (a) The features extracted by the kernel CCA with parameters σ = 1.3, η = 7.
(b.1)-(b.2) The nonlinear mappings estimated by the kernel CCA.
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6 Conclusions

We proposed the kernel method based on mutual information to extract com-
mon features from a pair of data sets. The proposed method maximizes a new
objective function that consists of the mutual information between the features
and those between the feature and the multivariate. The maximization of the
objective function provides the features that represent nonlinear structure of a
pair of the multivariate data set, because a large value of the mutual informa-
tion between the feature and the multivariate provides the enough multivariate’s
information to the feature and the mutual information between the features is
enlarged.

We also showed that our method can extract the common feature of the circle
data which the kernel CCA cannot extract. This is because our method solves
the essential problem of the kernel CCA that it tends to extract the features
that have small information on the multivariates.

Our information-based method is difficult to apply to the extremely high
dimensional data because estimation of entropy becomes unstable in such situ-
ation. However, our method is useful in adequate dimensional cases, in which it
is difficult to extract nonlinear relations by the conventional kernel CCA.

The proposed method extracts only one component, so that we will extend the
proposed method to the method that can extract multiple components. We will
also develop faster algorithm that maximizes the proposed objective function,
since the Parallel Tempering spends relatively large computational time.
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Abstract. This paper presents a method of text-prompted multistep speaker ver-
ification for reducing verification errors and rejecting unregistered speakers. The
method has been developed for our speech processing system which utilizes com-
petitive associative nets (CAN2s) for learning piecewise linear approximation of
nonlinear speech signal to extract feature vectors of pole distribution from piece-
wise linear coefficients reflecting nonlinear and time-varying vocal tract of the
speaker. This paper focuses on rejecting unregistered speakers by means of mul-
tistep verification using Gibbs-distribution-based extended Bayesian inference
(GEBI) in text-prompted speaker verification. The properties of GEBI and the
comparison to BI (Bayesian inference) for rejecting unregistered speakers are
shown and analyzed by means of experiments using real speech signals.

Keywords: Text-prompted multistep speaker verification, Gibbs-distribution-
based extended Bayesian inference, Competitive associative net, Rejection of
unregistered speakers.

1 Introduction

This paper examines a method of text-prompted multistep speaker verification pre-
sented in [1]. Here, from [2], text-prompted speaker verification has been developed
to combat spoofing from impostors and digit strings are often used to lower the com-
plexity of processing. However, since it would be simple for today’s devices to record
a person saying 10 digits and to produce digits by simply typing on a keypad, text-
prompted modality itself is not enough for anti-spoofing. So, we would combine other
information, such as a knowledge database, other biometrics, and so on, and a specific
method would be designed depending on the application. From another point of view,
the present method focuses on rejecting verification errors by means of multistep ver-
ification using Gibbs-distribution-based Bayesian inference (GEBI). Here, GEBI has
been introduced for overcoming a problem of multistep Bayesian inference (BI) for
rejecting unregistered speaker in speaker identification [3]. Although the effectiveness
of GEBI in speaker identification in [3] and the reduction of verification error for text-
prompted speaker verification in [1] has been shown so far, the properties for rejecting
unregistered speakers in text-prompted speaker verification have not been clarified yet.
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Fig. 1. Diagram of text-prompted speaker verification system using CAN2s

Here, note that the present method employs competitive associative nets (CAN2s).
The CAN2 is an artificial neural net for learning efficient piecewise linear approxima-
tion of nonlinear function [4]. Recently, we have shown that feature vectors of pole dis-
tribution extracted from piecewise linear predictive coefficients obtained by the bagging
(bootstrap aggregating) version of the CAN2 reflect nonlinear and time-varying vocal
tract of the speaker [5]. Although the most common way to characterize the speech
signal in the literature is short-time spectral analysis, such as Linear Prediction Coding
(LPC) and Mel-Frequency Cepstrum Coefficients (MFCC), they extract spectral fea-
tures of the speech from each of consecutive interval frames spanning 10-30ms [6].
Thus, a single feature vector of LPC and MFCC corresponds to the average of multi-
ple piecewise linear predictive coefficients of the bagging CAN2. Namely, the bagging
CAN2 learns more precise information on the speech signal.

In the next section, we show an overview and formulation of singlestep speaker and
digit verification system using CAN2s. And then we introduce multistep speaker and
digit verification to execute text-prompted speaker verification. In order to reject unreg-
istered speaker, we introduce GEBI. In 3, we show experimental results and examine
the effectiveness of the present method.

2 Text-Prompted Speaker Verification System

2.1 Singlestep Digit and Speaker Verification

Fig. 1 shows an overview of our text-prompted speaker verification system using
CAN2s. In the same way as general speaker recognition systems [6], it consists of
four steps: speech data acquisition, feature extraction, pattern matching, and making a
decision. In this research study, we use a feature vector of pole distribution obtained
from a speech signal (see [5] for details). In order to achieve text-prompted speaker
verification using digits, let S = {si|i ∈ IS} and D = {di|i ∈ ID} denote a set
of speakers s ∈ S and digits d ∈ D, respectively, where IS = {1, 2, · · · , |S|} and
ID = {1, 2, · · · , |D|}. Furthermore, let RLM[M ] for M = S and M be a set of
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regression learning machines RLM[m] (m ∈ IM ), and each RLM[m] learns to approx-
imate the following target function:

y[m] = f [m](q) =

{
1 if q ∈ Q[m]

−1 otherwise
(1)

In the following, we apply the same procedures for both speaker and digit processing,
and we use the variables m and M for representing s and S for speakers and d and
D for digits. After the learning, singlestep verification or two class classification by
binarizing the output ŷ[m] = f̂ [m](q[m]) of RLM[m] as

v[m] =

{
1 if ŷ[m] ≥ y

[m]
θ

−1 otherwise
. (2)

Namely, we accept the speaker m if v[m] = 1, and reject otherwise. Here, note that the
threshold yθ is tuned for stable verification as shown below.

2.2 Bayesian Inference (BI) and Gibbs-Distribution-Based Extended BI (GEBI)

BI and the Problem for Unregistered Speech. First, the probability p(v[mi]|m) of
the two class classifier RLM[mi] for a given training dataset is obtained as

p(v[mi] = 1|m) =
n(v[mi] = 1|m)

n(v[mi] = 1|m) + n(v[mi] = −1|m)
(3)

and p(v[mi] = −1|m) = 1 − p(v[mi] = 1|m), where n(v[mi] = 1|m) indicates the
number of instances with the output of RLM[mi] being v[mi] = 1 for the speech of
a speaker or a digit m ∈ M . Now, for multistep inference, let us suppose that the
joint probability of the output vector v[M ] = (v[m1], · · · , v[m|M|]) of all classifiers
mi ∈ M for an input speech of m ∈ M is given by p(v[M ]|m) =

∏
mi∈M p(v[mi]|m)

because any two probabilities p(v[mi]|m) and p(v[mj ]|m) for i �= j are supposed to
be independent. Let v[M ]

1:t = v
[M ]
1 v

[M ]
2 · · ·v[M ]

t be a sequence of v[M ] obtained from a
speech of a test speaker or a digit m, then we can execute naive Bayesian inference (BI)
by

pB(m|v[M ]
1:t ) =

pB(m|v[M ]
1:t−1) p(v

[M ]
t |m)

∑
mi∈M pB(mi|v[M ]

1:t−1) p(v
[M ]
t |mi)

. (4)

Here, we use the conditional independence assumption p(v
[M ]
t |s,v[M ]

1:t−1) = p(v
[M ]
t |s),

which is shown effective in many real world applications of naive Bayes classifier [8].
When the Bayesian probability pB(m|v[M ]

1:t ) for m = mi becomes larger than a
threshold, say pθ, for the increase of t, we would like accept the speech as of mi.
However, from the above Bayesian inference for t = 1, 2, · · · , we have

pB

(
m|v[M ]

1:t

)
=

1

Zt
exp

(
−t

(
L̃
[m]
1:t − 1

t
log p0(m)

))
, (5)
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where Zt indicates the normalization constant for holding
∑

m∈M pB(m|v[M ]
1:t ) = 1,

p0(m) = pB(m|v[M ]
1:0 ) denotes the prior, and L̃

[m]
1:t � − 1

t

(∑t
k=1 log p

(
v
[M ]
k |m

))
is

the normalized negative log-likelihood. Since L̃
[m]
1:t is the negative log of the geometric

mean (
∏t

k=1 p(v
[M ]
k |m))1/t, let us suppose that L̃[m]

1:t converges for the increase of t.

Then, the ratio of the Bayesian probability for mi ∈ M to mν = argmax
mi∈M

pB(mi|v[M ]
1:t )

becomes

rB,i,ν � pB(mi|v[M ]
1:t )

pB(mν |v[M ]
1:t )

=
pB(mi|v[M ]

1:0 )

pB(mν |v[M ]
1:0 )

exp
(
−t(L̃

[mi]
1:t − L̃

[mν ]
1:t )

)
→

{
1, mi = mν

0, mi �= mν

(6)

for the increase of t, because
∑

m∈M pB(m|v[M ]
1:t ) = 1. This indicates that we will have

a large pB(mν |v[M ]
1:t ) for a registered speaker or digit mν even when the current speech

is of an unregistered speaker or digit.

GEBI. Instead of (5), let us use the following probability given by Gibbs distribution:

pG

(
m|v[M ]

1:t

)
� 1

Zt
exp

(
−β

(
L̃
[m]
1:t +

1

t
log pB(m|v[M ]

1:0 )

))
, (7)

where β is the parameter called inverse temperature. Then, for the increase of t, the ratio
of pG(m|v[M ]

1:t ) for m = mi to mν = argmax
mi∈M

pG(mi|v[M ]
1:t ) converges to a constant

value less than 1 as follows;

rG,i �
pG(mi|v[M ]

1:t )

pG(mν |v[M ]
1:t )

→ exp
(
−β(L̃

[mi]
1:t − L̃

[mν ]
1:t )

)
→ cβi < 1. (8)

Thus, we can avoid the problem of BI described above. Here, from (7), the following
recursive inference is obtained,

pG

(
m|v[M ]

1:t

)
=

1

Zt
pG

(
m|v[M ]

1:t−1

)βt/βt−1

p
(
v
[M ]
t |m

)βt

, (9)

where βt = β/t (t ≥ 1) and β0 = 1. Note that the conventional BI is given by
βt = 1 (t ≥ 0), and the above inference is named GEBI.

2.3 Multistep Text-Prompted Speaker Verification Using GEBI

In order to execute text-prompted speaker verification, we employ multistep verification
of digit and speaker parallelly and then combine the result. In order to verify whether
the output sequence of all classifiers, v[M ]

1:T = v
[M ]
1 v

[M ]
2 · · ·v[M ]

t , is a response of a

reference sequence m
[r]
1:T = m

[r]
1 m

[r]
2 · · ·m[r]

T , we calculate two recursive posterior
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probabilities for t = 1, 2, · · · , T as follows,

pG

(
m

[r]
1:t | v[M ]

1:t

)
=

1

Zt
pG

(
m

[r]
1:t−1 | v[M ]

1:t−1

)βt/βt−1

p
(
v
[M ]
t | m[r]

t

)βt

, (10)

pG

(
m

[r]
1:t | v[M ]

1:t

)
=

1

Zt
pG

(
m

[r]
1:t−1 | v[M ]

1:t−1

)βt/βt−1

p
(
v
[M ]
t | m[r]

t

)βt

. (11)

Here, Zt is the normalization constant. and we employ

p
(
v
[M ]
t | m[r]

)
=

1

|M | − 1

∑

m∈M\{m[r]}
p
(
v
[M ]
t | m

)
. (12)

At t = T , we provide the decision of T -step digit verification by

V
[D]
1:T =

{
1 if pG

(
d
[r]
1:T | v[D]

1:T

)
≥ p

[D]
θ

−1 otherwise
(13)

and T -step speaker and digit verification, or text-prompted speaker verification, by

V
[SD]
1:T =

{
1 if

(
V

[D]
1:T = 1

)
∧
(
pG

(
s
[r]
1:T | v[S]

1:T

)
≥ p

[S]
θ

)

−1 otherwise
(14)

where p
[D]
θ and p

[S]
θ are thresholds. Here, V [D]

1:T = 1 and V
[SD]
1:T = 1 indicate the ac-

ceptance, and −1 the rejection. In order to use the same thresholds p
[D]
θ and p

[S]
θ for

all speakers and digits in the experiments shown below, we have tuned the threshold
yθ = y

[m]
θ in (2) for speakers m = s ∈ S and digits m = d ∈ D, respectively, by the

procedure shown in [1].

3 Experiments

3.1 Experimental Setting

We have used the speech data sampled with 8kHz of sampling rate and 16 bits of res-
olution in a silent room of our laboratory. They are from seven speakers (2 female and
5 male speakers):S = {fHS, fMS,mKK,mKO,mMT,mNH,mYM} for ten Japanese
digitsD = {/zero/, /ichi/, /ni/, /san/, /yon/, /go/, /roku/, /nana/, /hachi/, /kyu/}.
For each speaker and each digit, ten samples are recorded on different times and dates
among two months. We denote each spoken digit by x = xs,d,l for s ∈ S, w ∈ W and
l ∈ L = {1, 2, · · · , 10}, and the given dataset by X = (xs,d,l|s ∈ S, d ∈ D, l ∈ L).

In order to evaluate the performance of the present method for untrained data and
the data of unregistered speaker, we employ a combination of LOOCV (leave-one-out
cross-validation) and OOB (out-of-bag) estimate [7]. Namely, for testing a speaker
su ∈ S as an unregistered speaker via LOOCV scheme, we prepare the dataset Xsu =
(xs,d,l|s ∈ S\si, d ∈ D, l ∈ L) for each su and execute the following training and test-
ing for a reference speaker si ∈ S via OOB estimate. First, we make a training dataset
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Z
[si]
su

= ((q(x), y[si](x))|x ∈ Xsu), where q(x) is the feature vector obtained from
x ∈ Xsu , and y[si](x) = 1 if x ∈ Xsu is of the speaker si, and −1 otherwise. Next,

we execute resampling with replacement to make the bags Z
[si,αn

�,j]
su

for j ∈ J [bg],
where αn indicates the number of elements in the bag for a constant α called bagsize
ratio, n = |Z [si]

su
| is the number of elements in Z

[si]
su

, and J [bg] = {1, 2, · · · , |J [bg]|}
is an index set. Here, it is expected that ne−α elements in Z

[si]
su

are not in Z
[si,αn

�,j]
su

.
Thus, we execute the OOB estimate of y[si](x) by ŷ[si,ob](x) =

〈
ŷ[si,j](x)

〉
j∈J

[si,ob]
x

,

where ŷ[si,j](x) is the output of RLM[si,j] which has learned Z
[si,αn

�,j]
su

, and J
[si,ob]
x �

{j|(q(x), y[si](x)) �∈ Z
[si,αn

�,j]
su

, j ∈ J bg}. Here 〈·〉 indicates the mean and the sub-
script indicates the range of the mean. Note that the experiments shown below are done
for |J [bg]| = 300, α = 1.6, n = |S − 1||D||L| = 600. For regression learning machines
we use CAN2s with the number of units being N = 40 and 100 for learning a speaker
and a digit, respectively, with 36-dimensional feature vector q (see [5] for details of q).
The OOB estimate for digit verification is done by the same procedure as above, where
we do not have examined unregistered digits although we may have to examine it in our
future research.

3.2 Experimental Results and Analysis

To examine the present method, we first show a statistical result of the verification of
unregistered speakers for a number of datasets, where each dataset consists of 1000
pairs of T -length digit sequences of an unregistered test speaker and registered refer-
ence speakers. Precisely, for a test digit sequence d1:T = d1d2 · · · dT of a test speaker
s and the corresponding reference digit sequence d

[r]
1:T = d

[r]
1 d

[r]
2 · · · d[r]T of a reference

speaker s[r], we select dt, d
[r]
t , and s[r] randomly under the condition that d1:T involves

correct digits satisfying dt = d
[r]
t with a ratio of r[D]

cor = n
[D]
cor/T , where n

[D]
cor represents

the number of correct digits. Here note that for a digit d ∈ D of a speaker s ∈ S, we
use xs,d,l with l selected randomly.

The result is shown in Table 1. Here, in order to avoid spoofing from impostors,
we suppose that the users have previously registered their secret sequences consisting
of 5-digits and the corresponding questions to answer the sequences in the enrollment
phase, and then a test speaker is prompted to answer three questions by uttering the
sequences in the verification phase, where the questions are selected randomly. Thus,
we use T = 15 = 5 × 3. The thresholds (p

[D]
θ , p

[S]
θ ) = (0.80, 0.96) for GEBI and

(0.99, 0.80) for BI are chosen with the precision of 0.01 to (approximately) achieve

EER (equal error rate) for r[D]
cor = 5/5. Namely, in the table, FAR (False Acceptance

Rate) for UR (UnRegistered incorrect) test speakers being 1.1 [%] for GEBI and 5.0
[%] for BI, respectively, is almost the same as FRR for RC (Registered Correct) test
speakers being 100− 98.8 = 1.2 [%] for GEBI and 100− 94.0 = 6.0 [%] for BI. Thus,
ERR is approximately (1.1 + 1.2)/2 = 1.15 [%] for GEBI and (5.0 + 6.0)/2 = 5.5
[%] for BI. Since smaller ERR is desirable, GEBI is better than BI for UR and RC
speakers with r

[D]
cor = 5/5. From the point of view of UR and RI (Registered Incorrect)

test speakers for r[D]
cor = 5/5, FAR of UR speakers, r[SD]

acc = 1.0 [%] for GEBI and 5.0
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Table 1. Experimental result of percentage acceptance rates, r[D]
acc for digit verification and r

[SD]
acc

for text-prompted (speaker and digit) verification by the methods using GEBI and BI. The bold-
face figures indicate TAR (True Acceptance Rate) and the others are FAR (False Acceptance
Rate). It is desirable that FAR and FRR (= 100−TAR [%]; False Rejection Rate) are small.

UR (UnRegistered
incorrect) test speakers

RI (Registered
Incorrect) test speakers

RC (Registered
Correct) test speakers

GEBI BI GEBI BI GEBI BI
r
[D]
cor r

[D]
acc r

[SD]
acc r

[D]
acc r

[SD]
acc r

[D]
acc r

[SD]
acc r

[D]
acc r

[SD]
acc r

[D]
acc r

[SD]
acc r

[D]
acc r

[SD]
acc

5/5 99.0 1.1 98.2 5.0 99.1 0.0 97.2 0.0 99.0 98.8 97.7 94.0
4/5 91.5 1.1 78.3 3.7 91.0 0.0 76.6 0.0 90.7 90.6 77.9 75.0
3/5 0.1 0.0 55.3 2.7 0.2 0.0 58.2 0.0 0.1 0.1 55.2 53.2
2/5 0.0 0.0 38.5 2.3 0.0 0.0 36.1 0.0 0.0 0.0 38.6 37.5

[%] for BI, is bigger than that of RI speakers, r[SD]
acc = 0.0 [%] for GEBI and BI. Here,

we can see that GEBI has achieved smaller FAR of UR speakers than BI for r[D]
cor = 5/5.

Furthermore, we can see that FAR of UR speakers by GEBI has decreased to 0.0 [%]
for incorrect digit sequences with r

[D]
cor ≤ 3/5, while that by BI has not decreased so

much. This is related to the result that FAR of RC speakers for GEBI has also decreased
to 0.1 and 0.0 [%] for r

[D]
cor = 3/5 and 2/5, respectively, while that for BI has not

decreased so much as 53.2 and 37.5 [%], respectively. As shown in [1], although r
[D]
acc

and r
[SD]
acc of RC speakers for r[D]

cor = 4/5 are undesirably very big for GEBI, the present
method is supposed to work for avoiding spoofing, because it is not so easy for an
impostor speaker to provide 4 or 5 correct digits in each 5-digit sequence,

In order to examine in detail, we show the multistep probabilities in Fig. 2. From (a),
we can see that the probability curves of GEBI increase and the error range decreases
with the increase of t. Furthermore, from the left hand side of (a), we can see that the
uppermost curve for RC speakers can be separated from the other lower curves for UR
and RI curves by the threshold p

[S]
θ = 0.8. From the right hand side of (a), we can

see that the curve for r
[D]
cor = 3/5 and its error range is almost below the threshold

p
[D]
θ = 0.96 at t = 15, which contribute to FAR=r[D]

acc = 0.1 [%] for r[D]
cor = 3/5. Here,

note that we observe slightly bigger fluctuations of the curves and the error ranges than
those of the corresponding ones shown in [1]. This may come from the verification
performance for the digits of unregistered speakers, but it is not clear. We would like to
clarify the reason in our future research study.

On the other hand, Fig. 2(b) for BI shows that the curves increase with the in-
crease of t, and the error ranges are bigger than those for GEBI. Thus, we can un-
derstand the worse result of BI in Table 1. As shown in [1], the superiority of GEBI

to BI is considered to be obtained from that the probability of GEBI, pG
(
m|v[M ]

1:t

)

given by (7), converges monotonically for the increase of t. On the other hand, the

probability of BI, pB
(
s|v[M ]

1:t

)
given by (5), also converges monotonically but slowly.

Namely, pG
(
m|v[M ]

1:t

)
reaches convergence at t satisfying L̃

[m]
1:t 
 | log p0(m)|/t, but

pB

(
s|v[M ]

1:t

)
does not reach convergence at t satisfying L̃

[m]
1:t 
 | log p0(m)|/t.
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Fig. 2. Experimental result of multistep probability of (a) GEBI and (b) BI for speakers (left)
and digits (right). The plus and minus error bars indicate RMS (root mean square) of positive and
negative errors from the mean, respectively. The curves for different datasets are shifted slightly
and horizontally to avoid crossovers.

4 Conclusion

We have presented a method of text-prompted speaker verification using GEBI, and
examined the properties for rejecting unregistered speakers. The effectiveness of GEBI
and the comparison to BI (Bayesian inference) are shown and analyzed by means of
experiments using real speech signals.

This work was supported by JSPS KAKENHI Grant Number 24500276.
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Abstract. Feature selection is an important research problem in machine learn-
ing and data mining. It is usually constrained by the budget of the feature subset
size in practical applications. When the budget changes, the ranks of features in
the selected feature subsets may also change due to nonlinear cost functions for
acquisition of features. This property is called non-monotonic feature selection.
In this paper, we focus on non-monotonic selection of features for regression tasks
and approximate the original combinatorial optimization problem by a Multiple
Kernel Learning (MKL) problem and show the performance guarantee for the de-
rived solution when compared to the global optimal solution for the combinatorial
optimization problem. We conduct detailed experiments to demonstrate the ef-
fectiveness of the proposed method. The empirical results indicate the promising
performance of the proposed framework compared with several state-of-the-art
approaches for feature selection.

1 Introduction

Feature selection is an important task in machine learning and data mining. The goal of
feature selection is to choose a subset of informative features from the input data so as to
reduce the computational cost or save storage space for problems with high dimensional
data. Feature selection has found applications in a number of real-world problems, such
as data visualization, natural language processing, computer vision, speech processing,
bioinformatics, sensor networks and so on [10]. More information can be found from
the comprehensive survey paper [4] and references therein.

A general definition of selecting features from a learning task is to choose a subset
of m features, denoted by S, that maximizes a generalized performance criterion Q. It
is cast into the following combinatorial optimization problem:

S∗ = argmaxQ(S) s. t. |S| = m. (1)

Here m is also called the budget of selected features. Q(S) is restricted to a perfor-
mance measure for regression problems. More specifically, we adopt the dual objective
function of Support Vector Regression (SVR), a popular regression model [7] in the
literature, as is defined later in Eq. (3).
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When the budget changes, the new feature subset may not be a subset or superset of
the previous feature subset due to nonlinear cost functions for acquisition of features.
This property is called non-monotonic feature selection [12]:

Definition 1 (Non-monotonic Feature Selection). A feature selection algorithm A is
monotonic if and only if it satisfies the following property: for any two different numbers
of selected features, i.e., k and m, we always have Sk ⊆ Sm if k ≤ m, where Sm stands
for the subset of m features selected by A. Otherwise, it is called non-monotonic feature
selection.

Due to the dependance of feature selection on the budget of feature subsets, tradi-
tional feature selection methods may yield sub-optimal solutions. In order to tackle this
problem, in this paper, we propose a non-monotonic feature selection for regression.
Following the framework for classification derived in [8,12], we approximate the orig-
inal combinatorial optimization problem of feature selection and formulate it closely
related to multiple kernel learning (MKL) [1,6,11,13,14,17] framework, which yields
the final optimization problem to be solved efficiently by a Quadratically Constrained
Quadratic Programming (QCQP) problem. Differently, support vector regression [7] is
selected as the regression model due to its power in solving real-world applications.
We then present a strategy that selects a subset of features based on the solution of the
relaxed problem and show the performance guarantee, which bounds the difference
in the value of objective function between using the features selected by the proposed
strategy and using the global optimal subset of features found by exhaustive search. Our
empirical study shows that the proposed approach performs better than the state-of-the-
arts for feature selection in tackling the regression task.

2 Model and Analysis

Suppose the training set includes N samples: S = {(xi, yi)}Ni=1, where xi ∈ R
d rep-

resents the features of the i-th sample, and yi ∈ R corresponds to the response. Let
ed ∈ Rd be a d-dimensional vector with all elements being one and Id be the d × d
identity matrix. For a linear kernel, the kernel matrix K is written as: K = X�X =∑d

i=1 xix
�
i =

∑d
i=1 Ki, where a kernel Ki = xix

�
i is defined for each feature. The

goal of feature selection is to select a subset of m < d features, i.e., to determine the
value of p in the following form:

K(p) =

d∑

i=1

pixix
�
i =

d∑

i=1

piKi, (2)

where pi ∈ {0, 1} is a binary variable that indicates if the ith feature is selected, and
p = (p1, . . . , pd). As revealed in (2), to select m features, we need to find optimal
binary weights pi to combine the kernels derived from individual features. This obser-
vation motivates us to cast the feature selection problem into a multiple kernel learning
problem.

Following the maximum margin framework with ε-insensitive loss function for
support vector regression [7,15,16] and the derivation in [12], given a kernel
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matrix K(p) =
∑d

i=1 piKi, the regression model, f(x) =
∑d

i=1 wixi + b =∑N
j=1(αj − α∗

j )K(p), is found by solving the following optimization problem:

ω̃(p) :=

{
max
β

2v�β − β�Q(p)β

s.t. 0 ≤ β ≤ C, u�β = 0
(3)

where the variable β = [α;α∗] ∈ R
2N , and α, α∗ ∈ R

N are corresponding Lagrange
multipliers used to push and pull f(x) towards the outcome of y, respectively. b corre-
sponds to the dual variable of u�β = 0. The linear coefficient v is defined as [v1;v2],
where v1 = [−εeN + y] and v2 = [−εeN − y]. u in the equality constraint is defined
as [e�N ,−e�N ]. The matrix Q(p) = [K(p),−K(p);−K(p),K(p)] ∈ R

2N×2N .
By approximating the indicator vector p to a continuous indicator, we have to solve

the following optimization problem:

min
0≤p≤1

ω̃(p) s.t. p�ed = m. (4)

Following the derivation in [6,12], we can transform (3) to the following optimization
problem:

min
p,t,ν,δ,θ

t+ 2Cδ�e2N (5)

s.t.

(
Q(p) v + ν − δ + θu

(v + ν − δ + θu)� t

)
� 0,

ν ≥ 0, δ ≥ 0, p�ed = m, 0 ≤ p ≤ 1.

To further speedup the semi-definite programming (SDP) problem in (5), we show
in the following theorem that (5) can be reformulated into a Quadratically Constrained
Quadratic Programming (QCQP) problem similar to [12]:

Theorem 1. The optimization problem in (4) can be reduced to the following optimiza-
tion problem:

max
α,α∗,λ,γ

2(v�
1 α+ v�

2 α
∗)−mλ− γ�eN (6)

s.t. e�N (α− α∗) = 0, 0 ≤ α, α∗ ≤ C,

(α− α∗)�Ki(α − α∗) ≤ λ+ γi, γi ≥ 0.

The KKT conditions are

K(p)(α− α∗) = v + ν − δ + θu,

t = [α;α∗]�(v + ν − δ + θu),

[α;α∗] ◦ ν = 0, [α;α∗] ◦ δ = Cδ, γ ◦ (ed − p) = 0,

pi(λ+ γi − (α− α∗)�Ki(α− α∗) = 0, i = 1, . . . , d. (7)

Now, by observing (7), we rank the features in the descending order of τi = (α −
α∗)�Ki(α − α∗) = (

∑N
j=1 Xi,j(αj − α∗

j ))
2 = w2

i , where wi is the weight computed
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for the i-th feature. We denote by i1, . . . , id the ranked features, and by kmin and kmax

the smallest and the largest indices such that τik = τim for 1 ≤ k ≤ d. We divide
features into three sets and derive the properties of λ and p as follows:

A = {ik|1 ≤ k < kmin}, B = {ik|kmin ≤ k ≤ kmax}, C = {ik|kmax < k ≤ d}. (8)

Corollary 1. We have the following properties for λ and p:

λ ∈ [τ1+kmax , τm], pi =

{
1, i ∈ A,
0, i ∈ C. (9)

Remark. The above corollary can be derived by analyzing the KKT conditions in
(7). We then can conduct our non-monotonic feature selection for regression, namely
NMMKLR, by the following three steps: 1) Solve α, α∗ in (6) by a linear objective
function with quadratic constraints, a special case of the QCQP; 2) Compute τi =
(
∑N

j=1 Xi,j(αj − α∗
j ))

2; 3) Select the first m features with the largest τi.
Moreover, we provide the following theorem to show that the performance guarantee

of the discrete solution constructed by our proposed algorithm and the combinatorial
optimization problem in the form of (4).

Theorem 2. The discrete solution constructed by our NMMKLR, denoted by p, has the
following performance guarantee for the combinatorial optimization problem defined
in (1): ω(p)

ω(p̃∗) ≤ 1
1−σmax(R−1/2BR−1/2)

, where R = Q(p∗), B =
∑

j∈B p∗jKj .

The operator σmax(·) calculates the largest eigenvalue. p∗ and p̃∗ denote the optimal
solution of the relaxed optimization problem in (4) and the global optimal solution of
the original combinatorial optimization problem defined in (1), respectively.

The proof can be found in the long version of this paper. Theorem 2 indicates that by in-
corporating the required number of selected features, the resulting approximate solution
could be more accurate than without it, which implies that the proposed NMMKLR al-
gorithm produces a better approximation to the underlying combinatorial optimization
problem (1).

3 Experiments

We conduct detailed experiments on both synthetic and real-world datasets and compare
our proposed NMMKLR with the following state-of-the-art methods: 1) Stepwise: the
forward stepwise feature selection method [2,3,4] 1; 2) SVR-LW: features are selected
with the largest absolute weights |wi| computed by SVR [7]; 3) LASSO-LW: features
are selected with the largest absolute weights |wi| computed by LASSO [9].

We adopt the following two metrics to measure the model performance: 1) Mean
Square Error (MSE): MSE =

∑N
i=1(yi − ŷi)

2/N , which measures the discrepancy

of the predictive response and real response; 2) Q2 statistics: Q2 =
∑N

i=1(yi−ŷi)
2

(yi−ȳi)2
,

which is scaled by the variance of the response. where ŷi is the prediction of yi for the
i-th test sample, and ȳ is the mean of the actual response. Obviously, in both metrics,
the smaller the corresponding value is, the better the performance is.

1 http://www.robots.ox.ac.uk/˜parg/software/fsbox_1_0.tar

http://www.robots.ox.ac.uk/~parg/software/fsbox_1_0.tar
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Experiments on synthetic dataset. We first generate a toy dataset consisting of d(=12)
dimensions by an additive model similar to that in [2]: yi =

∑4
j=1 jxji + ex5i , where

yi denotes the response for the i-th sample and xj denotes the j-th feature, for j =
1, . . . , 12. xji denotes the element of the j-th feature on the i-th sample. Here, only
the first five features contribute to the response and each of them is generated from an
independently and identically distributed normal distribution. The rest 7 features are
generated as follows: the 6-th feature is x6 = x1 + 1, which is correlated to x1; the
7-th feature is x7 = x2 ◦ x3, which is the element-wise product of x2 and x3; the rest
five features, i.e., x8, . . . ,x12, generated by standard normal distribution, are totally
irrelevant to the response yi. For convenience, we also denote the irrelevant features by
NV1, . . . , NV5, respectively.

Table 1. Top 5 and 6 selected features (ordered) from four compared algorithms within 20 tri-
als on the synthetic dataset. The stepwise and the LASSO-LW method include some irrelevant
features when the number of selected features is greater than six.

Method Times Top 5 selected features Times Top 6 selected features

NMMKLR
19 4, 3, 2, 5, 1

20 4, 3, 2, 5, 1, 6
1 4, 3, 2, 5, 6

Stepwise

8 4, 3, 2, 5, 1
10 4, 3, 2, 5, 1 3 4, 3, 5, 2, 6

2 4, 3, 2, 5, 6, 8 (NV1)
6 4, 3, 2, 5, 6 1 3, 4, 2, 5, 6

1 4, 3, 2, 5, 6
2 4, 3, 5, 2, 6 1 4, 3, 2, 5, 1, 9 (NV2)

1 4, 3, 2, 5, 1, 11 (NV4)
2 3, 4, 2, 6, 5 1 4, 3, 2, 5, 6, 9 (NV2)

1 4, 3, 2, 5, 6, 10 (NV3)
1 4, 3, 2, 5, 6, 12 (NV5)

SVR-LW
10 4, 3, 2, 5, 1 10 4, 3, 2, 5, 1, 6
10 4, 3, 2, 5, 6 10 4, 3, 2, 5, 6, 1

LASSO-LW

4 4, 3, 2, 5, 1, 8 (NV1)
3 4, 3, 2, 5, 1, 10 (NV3)

15 4, 3, 2, 5, 1 3 4, 3, 2, 5, 1, 12 (NV5)
2 4, 3, 2, 5, 1, 9 (NV2)
2 4, 3, 2, 5, 1, 11 (NV4)

4 4, 3, 2, 5, 6 1 4, 3, 2, 5, 1, 7
1 4, 3, 2, 5, 6, 8 (NV1)
1 4, 3, 2, 5, 6, 9 (NV2)
1 4, 3, 2, 5, 6, 10 (NV3)

1 4, 3, 2, 6, 5 1 4, 3, 2, 5, 6, 11 (NV4)
1 4, 3, 2, 6, 5, 12 (NV5)

We conduct two batches of experiments, where the budget is set to 5 and 6, respec-
tively. Then in each batch of experiments, we randomly generate 200 samples and hold
out 50% of the samples for training while keeping the rest for test. Each exepriment is
then repeated 20 times.
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In order to examine the property of the selected features, we list the top 5 and 6
selected features returned for all algorithms in Table 1. Obviously, our method can
stably select those important features while SVR-LW also selects features relatively
stable. However, the selected features by the forward stepwise feature selection method
and the LASSO-LW method are unstable, and some irrelevant features are included
when the number of selected features is greater than 5.

To further evaluate the regression performance on the selected features, we employ
Support Vector Regression (SVR) as the regression model. We tune the hyperparam-
eters C and ε, of SVR through five-fold cross validation on the training data with
the top 5, the top 6, and all the features. The hyperparameter of SVR, C, is cho-
sen uniformly from the interval [100, 103] on a logarithmic scale and ε is chosen in
[0.01, 0.1, 0.25, 0.5, 0.75, 1, 1.5, 2].
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(a) NMMKLR, #SF = 5 (b) Stepwise, #SF = 5 (c) NMMKLR, #SF = 6 (d) Stepwise, #SF = 6

Fig. 1. Scatter plots of the pairs (y, ŷ). (a) and (c) show the plot of NMMKLR when the number of
selected features equal to 5 and 6, respectively. (b) and (d) shows the plot of Stepwise regression
when the number of selected features equal to 5 and 6, respectively. It can be observed that (a) is
thinner than (b) and (c) is thinner than (d).

Finally, we show the evaluation results on four compared algorithms in Table 2.
It can be observed that the proposed NMMKLR outperforms other three methods in
both of the MSE and Q2 measures in all cases. Moreover, the paired t-test with the
confidence level of 95% indicates that the advantage of NMMKLR is significant. To
better visualize the difference between the response values predicted by the feature
selection algorithms, we plot the pairs of observed response and predicted response, i.e.,
(y, ŷ), for the NMMKLR and the Stepwise selection method. The results are shown in
Figure 1. Ideally, if the MSE is zero, all the points should drop on the line y = ŷ.
Thus a scatter plot with smaller areas will be better. We observe from Figure 1 that the
proposed NMMKLR has a better performance in both cases.

Experiments on a real-world benchmark dataset. We employ a real-world benchmark
dataset, the Boston Housing problem [5] to evaluate the above four feature selection
algorithms. The Boston Housing problem [5] is a popular benchmark dataset for evau-
lating regression models. It consists of 506 instances with 13 continuous features, such
as crime rate, lower status of the population, etc. The response variable is the median
value of owner-occupied homes in $1000’s,

In the experiment, we normalize the continuous features in the range of [−1, 1] and
hold out half of samples for training while keeping the rest for test. The parameters of
SVRs are tuned on the training data with the top 5, the top 6, and all features, where C
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Table 2. The test accuracy for the synthetic dataset evaluated by the performance measures
(MSE and Q2) on four algorithms. The best results are highlighted (achieved by the paired
t-test with 95% confidence level).

#SF
NMMKLR Stepwise

MSE Q2 MSE Q2

5 1.1599± 0.6977 0.0339± 0.0186 1.2156 ± 0.6893 0.0356 ± 0.0183
6 1.1600± 0.6977 0.0339± 0.0186 1.2352 ± 0.6787 0.0362 ± 0.0180

#SF
SVR-LW LASSO-LW

MSE Q2 MSE Q2

5 1.2128 ± 0.7421 0.0353 ± 0.0198 1.2156 ± 0.6893 0.0356 ± 0.0183
6 1.2127 ± 0.7422 0.0353 ± 0.0198 1.2553 ± 0.6716 0.0368 ± 0.0178

is chosen uniformly from the interval [100, 103] on a logarithmic scale and ε is chosen
from [0.01, 0.1, 0.5, 1:0.5:10], a Matlab notation.

Since the forward stepwise feature selection method can only select 5 features some-
times when the significance level is set to 0.05, for a fair comparison, we set the num-
bers of selected features to be 5 and 6 for two batch of experiments. We then calculate
the MSE and Q2 values of the SVRs trained in these selected features and report the
results in Table 3. It can be observed that the regression results by NMMKLR are sig-
nificantly better than those selected by SVR-LW, LASSO-LW, and the forward stepwise
feature selection method in both cases.

Table 3. The results of two performance measures (MSE and Q2) on the house dataset when
varying the number of selected features by NMMKLR and stepwise feature selection, SVR-LW,
and LASSO-LW method. The best results on feature selection are highlighted (achieved by the
paired t-test with 95% confidence level).

#SF
NMMKLR Stepwise

MSE Q2 MSE Q2

5 25.65± 2.36 0.3208± 0.0329 26.24 ± 2.41 0.3281 ± 0.0326
6 25.07± 2.50 0.3131± 0.0290 25.39 ± 2.69 0.3174 ± 0.0344

#SF
SVR-LW LASSO-LW

MSE Q2 MSE Q2

5 26.95± 3.12 0.3365 ± 0.0368 26.25 ± 2.57 0.3283 ± 0.0345
6 26.75± 2.94 0.3342 ± 0.0360 25.83 ± 2.41 0.3232 ± 0.0344

4 Conclusion

This paper presents a new framework of non-monotonic feature selection for regression
models. By fixing the number of selected features and adopting the SVR, we develop
an efficient non-monotonic feature selection algorithm for SVR via the multiple ker-
nel learning framework to approximately solve the original combinatorial optimization
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problem. We further propose a strategy to derive a discrete solution for the relaxed prob-
lem with performance guarantee. The empirical study on both synthetic and real-world
datasets shows the effectiveness of the proposed algorithm.
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Abstract. In this paper we study the effect of regularization on cluster-
ing results provided by Non-negative Matrix Factorization (NMF). Dif-
ferent kinds of regularization terms were previously added to the NMF
objective function in order to produce sparser results and thus to ob-
tain a more qualitative partition of data. We would like to propose the
general framework for regularized NMF based on Schatten p-norms. Ex-
perimental results show the effectiveness of our approach on different
data sets.

1 Introduction

There exists numerous unsupervised learning methods that were applied in many
contexts and by researchers in many disciplines. Typical applications of cluster-
ing are: statistics [1], pattern recognition [2], image segmentation and computer
vision [3], multivariate statistical estimation [4]. Clustering is also widely used
for data compression in image processing, which is also known as vector quanti-
zation [5]. Most general survey about clustering methods can be found in [6].

There exist lots of well-known clustering algorithms, notably: k-means, mixture
models, hierarchical clustering, non-negative matrix factorization etc. Among all
the methods used for clustering we will discuss the one called Non negative matrix
factorization (NMF).

NMF is a group of algorithms in machine learning where a data matrix is
factorized into (usually) two matrices with the property that all three matrices
have no negative elements. This non-negativity makes the resulting matrices
easier to interpret. We consider one of the matrices as a matrix containing the
prototypes of a data set and the other one as a data partition matrix. Since this
optimization problem is not convex in general, it is commonly approximated
numerically.

1.1 Background

Regularization methods are often used to prevent model’s overfitting or in or-
der to obtain sparse representations of features of a given data set. The most
common variants of regularization in machine learning are �1 and �2 regulariza-
tions, that can be added to a loss function J(X1, ..Xn) by instead minimizing

C.K. Loo et al. (Eds.): ICONIP 2014, Part II, LNCS 8835, pp. 52–59, 2014.
c© Springer International Publishing Switzerland 2014
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J(X1, ..Xn) +
∑n

i=1 αiΨ(Xi), where Ψ(Xi) is a regularization term of variable
Xi and αi is a parameter that is used to control sparsity of the corresponding
term. Regularization is largely employed in logistic regression, neural nets, sup-
port vector machines, conditional random fields and some matrix decomposition
methods. �2 regularization may also be called ”weight decay”, in particular in
the setting of neural nets. �1 regularization is often preferred because it produces
sparse models and thus performs feature selection within the learning algorithm,
but since the �1 norm is not differentiable, it may require changes to learning
algorithms, in particular gradient-based learners.[7][8]

1.2 Related Works

In [9] generalized model of regularized NMF was considered and multiplicative
and additive update rules have been presented both for �1 and �2 norms. In
[10] Schatten p-norms were used for low rank matrix recovery. Mixed �p and
Schatten p-norms regularization for matrix completion can be found in [11].
Hessian Schatten p-norm regularization for image processing is studied in [12].
Works presented above clearly show that Schatten p-norms regularization has
an ability to improve results on problems they were applied to.

1.3 Our Contributions

In our work we can highlight two main contributions:

– We studied the effectiveness of different regularizations for NMF
– We proposed a novel general approach based on Schatten p-norms for regu-

larized NMF

The rest of this paper is organized as follows: in section 2 we will briefly
introduce basic notations of Non-negative matrix factorizations and Schatten p-
norms, in section 3 we are introducing multiplicative and additive update rules
for Schatten p-norms regularized NMF. We will summarize the results in section
4. Finally, we will point out some ideas about the future extension of our method
in section 5.

2 Preliminary Knowledge

2.1 Standard NMF

A standard NMF ([13]) seeks the following decomposition:

X � FGT , X ∈ R
n×m, F ∈ R

n×k, G ∈ R
m×k

X,F,G ≥ 0,

where

– X is an input data matrix

– columns of F can be considered as basis vectors

– columns of G are considered as cluster assignments for each data object

– k is the desired number of clusters
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2.2 �1, �2 and Schatten p-norms

Given a matrix X ∈ R
n×m the Schatten p-norm (0 < p < ∞) is defined as

follows:

‖X‖Sp = (

min(n,m)∑

i=1

σp
i )

1/p = tr((XTX)p/2)1/p,

where σi is a ith singular value of X . We can observe that for p = 1 we obtain
the following:

‖X‖S1 = (

min(n,m)∑

i=1

σi) = ‖X‖1

that is known in the literature as a nuclear norm or Ky-Fan norm. Following the
same idea, we can see that for p = 2 we obtain the Frobenius norm:

‖X‖S2 = (

min(n,m)∑

i=1

σ2
i )

1/2 = ‖X‖F

and for p = ∞ Schatten norm is equal to the spectral norm.

3 Regularized NMF

In this section we would like to explore if the regularization with Schatten p-
norms for p ∈ [1; 2] can perform better than regularization with �1 and �2 norms
that were used with NMF before.

3.1 General Update Rules for NMF with Regularization Terms

As it was said previously, update rules for NMF with regularization terms were
presented in [9]. For a given optimization problem:

min‖X − FG‖+ αFΨ(F ) + αGΨ(G), X ∈ R
n×m, F ∈ R

n×k, G ∈ R
m×k

X,F,G ≥ 0

we have the following update rules that decrease monotonically the objective
function presented above:

F = F � XGT − αFΦ(F )

FGGT
, G = G� FTX − αGΦ(G)

FTFG
,

where

Φ(F ) =
∂Ψ(F )

∂F
, Φ(G) =

∂Ψ(G)

∂G
.
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Subsequently, for �1 norm we have:

F = F �
[
XGT − αF

]
+

FGGT
, G = G�

[
FTX − αG

]
+

FTFG
.

For �2 norm the update rules take the following form:

F = F �
[
XGT − αFF

]
+

FGGT
, G = G�

[
FTX − αGG

]
+

FTFG
.

3.2 Update Rules for NMF with Schatten p-norm Regularization

Our minimization problem with Schatten p-norms based regularization terms
takes the following form:

min‖X − FG‖+ αF ‖F‖Sp + αG‖G‖Sp , X ∈ R
n×m, F ∈ R

n×k, G ∈ R
k×m

X,F,G ≥ 0.

Based on the lemma proved in [14] the gradient of Schatten p-norm for p > 1
can be calculated as:

∇‖X‖Sp = UXdiag(λ)V T
X

1

‖σ(X)‖p−1
p

,

where λi = σi(X)p−1 and X = UXΣ(X)V T
X is its singular value decomposi-

tion.
Finally for our problem we obtain the following multiplicative update rules:

F = F �
XGT − αFUFdiag(λF )V

T
F

1

‖σ(F )‖p−1
p

FGGT
,

G = G�
FTX − αGUGdiag(λG)V

T
G

1
‖σ(G)‖p−1

p

FTFG
.

We can see that SVD is used to derive update rules for the proposed objective
function. In order to avoid using time-consuming SVD at each iteration and fol-
lowing the example from [11] we would like to change slightly the regularization
terms:

min‖X − FG‖+ αF ‖F‖pSp
+ αG‖G‖pSp

, X ∈ R
n×m, F ∈ R

n×k, G ∈ R
k×m

X,F,G ≥ 0.

In this case update rules take the following form:

F = F �
XGT − αF

p
2F (FTF )

p−2
2

FGGT
, G = G�

FTX − αG
p
2G(GTG)

p−2
2

FTFG
.

In our experimental tests we will use the update rules that do not involve
computing SVD. Nevertheless we will provide a complexity study for both types
of update rules.
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3.3 Complexity

At each iteration of our algorithm we perform SVD which has a complexity
O(m2n+mn2+n3) for a given matrix X ∈ R

m×n. The complexity of NMF is of
order O(knm), where k - is a desired number of clusters. If t denotes the number
of iterations used for NMF to converge (usually, t ≈ 100), then we obtain the
following order of complexity: O(t(m2k + k2n+mk2 + kn2 + k3 + n3 + knm)).
For the second case the complexity is only O(t(knm+k2m+m2k+n2k+k2n)).
However, in real-life tasks matrix operations can usually be easily paralleled so
that the complexity will decrease. Another way to decrease the complexity of our
algorithm is to use any arbitrary consensus technique after splitting the initial
data set into parts and obtaining a solution for each of them.

4 Experimental Results

In this section we will study the effectiveness of our approach for some well-
known images data sets such as: Yale (165 images of 15 individuals), ORL (400
images of 40 different individuals of size 32x32), original Olivetti (same as ORL
but each image is of size 64x64), USPS (9298 images of 10 different digits of
size 16x16) and PIE (41,368 images of 68 different individuals). We performed
10 fold cross-validation for each p ∈ [1; 2] and evaluated the results using two
different measures: entropy and purity [15]. These are the standard measures of
clustering quality in supervised setting. Given a particular cluster Sr of size nr,
the entropy of this cluster is defined to be:

E(Sr) = −1

q

q∑

i=1

ni
r

nr
log

ni
r

nr
,

where q is the number of classes in the data set, and ni
r is the number of

elements of the ith class that were assigned to the rth cluster. Smaller entropy
values indicate better clustering solutions.

Using the same mathematical definitions, the purity of a cluster is defined as:

Pu(Sr) =
1

nr
max

i
ni
r.

Larger purity values indicate better clustering solutions.
We did not perform the tuning of hyper-parameters αF and αG. As advised

in [9], we set these parameters to a small constant that is 0.01 in our case.
Results can be further improved if one will use an appropriate technique for
hyper-parameters optimization. We recall that the goal of our work is rather to
compare the effectiveness of different types of regularizations for NMF. In Figures
1-4 we present the results obtained using our approach and we summarize them
in Table 1.
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Table 1. NMF and Schatten-p regularized NMF purity performance on various data
sets

Data set NMF Schatten NMF p

Yale 0.352 0.373 1.8
ORL 0.368 0.383 1.5

Olivetti 0.374 0.388 1.7
Pie 0.15 0.169 1.9

USPS 0.42 0.46 2

(a) Purity for different values p (b) Entropy values for different p

Fig. 1. Experimental results on Yale data set

(a) Purity for different values p (b) Entropy values for different p

Fig. 2. Experimental results on ORL data set
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(a) Purity for different values p (b) Entropy values for different p

Fig. 3. Experimental results on Olivetti data set

(a) Purity for different values p (b) Entropy values for different p

Fig. 4. Experimental results on USPS data set

(a) Purity for different values p (b) Entropy values for different p

Fig. 5. Experimental results on PIE data set
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The results presented above show that regularization with Schatten p-norms
can be more efficient compared to standard regularization based on �1 and �2
norms. On the other hand, we see that effectiveness of regularization may depend
on the size of a data set (for PIE data set regularized NMF performs better for
all p) but does not depend a lot on the quality of the images (as it can be seen
comparing Olivetti and ORL data sets).

5 Conclusion and Future Work

In this paper we proposed a new approach for regularized NMF based on Schat-
ten p-norms. In future, we will extend our work in the multiple directions. First
of all, we will start by creating an approach with Hessian Schatten p-norms reg-
ularization. Secondly, it would be useful to study the behavior of αF and αG in
order to understand when part-based representations of prototypes obtained via
NMF lose their interpretability due to the over-sparseness.
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Abstract. In this article we propose a modification to the HMRF-EM
framework applied to image segmentation. To do so, we introduce a new
model for the neighborhood energy function of the Hidden Markov Ran-
dom Fields model based on the Hidden Markov Model formalism. With
this new energy model, we aim at (1) avoiding the use of a key parameter
chosen empirically on which the results of the current models are heavily
relying, (2) proposing an information rich modelisation of neighborhood
relationships.

Keywords: Markov Random Fields, Hidden Markov Models, Image
Segmentation.

1 Introduction

A Markov Random Fields network is a graphical probabilistic model aiming
at taking into consideration the neighborhood interactions between the data in
addition to the observed a priori knowledge. Such model allows considering the
explicit dependencies between the data and to weight their influence. In the case
of image segmentation, these dependencies are the links between two neighbor
pixels or segments (patches of pixels). Markov Random Fields networks rely on
this notion of neighborhood, and are represented as non-oriented graphs the
vertices of which are the data and the edges are the links between them. This
additional information on the data has been shown to significantly improve the
global results of the image segmentation process [1].

The Hidden Markov Model is also a probabilistic model in which a set of
random variables S = {s1, ..., sN}, si ∈ 1..K are linked to each other by neigh-
borhood dependencies and are emitting observable data X = {x1, ..., xN} where
the xi are the vectors containing the attributes of each observation. The goal is
then to determine the optimal configuration for S, i.e. finding the values of the
si in order to get the segmentation.

The hidden Markov random field model is the application of the hidden
Markov model to the specific dependency structure of the Markov random fields.

C.K. Loo et al. (Eds.): ICONIP 2014, Part II, LNCS 8835, pp. 60–67, 2014.
c© Springer International Publishing Switzerland 2014
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Fig. 1. An example of graph modelling the HMRF model

This model is quite common in image segmentation [2,3]. An example of a typical
structure for the HMRF model is shown in Figure (1).

The main goal of the hidden Markov random field model applied to image
segmentation is to find the right label for each pixel or segment of a picture
in order to get a segmentation in homogeneous and meaningful areas. Doing so
requires to infer the si ∈ 1..K, which is often achieved by using the maximum a
posteriori criterion (MAP) to determine S such as:

S = argmax
S

(P (X |S,Θ)P (S)) (1)

P (X |S,Θ) =
∏

t

P (xt|st, θst) (2)

As it is often the case in image segmentation, we will consider that P (xt|st, θst)
follows a Gaussian distribution of parameters θst = (μst , Σst).

The most common way to maximize P (X |S,Θ)P (S) is to use the two-step
HMRF-EM couple [4]:

– Research of the prototype parameters Θ and maximization of P (X |S,Θ)
using the Expectation Maximization algorithm (EM) [5].

– Local optimization of P (X |S,Θ)P (S) using the Iterated Conditional Modes
Algorithm (ICM) [6].

The principle of the ICM algorithm is to iteratively perform a local optimiza-
tion of P (x|s, θ)P (s). Such optimization is often done by minimizing an energy
function with a form deriving from the logarithm of P (x|s, θ)P (s) is shown in
equation (3).

U(s, x) = Uobs(s, x, θs) + β
∑

v∈Vx

Uneighbor(sv, s) (3)

Uobs and Uneighbor are potential energy functions: Uobs is the potential energy
derived from the observed data, also known as the data term, and Uneighbor
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the potential energy derived from the neighborhood configuration, sometimes
refered as the smoothness term. Vx is the neighbor list of the observed data. β
is an empirical constant used to modulate the weight of the neighborhood.

In its current versions, the HMRF-EM algorithm heavily relies on the choice of
β to determine the quality of the results. Furthermore, while the energy function
Uobs usually is the logarithmic form of P (x|s, θs) the emission law, the exact form
of P (s) is unknown. For this reason, the neighborhood energy Uneighbor is chosen
as simple as possible: another gaussian distribution for complex models, and in
most cases something even simpler such as the Kronecker delta function [4,7,8].

Our goal in this paper is to propose a method to approach the local value
of P (s) in order to provide a more accurate and information rich neighborhood
energy function, and avoid using the empirical constant β.

2 Proposed Modifications to the HMRF-EM Algorithm

In this section we consider a set of linked random variables S = {s1..., sN},
si ∈ 1..K that are emitting observable data X = {x1, ..., xN}, xi ∈ R

d. We
assume the emission law of the xi by the si to be a Gaussian distribution and
we chose to consider a first order neighborhood for our Markov Random Fields.
By convention, μs shall refer to the mean vector of a considered state s and Σs

to its covariance matrix. Then, for each observation x associated to a state s we
have the following data term as the observable energy:

Uobs(s, x) =
1

2
(x− μs)

TΣ−1
s (x − μs) + log(

√
|Σs|(2π)d) (4)

2.1 Proposed Energy Model

In the hidden Markov model formalism, the neighborhood relations are often
described by a transition matrix A = {ai,j}K×K where each ai,j is the transi-
tion probability from one state to another between two neighboring data. We
propose to keep this formalism and to adapt it to the HMRF model. Then, for
P (x|s, θs)P (s), we get the following expression:

P (x|s, θs)P (s) = P (x|s, θs)×
∏

v∈Vx

P (s|sv) = 1

Z
×N (μs, Σs)×

∏

v∈Vx

a
1

|Vx|
sv ,s (5)

By considering the logarithm of equation (5) and the observable energy from
equation (4), we get the following complete energy function to be minimized:

UHMRF (s, x) =
1

2
(x−μs)

TΣ−1
s (x−μs)+log(

√
|Σs|(2π)d)−

∑

v∈Vx

log(asv ,s)

|Vx| (6)

Since the ai,j are values between 0 and 1, our neighborhood energy is a positive
penalty function. This penalty function can take as many as K2 distinct values
instead of only two values (0 or β) for the regular neighborhood energy functions.
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We note that this fitness function is as difficult to optimize as those from other
models and that there is no warranty that the global optimum can be found.

It is important to highlight that in addition of providing a more flexible en-
ergy model for the HMRF-EM framework, the transition probability matrix also
provides semantic information on the clusters: The diagonal of the matrix gives
some insight on the clusters compactness, non-diagonal values provide informa-
tion on cluster neighborhood affinities, but also incompatibilities for values near
0, or the inclusion of a cluster inside another one for values above 0, 5.

2.2 Proposed Algorithm

The main difficulty in our approach is that we have to evaluate the transition
matrix A in order to run our HMRF-EM algorithm. Without some external
knowledge on the neighborhoods of the different clusters, there is no way to get
the exact values for the transition probabilities. It is however possible to ap-
proach them by evaluating the a posteriori transition probabilities after the EM
algorithm and after each step of the ICM algorithm. This method is described
in Algorithm (1).

We note δn,m the Kronecker delta function the value of which is 1 if n and
m are identical and 0 otherwise. We note C the set of all the oriented binary
cliques of the considered dataset (since the Markov Random Field Model is
usually non-oriented, all links are represented twice in C to cover both directions
of each dependency). The a posteriori transition probabilities ai,j are evaluated
by browsing all the data and counting the number of transitions from variables
whose state is i to variables in the state j, divided by the number of all links
starting from variables whose state is i:

ai,j =
Card(c ∈ C|c = (i, j))

Card(c ∈ C|c = (i,#))
(7)

Algorithm 1. EM+ICM with transition matrix update

Initialize S and Θ with the EM algorithm
Initialize A using Equation (7)
while the algorithm has not converged do

for each x ∈ X do
Minimize UHMRF (s, x) as defined in Equation (6)

end
Update A from the new distribution S using Equation (7)

end

The idea behind this computation is that the ICM algorithm is already mak-
ing an approximation by considering that the states evaluated in its previous
iterations can be used to evaluate the potential neighborhood energy in the cur-
rent iteration. We are using this same approximation to approach the probability
of a given transition between two states.
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In our model each transition probability is computed with the goal of detecting
statistically unlikely labels among the data depending on their neighborhood.
While the classical energy formula penalty may give erratic results depending
on both the picture and the penalty value β, our energy model proposes a more
flexible penalty which is the result of a less coarse, but still highly improvable
vision of how to model neighborhood relations in a Markov random field model.

The complexity of the regular HMRF-EM version is O(i×k×d×n× ¯|V |). Since
we have to browse the data twice instead of only once in order to update A with
our proposed algorithm, we can expect that the optimization process will be up to
twice slower. The complexity for our algorithm is O(i×(k×d×n× ¯|V |+n× ¯|V |)),
which is equivalent to the complexity of the original ICM algorithm.

3 Experiments

In our first experiment, we wanted to compare the performance of our energy
model with the other models in term of raw segmentation results and cluster
characteristics. To do so, we have been testing the HMRF-EM frameworks with
three different energy models: An ICM algorithm with a basic energy formula
based on the Potts model [7], see Equation (8), an HMRF-EM algorithm with
one of the most commonly used energy formula, see Equation (9) [4,8], and the
HMRF-EM framework with our Energy model, see Equation (6).

UPOTTS(s, x) = (1− δsx,st−1
x

) + β
∑

v∈Vx

(1− δsv ,s) (8)

UMRF (s, x) = (x− μs)
TΣ−1

s (x− μs) + log(
√
|Σs|(2π)d) + β

∑

v∈Vx

(1− δsv ,s) (9)

Fig. 2. From left to right : Original picture 481×321 pixels, 3-clusters segmentation us-
ing energy formula (9) and β = 0.66, 3-clusters segmentation using our energy formula,
3-clusters segmentation using energy formula (8) and β = 1.0.

The results in Figure (2) and Table (1) show that our model achieves decent
segmentation results that are similar to what can be done with other energy
models using a nearly optimal value for β.

Furthermore, our method seem to be effective to agglomerate pixels in ho-
mogeneous areas while conserving a low internal variance for the clusters which
tends to prove that the resulting areas are meaningful.
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Table 1. Purity of the expected clusters and average internal variance (3 clusters)

Cluster Purity Internal Variance

UPOTTS, β = 2/3 73.42% 6.10
UPOTTS, β = 1 73.38% 6.13
UMRF , β = 2/3 69.37% 5.83
UMRF , β = 2/3 69.36% 5.84
Our UHMRF 73.46% 5.86

Similar results have been found on another experiment on a satellite image,
see Figure (3) (2014 Cnes/Spot Image, DigitalGlobe, Google), thus confirming
that our approach is competitive when compared to what has already been done
in this area.

Fig. 3. From left to right, and from top to bottom : The original image 1131 × 575
pixels, the result of our algorithm, the result using energy equation (8) and β = 1, the
result using energy equation (9) and β = 1

As can be seen on a color and full scale version of Figure (3), our energy model
achieves a decent segmentation with a fair amount of easily visible elements
such as roads, rocky areas and some buildings. On the other hand the classical
HMRF-EM algorithm using Equation (9) fails to aggregate neighbor pixels from
common elements despite a relatively high value for β (the same phenomenon
can be observed in Figure (2)), while the algorithm based on the Potts model
using Equation (8) tends to give too coarse results. This second experiment
emphasizes again that finding a right value for β is a difficult task.

Our third experiment was on a satellite image from a more difficult dataset.
In this dataset from [9], a very high resolution image from the city of Stras-
bourg (France) is described in 187.058 unlabeled segments having 27 numeri-
cal attributes either geometrical or radiometrical. Another particularity of this
dataset is that the segments have irregular neighborhoods: each segment can
have one to fifteen neighbors. The neighborhood irregular configuration of this
dataset makes it impractical to find an optimal value for the constant β and the
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segmentation results using conventional HMRF-EM energy functions (8) and (9)
were quite poor.

An extract of a 9-clusters segmentation on this dataset is available in Figure (4).
The result shows that various elements of the city have been correctly detected
such as sport areas, the river, and some buildings. On a full scale version of this
image, we can see that some streets and houses have also been correctly labeled.

Furthermore, this experiment has also confirmed that our matrix represen-
tation for the neighborhood made sense, and that at a segment level it was
possible to interpret some of the matrix elements (whereas it was difficult at a
pixel level). For instance, on this dataset the matrix featured a low transition
probability between building areas and water areas which is consistent with the
satellite image. We also had an important transition probability from tree areas
to grass areas (≈ 0.65) which is consistent with the fact that tree areas often
come by patches instead of compact blocks and are often surrounded by grass.

Fig. 4. On the left: One of the original source image, c©CNES2012, Distribution As-
trium Services / Spot Image S.A., France, All rights reserved. On the right: the resulting
9-clusters segmentation for the area.

In a last experiment, we have compared the computation times of the 3 energy
models introduced in this article for 3 pictures of different sizes, see Table (2).

The results have confirmed what we had already hinted while describing the
complexity of our modified HMRF-EM algorithm. Our version of the algorithm
is slower, and it was to be expected because of the time needed to update the
transition matrix after each iteration. Nevertheless, it is important to emphasize
that it is still faster to run our version of HMRF-EM rather than trying several β
values, or running an optimization algorithm for β, with another energy formula.

Table 2. Computation times in ms, Intel Core I5-3210M, 2.5GHz

404 × 476px 380× 270px 1131× 575px 1131 × 575px
4 clusters 4 clusters 4 clusters 8 clusters

UPotts (8) 4451ms 2453ms 13370ms 26920ms
UMRF (9) 4933ms 2717ms 14771ms 29433ms
Our UHMRF (6) 6632ms 3418ms 20810ms 42736ms
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4 Conclusion and Future Work

We have proposed an improvement to the energy model of the Hidden Markov
Random Field Model applied to image segmentation. In our model, the neigh-
borhood energy formula is based on an approached transition matrix rather than
an empirical penalty parameter. Our preliminary experiments have shown our
model to give competitive results compared with other models based on more
classical energy functions who rely on finding an optimal penalty value for the
neighborhood energy.

Furthermore, while our contribution does not bring any significant improve-
ment on the quality of the results for image segmentation, our neighborhood
energy model using a transition matrix gives the opportunity to have a semantic
rich representation of the interactions between the clusters.

In our future works, we will focus on using the information collected in these
transition matrices with the goal of proposing collaborative frameworks such
as the collaborative segmentation of similar pictures using several HMRF-based
algorithms sharing their prototypes and transition matrices, or the segmentation
of a sequence of pictures using an HMRF-HMM hybrid framework.
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Abstract. Identifying causal relations among simultaneously acquired
signals is an important challenging task in time series analysis. The orig-
inal definition of Granger causality was based on linear models, its ap-
plication to nonlinear systems may not be appropriate. We consider an
extension of Granger causality to nonlinear bivariate time series with
the universal approximation capacity in reproducing kernel Hilbert space
(RKHS) while preserving the conceptual simplicity of the linear model.
In particular, we propose a computationally simple online measure by
means of quantized kernel least mean square (QKLMS) to capture in-
stantaneous causal relationships.

Keywords: Granger causality, kernel methods, quantized kernel least
mean square(QKLMS), nonlinear time series.

1 Introduction

The problem of quantifying causal connectivity among simultaneously acquired
time series has received considerable attention in the recent years due to its
growing applicability in economy [1], neuroscience [2,3,4], medical and clinical
science [5], and many others. One approach to evaluate causal relations between
two time series is to examine if one series is better predicted by adding knowledge
from the other. This was originally proposed by Wiener [6] and later formalized
by Granger in the context of linear regression models of stochastic processes
[1]. In particular, if the prediction error of the first time series is reduced by
incorporating measurements from the second time series, then the second time
series is said to have a causal inference on the first time series. By exchanging
the roles of the two time series, the causal influence in the opposite direction can
be addressed.
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As a technique to understand the directed connectivity of the underlying
mechanisms, Granger causality has been well explored and construed in many
different ways. Also, there is a freely available software toolbox incorporating
these methods to facilitate its broadly application in neuroscience data analysis
[7]. However, since Granger causality was formulated as linear regression, its ap-
plication to nonlinear systems, such as brain signal that is highly nonlinear at
many levels of description, may not be appropriate. There are several competing
approaches to this problem. A simple solution [8] is to fit autoregressive coef-
ficients to Taylor expansions of the data, but this method requires estimating
a large number of parameters. Alternative approaches include the radial basis
functions (RBFs) [9] and kernel methods. The kernel methods transform the
data into a high dimensional reproducing kernel Hilbert space (RKHS) such
that appropriate linear methods can be applied on the transformed data[10].
Most of these methods, however, assume the stationarity of the signals.

In this work, we propose a computationally simple online kernel method for
causality detection, called the twin quantized kernel least mean square (twin-
QKLMS) , which is able to capture the causal relations between nonlinear and
non-stationary time series.

2 Granger Causality

2.1 Linear Modeling

Linear Granger causality is defined based on vector autoregressive model [1].
Let X ≡ {xk}k=1,...,N and Y ≡ {yk}k=1,...,N be two time series of N simul-
taneously measured quantities. Usually the stationarity of the time series is
required. For i = 1 to M (where M = N − m, m being the order of the
model), we denote xi = xi+m, yi = yi+m, x(i) = (xi+m−1, xi+m−2, . . . , xi) and
y(i) = (yi+m−1, yi+m−2, . . . , yi) and treat these quantities as M realizations of
the stochastic variables (x, y,x,y). The following model is then considered:

x = w1 · x+ ξx

y = w2 · y + ξy
(1)

Here {w} being m-dimensional real vectors to be estimated from data, ξx and
ξy being the residuals (prediction errors) for each time series when predicted
solely based on the knowledge of its own past values. We denote their variance
as εx = var(ξx) and εy = var(ξy) which are equal to the mean square prediction
errors since zero mean has been guaranteed by pre-processing. The temporal
dynamics of the two time series can be described by a bivariate autoregressive
model:

x = w11 · x+w12 · y + ξx|Y
y = w21 · x+w21 · y + ξy|X

(2)

Similarly, we define εx|y = var(ξx|Y ) and εy|x = var(ξy|X). If the prediction of x
improves by incorporating the past values of series Y , that εx|y is smaller than
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εx, then Y has a causal influence on X . Analogously, if εy|x is smaller than εy,
then X has a causal influence on Y . The magnitude of this interaction can be
measured by the log ratio of the prediction error variances:

FY →X = ln
εx
εx|y

FX→Y = ln
εy
εy|x

(3)

The maximum of both terms

FXY = max{FY→X , FX→Y } (4)

represents a simple measure for the strength of directional and/or bi-directional
interaction.

2.2 Nonlinear Modeling in RKHS

The mapping from input to feature space is induced by a Mercer kernel which is
a continuous, symmetric, and positive definite function κ : X× X → R,X ⊆ R

m

[12,13]. The Gaussian kernel is widely used for its proved universal approximation
property for any continuous function [14].

κ(x,x′) = exp(
−‖x− x′‖2

2σ2
) (5)

where σ > 0 is the kernel size (or kernel bandwidth). According to the Mercer
theorem [11,12], any Mercer kernel κ(x,x′) induces a mapping ϕ such that the
inner product between the transformed input data (feature vectors) satisfies
〈ϕ(x),ϕ(x′)〉 = κ(x,x′).

We now construct the autoregressive model and bivariate model in trans-
formed feature space.

x = Ω1 · ϕ(x) + ξx

y = Ω2 · ϕ(y) + ξy
(6)

with the corresponding prediction error variance εx and εy.

x = Ω11 ·ϕ(x) +Ω12 · ψ(y) + ξx|Y
y = Ω21 ·ϕ(y) +Ω22 · ψ(x) + ξy|X

(7)

where {Ω} are the weight vectors in feature space (infinite dimensional for the
Gaussian kernel case). The prediction errors to minimize are defined as:

εx|y =
1

M

M∑

i=1

[xi −Ω11 ·ϕ(x(i)) −Ω12 ·ψ(y(i))]2

εy|x =
1

M

M∑

i=1

[yi −Ω21 ·ϕ(y(i)) −Ω22 · ψ(x(i))]2

(8)
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By using the kernel trick, we can efficiently compute the inner product output
by kernel evaluation without knowing the exact form of mapping. In the following
we take the bivariate model to predict x as an example, the prediction of y can
be derived analogously:

f(x) = Ω11 · ϕ(x) =
l∑

i=1

αiϕ(ci)
Tϕ(x) =

l∑

p=1

αiκ(ci,x)

g(y) = Ω12 ·ϕ(y) =
s∑

i=1

βiϕ(c
′
i)

Tϕ(y) =

l∑

i=1

βiκ(c
′
i,y)

(9)

where {ci, αi}li=1 and {c′
i, βi}si=1 are the parameters to learn. Note we assume

that x is the sum of a term depending solely on x and a term depending solely on
y instead of the general bivariate model which are depending on the appending
vector (x y):

x = f(x) + g(y) (10)

It has been proposed that any prediction scheme providing a nonlinear exten-
sion of Granger causality should satisfy the following (P1) property [9]: if y is
statistically independent of x and x, then εx = εx|y; if x is statistically indepen-
dent of y and y, then εy = εy|x; Let us suppose y is statistically independent of
x and x. Then ϕ(x) is uncorrelated with x and with ψ(y). It follows that

εx|y =var[x −Ω11 ·ϕ(x) −Ω12 · ψ(y)]

=var[x −Ω11 ·ϕ(x)] + var[Ω12 · ψ(y)]
(11)

To minimize εx|y it follows that Ω12 = 0 which satisfy P1 property.

2.3 Twin-QKLMS Causality Detector

The QKLMS is one of the most simple and efficient online kernel adaptive filter
algorithm. It natrally creates a growing radial-basis function network, learning
network topology adaptively. It has been verified that a sufficient condition for
mean square convergence and a bounded theoretical value of the steady-state
excess mean square error [11]. Inheriting from KLMS, it does not need explicit
regularization to obtain solutions that generalize appropriately [15]. In this sec-
tion we propose a novel online detector for causality analysis and employ a
twin QKLMS to the bivariate nonlinear model described in previous section. We
name the model as ”twin-QKLMS” to emphasize that two QKLMS filters work
in parallel in an online mode. The reason to choose QKLMS comes from the key
properties highlight below:

– QKLMS uses quantization to compress the input space so as to constrain
the network size growth. Different from conventional sparsification methods
normally discarding samples simply, the ”redundant” data are used to locally
update the coefficient of the closest center, which help to achieve better
accuracy and a more compact network.
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– The codebook is trained directly from online samples and is adaptively grow-
ing, unlike RBF constrains the network size to a fixed size (by cluster to n
prototypes).

Fig. 1. Twin-QKLMS model as an estimator of mapping x = f(x)+ g(y), filter g(·) is
employed to predict the residual of x− f(x) incorporating the knowledge from input y

The twin-QKLMS models a dual filtering structure in Fig.1. Denote ϕ(i) =
ϕ(u(i)), quantizing the input vector in the filter update equation. Using the
basics of QKLMS, we propose the twin-QKLMS algorithm below.

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

f0 = 0
g0 = 0
ξi = xi − fi−1(x(i))
fi = fi−1 + λξiκ(Q [x(i)], ·)
ξ
′
i = ξi − gi−1(y(i))

gi = gi−1 + ηξ
′
iκ(Q [y(i)], ·)

(12)

where ξi is the prediction error at iteration i by predicting xi with filter fi−1

enclosed input x (i), ξ
′
i is the prediction error that predict residual ξi with filter

gi−1 that incorporate the knowledge of the other series y(i), λ and η are the
step size, Q [.] denotes the quantization operator. fi is the composition of Ωf

and ϕ, that is fi = Ω11(i)
Tϕ(·), gi is the composition of Ω12 and ψ, that is

gi = Ω12(i)
Tψ(·). They’re calculated with kernel evaluation in original input

space.
Notice the knowledge from the possible causal series is used to predict the

residual as a measure to count its improvement to prediction power. The pro-
posed twin-QKLMS framework is described in Algorithm 1.

3 Experiments

As a real example, we consider the physiological bivariate data (instantaneously
acquired breath rate and heart rate) of a sleep human suffering from sleep apnea.
The data can be downloaded: http://physionet.incor.usp.br/physiobank/

http://physionet.incor.usp.br/physiobank/database/santa-fe/
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Algorithm 1. Twin-QKLMS Algorithm

Input: {x(i) ∈ X ⊆ R
m,y(i) ∈ Y ⊆ R

m, xi ∈ R}.
Initialization: Choose step size λ, η > 0, kernel width σf , σg > 0, the quantization size εX, εY ≥ 0

and initialize the codebook (center set) Cf (1) = {x(1)}, C g(1) = {y(1)} and coefficient vector:
α(1) = [λx1],β(1) = [0].

1: while {x(i),y(i), xi} (i > 1) available do
2: Compute the output of the filter f and g:

fi−1 =

size(Cf (i−1))
∑

j=1

αj(i− 1)κ(Cf (i− 1),x(i))

gi−1 =

size(Cg(i−1))∑

j=1

βj(i− 1)κ(Cg(i − 1),y(i))

3: Compute the error: ξi = xi − fi−1, ξ
′
i = ξi − gi−1

4: Compute the distance between x(i) and Cf (i− 1) and distance between y(i) and Cg(i− 1):
dis(x(i),Cf (i− 1)) = min

1≤j≤size(Cf (i−1))
‖x(i) − Cf (i− 1)‖

dis(y(i),Cg(i − 1)) = min
1≤j≤size(Cg(i−1))

‖y(i) − C g(i − 1)‖
5: if dis(x(i),Cf (i − 1)) ≤ εX then
6: Keep the codebook unchanged: Cf (i) = C f (i− 1), and quantize x(i) to the closest center

through updating the coefficient of that center αj∗ (i) = αj∗ (i − 1) + λei,

where j∗ = argmin1≤j≤size(Cf (i−1))‖x(i) − Cf (i− 1)‖
7: else
8: Assign a new center and corresponding new coefficient: Cf (i) = {Cf (i − 1),x(i)} and

α(i) = [α(i− 1), λei ]:
9: end if
10: Similarly, repeat step 5-9 to update the codebook Cg .
11: end while

database/santa-fe/ (data set B). Figure 2 clearly shows that bursts of the
patient breath and cyclical fluctuations of heart rate are interdependent. Both
time series have been normalized to be zero mean and unit variance in pre-
processing.

We set the quantization size εX=1 and εY=0.5 to constrain the network size in
a reasonable range. The other parameters are adjusted empirically to minimize
the training error:

εn+1 =
n

n+ 1
εn +

1

(n+ 1)
ξTn+1ξn+1 (13)

To detect the causal relation from breath to heart rate we set λ=0.2, η=0.01,
σf=1.6, σg=0.8; for the reverse case we take λ=0.02, η=0.02, σf=1.8, σg=1.1.
We also evaluate the influence of different m on causality detection and the
results are shown in Figure 3. We may observe: 1) with proper m values, the
causal influence of heart rate on breath is, obviously, stronger than the reverse
and this coincide with the results in [9]; 2) if m is too small(e.g. m = 2), the
detected causal relationship is controversial to the expectation since long memory
dynamic structured can not be modelled; 3) the causality measures change over
time, and track the non-stationary dynamical behavior of the time series well.

http://physionet.incor.usp.br/physiobank/database/santa-fe/
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Fig. 2. Bivariate time series of the heart (upper) and breath signal (lower) of a patient
suffering sleep apnea (Samples 2350-5350 of the data set are highly non-stationary and
include abrupt changes in the last 1000 points). Data sampled at 2Hz.
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Fig. 3. Causality detection results by twin-QKLMS with different m values

4 Conclusions

We develop a computationally simple online algorithm with kernel method,
called twin-QKLMS, to capture instantaneous causal relationships, which can
be applied especially to nonlinear and non-stationary signals. There are several
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key problems that need to be addressed in the future: a) the current QKLMS
algorithm does not discard old centers and hence the network size is growing
especially in non-stationary situation, and this leads to increase computational
burden; b) how to optimize the free parameters in twin-QKLMS, since they
have significant influence on the causality detection result; c) more experiments
need to be done to explore its applicability such as the causality analysis in
neuroscience.
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Abstract. We propose a computational model for anti-Bayesian sensory inte-
gration of human behavioral actions and perception in the size–weight illusion 
(SWI). The SWI refers to the fact that people judge the smaller of two equally 
weighted objects to heavier when lifted. Many aspects of human perceptual and 
motor behavior can be modeled with Bayesian statistics. However, the SWI 
cannot be explained on the basis of Bayesian integration, and the nervous sys-
tem is thought to use two entirely different mechanisms to integrate prior ex-
pectations with current sensory information about object weight. Our proposed 
model is defined as a state estimator, combining a Kalman filter and a H∞ filter. 
As a result, the model not only predicted the anti-Bayesian estimation of the 
weight but also the Bayesian estimation of the motor behavior. Therefore, we 
hypothesize that the SWI is realized by a H∞ filter and a Kalman filter.  

Keywords: Weight perception, H∞ filter, Kalman filter, Bayesian integration, 
Motor control. 

1 Introduction 

Recent studies have suggested that Bayes’ law explains several key features of per-
ception, motor actions, and motor learning [1]. However, it has been suggested that 
the Bayes’ law does not explain the perceptual biases characterizing the size–weight 
illusion (SWI) [2]. The SWI occurs when a person underestimates the weight of a 
large object when compared to a smaller object of the same mass. It is also known 
that similar illusions occur with differences in material and color: metal containers 
feel lighter than wooden containers of the same size and mass, and darker objects feel 
lighter than brighter objects of the same size and mass. These illusions can all be de-
scribed as contrasts with the expected weight. In recent studies, it was shown that the 
lifting force adapts quickly to the actual mass of objects, but the SWI remains [3]. 
Thus, the illusion cannot be explained by the manner of lifting, and must be due to 
some perceptional recall, based on prior expectations. The rescaling has been de-
scribed as “anti-Bayesian” or sub-optimal, in that the central nervous system (CNS) 
integrates prior expectations with current proprioceptive information in a manner that 
emphasizes the unexpected information, rather than taking an average of all informa-
tion, as in the Bayesian estimation [3]. Moreover, the CNS is thought to use two  
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entirely different mechanisms to integrate prior expectations with current sensory 
information about object weights. 

In this paper, we propose a computational model of anti-Bayesian sensory integra-
tion for human behavioral action and perception in the SWI. The model is defined as 
an expansion of optimal feedback control theory (OFC) [4]. OFC is combined with an 
optimal feedback controller and the Kalman filter, integrating sensory information 
according to Bayes’ law, and can predict variability in movement phenomena [5, 6]. 
However, it was assumed that the SWI was not predicted by OFC, because it is not 
dependent on Bayes’ law, but is an anti-Bayesian process. Thus, we supposed that the 
anti-Bayesian process may be predicted by the H∞ filter [7]. The H∞ filter is based on 
an assumption of worst-case uncertainty characterizing motor and sensory noises, and 
has higher robustness and sensitivity than the Kalman filter. In our model, the per-
ceived weight, estimated by the H∞ filter, was integrated with the OFC. Moreover, we 
simulated linear dynamical systems of hand postural control with a weight estimation, 
such as a lifting task for a mass-object, and evaluated the performance of our model. 
Consequently, we hypothesize that weight perception in the SWI is realized by an 
anti-Bayesian estimation, such as the H∞ filter, and the process is integrated with 
OFC, based on a Bayesian estimation for sensorimotor control. 

2 Model 

We modeled SWI experiments using a feedback control with state estimators, and 
compared their performance as a model for the SWI. To examine the models, we 
assumed three kinds of simulation for a motor analog of the SWI according to an 
experimental study [3]. 

In simulation 1, a subject was presented with a 0.3-kg-mass cube (Fig. 2a).  
The subject placed his/her elbow on the table with their palm horizontal and facing 
up. First, the subject maintained a fixed posture with the right hand while supporting a 
single cube on the palm. Then, the cube was lifted rapidly. The supporting hand was 
raised after the lift. Even with a normal compensatory and appropriate anticipatory 
postural adjustment, the palm of the supporting hand rises some distance after the 
cube has been lifted. An accurate estimate of the weight being unloaded helps to re-
duce hand displacement. The experiment was used to compare our proposed model 
with other models, and to evaluate the effects of prior expectations.  

In simulation 2, the subject maintained a posture with unknown-weight cube pairs to-
taling 0.6 kg on the palm. Then only one cube was lifted under the prior expectation that 
the mass of the lifted cube was equal to 0.3 kg (Fig. 2b). We carried out this simulation to 
evaluate the effects of the cube-mass variation under the same a priori expectation. Then, 
we assessed the relationship between the weight miss-estimation and positional dis-
placement (motor SWI). We used the relationship to remap the motor SWI to the mass. 

In simulation 3, the subject maintained a fixed posture with two 0.3-kg cubes on 
the palm, and one cube was lifted up under varying prior expectations of the mass of 
the cube (0-0.6 kg; Fig. 2c). Each simulation was carried out 100 times, and used 
simple Euler integration with a 10-ms sampling time. When the cubes were lifted up, 
the perceived masses were forced to change to the prior expectations. 
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Fig. 1. Experimental setup for the size–weight illusion (SWI) assumed in this simulation study. 
Top panels illustrate the experiments. Bottom panels indicate the time profiles of the actual 
mass. (a) In simulation 1, a cube is lifted up while the subject maintains a fixed posture. (b) In 
simulation 2, the subject maintains the hand with two cubes of total weight 0.6 kg. Then, one of 
the unknown-mass cubes was removed, and the prior expectation of the cube weight was fixed 
at 0.3 kg. (c) In experiment 3, the subject maintains the hand position with two 0.3-kg cubes. 
Then, a 0.3-kg cube is removed from the palm under varying prior expectations. 

2.1 Dynamics Model 

We modeled the SWI tasks as a movement with one degree of freedom, such as multi-
joint flexion and extension of the elbow and wrist joints to maintain the posture, as 
mass-point movements in the vertical axis, described by shifting the hand position, 
p(t): 

, h cm m m= + ,                   (1) 

where mh and mc are the hand and cube masses, respectively, and set equal to mh = 1.0 
[kg]. Additionally, g is the gravitational acceleration, set as 9.8 m/s2. The combined 
action of all muscles is represented by the force f(t) acting on the hand. The motor 
command u(t) is transformed into a force f(t) by adding control-dependent multiplicative 
noise and applying a second-order muscle-like low-pass filter of the form 

1 2 1 2( ) ( ) ( ) ( ) (1 ( )) ( )uf t f t f t t u tτ τ τ τ σ ε+ + + = +  , with time constants τ1 = τ2 = 0.04 [s]. The 

second-order muscle-like filter can be written as a pair of coupled first-order filters as 

2( ) ( ( ) ( ))f t a t f t τ= − , with 
1( ) {(1 ( )) ( ) ( )}a t t u t a tε τ= + − , where a(t) denotes a 

muscle state. The motor command u(t) is disturbed by signal-dependent multiplicative 
noise that exists in the neural system, and plays an important role in motor planning [8]. 
The signal-dependent noise (SDN) is given by ε(t) ~ N (0, σu

2), where σu is set to 0.4. 
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The dynamics model can be rewritten as a discrete-time system, using a state-space 
formulation by matrices A(mk) ∈R5×5, B∈R5, and G∈R5: 

1 ( ) (1 )k k k k k kA m B u G nε+ = ⋅ + + + ⋅x x .                    (2) 

Here, we defined the physical state vector [ , , , ]k k k k kp p f a=p  , a state-space vector at 

time step k, xk is represented as xk = [pk, mk]
T, where mk is the perceptual weight 

representing the sum of hand and cube masses, and the perception is disturbed by the 
search noise nk ~ N (0, σn

2), as mk+1 = mk + nk, where σn is set equal to 10-2. 
In our model, the state variables cannot be observed fully. The sensory output 

yk ∈R3 is the position, velocity, and force disturbed by a sensory noise 
vt ∼ N (0, σyσy

T) with a feedback-delayed time step d, i.e., ∆·d [ms], and given by 

[ ] ( )T
k k d k d k d kp p f k d− − −= + ≥y v  or [ ]0 0 0 ( )T

k kp p f k d= + <y v . 

The diagonal matrix σy∈R3×3 is defined by σy = diag(σp, σv, σf), where σp = 0.02c, 
σv = 0.2c, and σf = c are, respectively, the standard deviations of the observed position, 
velocity and force, and c is a scaling parameter set equal to 0.4. Moreover, the sensory 
output is rewritten in a state space form: 

0

k d k
k

k

C k d

C k d
− + ≥

=  + <

x v
y

x v
, where [ ]0 0C = I .               (3) 

Here, the state space equations could be extended to include past states to represent 
the system and output equations in the same state space. Thus, we defined the ex-
tended state vector Xk = [xk

 T, xk-1
 T, …, xk-d

 T] T, and matrices A∈R5(d+1)×5(d+1), 
B∈R5(d+1), G∈R5(d+1), C∈R3×5(d+1), so the dynamics of the system can be rewritten as: 

1 (1 )k k k k k

k k k

u nε+ = + + +
 = +

X AX B G

y CX v
.                        (4) 

In all simulations, the initial state was x0 = [0, 0, m0g, m0g, m0]
T, and the feedback-

delayed time step was set equal to d = 3, according to proprioceptive feedback delay 
(i.e., ~30 ms). Notably, m0 was set equal to 1.3 kg in simulation 1, and 1.6 kg in simu-
lations 2 and 3. 

2.2 Controller Design 

As in the linear quadratic Gaussian (LQG) problem (i.e., optimal feedback control 
with a state estimation problem solved by Kalman filtering), a solution of the control 
problem can be written in state feedback form: ˆ

k k ku = −L X , where ˆ
kX  and kL  are 

the estimated state and feedback gains, respectively. 
An optimal feedback controller also generates motor commands, thus forming state 

feedback. The feedback gain is computed to minimize the following cost function: 

1
2

0

( ) ( )
N

T
k k k

k

J u u
−

=

= + X QX ,                         (5) 
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where Q = diag(wp, wv, wf, 0, 0). Here, wp, wv, and wf are the respective cost weights 
of the vertical hand position, velocity, and force, with the assigned values, wp = 106, 
wv = 104, and wf = 10. The feedback gain is determined by solving the Ricatti Equa-
tion according to the dynamics programming approach. Then, we can set the feedback 
gain as a constant Lk ≈ L0, because the feedback gain was actually invariant, except 
before the terminal time of the simulation when the terminal time was set sufficiently 
long. 

2.3 State Estimator Design 

Similar to an actual biological system, our model could not observe the current state in 
real-time because of feedback delay. Then, we adapted state estimators to estimate the 
current state from sequences of past states and delayed feedback. Thus, the state vector 
was estimated from noisy observations using a state estimator expressed as a so-called 
Luenberger observer: 

1
ˆ ˆ ˆ( )k k k k k ku+ = + + −X AX B K y CX ,                      (6) 

where Kk is a time-varying filter gain matrix (i.e., a function of the uncertainty of the 
estimated state and the measurement noise). We determined the filter gain matrix 
using two approaches, the Kalman filter and the H∞ filter. 

Kalman Filter. We adapted a standard technique to calculate the Kalman gain, as 
follows: 

1( )T T
k k k

−′ ′= +K P C CP C R ,                          (7) 

T
k k k′ = +P AP A U ,  ( )( ) ( )( )T T

k u k u k n nu uσ σ σ σ= +U B B G G ,  T
y y=R σ σ , 

where Pk is the predicted accuracy of the state estimation, given by 1 ( )k k k+ ′= −P I K C P . 
The Kalman gain is computed concurrently at each time step in the simulation, start-
ing with the initial condition, P0 = 10-3 × I. 

H∞ Filter. The H∞ filter can be used to estimate system states that cannot be observed 
directly. In this, it operates similarly to a Kalman filter. However, only H∞ filters are 
robust in the presence of unpredictable noise sources. The H∞ filter is related to the 
mini-max problem of minimizing the estimation error for a maximized disturbance.  

The H∞ filter is a mini-max process for optimizing estimation accuracy with a 
worst-case scenario, assuming disturbance and the noise as deterministic signals. The 
filter gain is derived from the following: 

( ) 12 1 1T T
k k k kγ

−− − −= − +K AZ I Z C R CZ C R .                 (8) 
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Fig. 2. Perceived weight (top row) and hand position (bottom row) profiles (mean ± standard 
deviation [SD]). The mass is changed at the onset time (i.e., 0 ms). (a) Comparison of the per-
formances of the Kalman filter, H∞ filter, and our proposed model in simulation 1. (b) Effects 
of different prior expectations on the proposed model in simulation 1. (c) Different masses 
under the same prior expectation in simulation 2. Solid and dotted lines indicate different cases 
in which the masses of the removed cube are 0 to 0.6 kg. 

where γ is a scalar parameter representing the level of disturbance attenuation, set equal 
to γ = 102 in this study. Then, Zk is given by 

( ) 12 1
1

T T
k k k k kγ

−− −
+ = − + +Z AZ I Z C R CZ A U . However, the following condition must 

hold at each time step k for the estimator above to be a solution to the problem: 
1 2 1T

k γ− − −− + >Z I C R C 0 . The filter gain is computed concurrently at each time step in the 
simulation starting with the initial condition Z0 = 10-3 × I, similar to the Kalman filter. 

Proposed Model. Our proposed model combines current states, estimated by the 
Kalman and H∞ filters. In the model, the estimation process is divided into two com-
ponents, Bayesian and anti-Bayesian estimations, realized with the Kalman and H∞ 
filters, respectively. Here, the estimated states by the Kalman and H∞ filters are 
represented, respectively, by the superscript ‘K’ and ‘H’ (i.e., ˆ K

kp  and ˆ H
kp ). In our 

model, the Kalman and H∞ filters estimate the states independently, and are combined 
to a state vector. The physical state variables and perceived weight are adapted from 
the Kalman and H∞ filters, respectively. Thus, the current state is given by the combi-
nation, as ˆˆ ˆ[ , ]K H T

k k km≅x p . The combined state vector at each time step is used as 

the current estimated state. 

3 Results 

We compared the performances of the Kalman filter, the H∞ filter, and the proposed 
model according to the results of experiment 1 (Fig. 2a). The Kalman filter adjusted the 
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estimated mass slightly, and converged the actual mass at over 5 s. Furthermore, the 
vertical displacement was the largest. The H∞ filter could track the change in mass, and 
the vertical displacement was smaller than that of the Kalman filter because the H∞ filter 
is more sensitive to perturbations than the Kalman filter and ensures robustness for es-
timation of the miss-estimation. The proposed model tracked the changes in mass rapid-
ly, and the estimation was undershot. The magnitude of the vertical displacement was 
almost equal to that of the H∞ filter (i.e., ~40 mm). 
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Fig. 3. Statistical specification of the model. (a) Relationship between the weight miss-
estimations and vertical displacements (motor SWI) (mean ± SD). The data are from simulation 
2. (b) Probability density of the SWI. In the left panel, prior expectations are lighter than the 
actual values (underestimation). In the right panel, prior expectations are heavier than the actual 
values (overestimation). The density functions were modeled with Gaussian functions. 

We then evaluated the proposed model using different prior expectations (i.e., 0.2-
kg underestimation and overestimation) for the same mass (Fig. 2b). The prior expec-
tations were used to set forcibly the estimated mass at the onset time. The baseline, 
for which the prior expectation was the same as the actual mass, was flat in the esti-
mated mass and vertical displacement after the onset time. The underestimation, for 
which the prior expectation was lighter than the actual mass, showed undershooting of 
the estimated mass, and the vertical height was increased. In contrast, overestimation, 
for which the prior expectation was heavier than the actual, showed opposite profiles 
in the mass estimation and vertical profiles. Moreover, in simulation 2, the proposed 
model also predicted opposite features between the underestimation and overestima-
tion of the mass, the magnitudes of which were dependent on the estimation error 
(Fig. 2c).  

From the results of simulation 2, we obtained the relationship between the weight 
miss-estimation and vertical displacement as the motor SWI (Fig. 3a). Values of the 
displacement were adapted to the maximal or minimal value of the profile. The trend 
could be approximated by a first-order linear regression equation (R2 = 0.97).  
Then, we modeled the results of simulation 3 as the density function using a Gaus-
sian function (Fig. 3b). The weight corresponding to the motor SWI was computed 
from the approximate equation given by simulation 2. Moreover, the variance of the 
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sensory measurement was assumed to be due to the generated force. Thus, it was 
computed as (σf

2 + b2σu
2)/g2. As a result, the densities of the perceived weight were 

distributed opposite to the prior expectations across sensory measurements. In con-
trast, the mass density of the motor SWI was plotted between the prior expectations 
and sensory measurements. Thus, the distribution of motor behavior was thought to 
follow a Bayesian integration. However, the perceived weight distribution differed 
from the process, and was similar to an anti-Bayesian integration. 

4 Conclusions 

The SWI cannot be explained on the basis of Bayesian integration, and the brain 
maintains independent representations of object weight for sensorimotor control and 
perception [2]. In this study, we proposed a computational model that could explain 
the features of SWI by combining the Kalman and H∞ filters. The Kalman filter esti-
mated the physical state in the Bayesian integration, and the H∞ filter estimated the 
perceived weight. The combined model could predict the perceived weight, and acted 
similarly to an anti-Bayesian integration in the SWI. Thus, we suggest that weight 
perception in the SWI is realized by the H∞ filter, as an anti-Bayesian estimation, and 
the process is integrated with a Bayesian estimation for sensorimotor control. 
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Abstract. Dimensionality reduction is a fundamental yet active re-
search topic in pattern recognition and machine learning. On the other
hand, Gaussian Mixture Model (GMM), a famous model, has been widely
used in various applications, e.g., clustering and classification. For high-
dimensional data, previous research usually performs dimensionality re-
duction first, and then inputs the reduced features to other available
models, e.g., GMM. In particular, there are very few investigations or
discussions on how dimensionality reduction could be interactively and
systematically conducted together with the important GMM. In this pa-
per, we study the problem how unsupervised dimensionality reduction
could be performed together with GMM and if such joint learning could
lead to improvement in comparison with the traditional unsupervised
method. Specifically, we engage the Mixture of Factor Analyzers with
the assumption that a common factor loading exist for all the compo-
nents. Such setting exactly optimizes a dimensionality reduction together
with the parameters of GMM. We compare the joint learning approach
and the separate dimensionality reduction plus GMM method on both
synthetic data and real data sets. Experimental results show that the
joint learning significantly outperforms the comparison method in terms
of three criteria for supervised learning.

1 Introduction

Dimensionality Reduction (DR) has been an important and fundamental re-
search topic in pattern recognition and machine learning. Over the last fifty
years, there have been many famous proposals in this area. Among them are
Principal Component Analysis (PCA), Independent Component Analysis (ICA),
Fisher Discriminant Analysis (FDA), Latent Diriclet Analysis (LDA), Maxi-
Min Discriminant Analysis (MMDA) [6], and 1-norm based feature selection
approach. In the context of classification or regression, DR could be conducted
in the supervised style by utilizing certain supervised information (e.g., class la-
bels) so as to find a subspace where different classes of data could be separated as
far as possibly. These methods include the above mentioned FDA and MMDA.
On the other hand, when the class information is not available, DR is performed
in an unsupervised way. This family of approaches includes the famous PCA

C.K. Loo et al. (Eds.): ICONIP 2014, Part II, LNCS 8835, pp. 84–92, 2014.
c© Springer International Publishing Switzerland 2014
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and ICA. On the other hand, Gaussian Mixture Model (GMM) has achieved
big success in both supervised learning, e.g., classification and regression, and
unsupervised learning, e.g., clustering.
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(a) 2-d subspace by PCA
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(b) 2-d subspace by joint learning

Fig. 1. Comparison of DR by PCA and the joint learning on simulated data (see
Sect. 4.1). Data points with the same shape are supposed to be clustered together.

When GMM is used for practical data, it is usually to perform dimensionality
reduction beforehand. The purpose is both to reduce the computational time for
high dimensional data and to find a suitable subspace where better clustering
or classification performance could be achieved due to the removal of possible
noisy features. In this setting, the optimal subspace and the following optimal
parameters of GMM are searched separately or independently. Apparently, the
optimal subspace obtained by the independent DR may not be appropriate for
the following GMM. This is particularly the case in the context of unsupervised
learning, e.g., clustering. In supervised learning, class labels could be used for
deriving a good subspace, whilst in unsupervised learning, the principles used
for DR (e.g., maximization of variance in PCA) may not be appropriate for
GMM [4]. Figure 1 (a) illustrates the best 2-dimensional subspace obtained by
PCA in one synthetic data. Clearly, the original clustering information among
data was less obvious after PCA.

To handle unsupervised dimensionality reduction for GMM, we argue that
both the optimal subspace and the parameters for GMM should be jointly
learned. This is significantly different from the traditional setting that the two
steps are usually conducted separately. Specifically, we engage the Mixture of
Factor Analyzers (MFA) [5] where a common factor loading is assumed to ex-
ist for all latent factors. Importantly, when this special MFA called MCFA is
optimized via the modified EM algorithm, the common factor loading could be
regarded as the dimensionality reduction matrix, while the mixture of latent fac-
tors can be regarded as the GMM. When GMM is used for unsupervised cluster-
ing, its joint learning with the DR subspace would make the clustering properties
clearly reserved and even clear. To see the advantages, we also show in Figure 1
(b) the subspace obtained by the joint learning method. Obviously, it could lead
to much better clustering performance, especially compared with PCA.
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It should be noted that although mixture of factor analysis has been earlier
discussed literatures such as [1], it was presented from the viewpoint of data
analysis rather than dimensionality reduction. More importantly, the idea of
using common loadings, or the joint learning, could also be applied in other
mixture models [2]. This presents one important contribution of this paper.

2 Notation

Finite mixture of models are important models and have been widely used in
many applications [3]. In the following, we present the notation used in this paper
with the focus on introducing GMM. Suppose y be a p-dimensional vector of
feature variables. The density of y could be modeled by a mixture of g multi-
variate normal component distributions P (y; θ) =

∑g
i=1 πiN (y;μi, σi), where

each gaussian distribution N (y;μ, σ) is known as a component of this model
and describes the p-variate normal density function with mean μ and covariance
matrix σ. The unknown parameter vector θ consists of the mixture weight πi,
the means of component μi, and the covariance of component matrices σi(i =
1, . . . , g). This vector can be estimated by maximizing the log-likelihood function:
logL(θ) =

∑n
j=1 logP (yj ; θ), where {yj} (j = 1, . . . , n) is an observed random

sample set. By using the Expectation-Maximization (EM) algorithm [1], the
local maximizers of log-likelihood function can be obtained as follows:

π
(k+1)
i =

1

n

n∑

(i=1)

P (k)(ωi | yj ; θ), μ(k+1) =

∑n
(i=1) P

(k)(ωi | yj ; θ)yj∑n
(i=1) P

(k)(ωi | yj ; θ)

σ(k+1) =

∑n
(i=1) P

(k)(ωi | yj ; θ)(yj − μ(k))(yj − μ(k))T
∑n

(i=1) P
(k)(ωi | yj ; θ)

.

In the above, ωi represent the i-th latent component category that each sample
yj belongs to. With the Bayes theorem, the posterior distribution P (ωi | yj; θ)

can be expressed as P (ωi | yj ; θ) =
πiN (yj ;μi,σi)∑g

h=1
πhN (yj ;μh,σh)

, i = 1, . . . , g; j = 1, . . . , n.

Here, as the categories ωi of each sample yj are unknown, the latent variable
is the indicator variable ω, ω = {0, 1}, πi = P (ωi = 1). A data point could be
assigned to the component that has the highest estimated posterior probability.

3 Unsupervised Dimensionality Reduction with MCFA

In this section, we will present the mixtures of factor analyzers with common
factor loadings (MCFA). This model learns jointly the dimensionality reduction
and the parameters of GMM. We will first describe the model definition, and
then introduce the involved optimization.
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3.1 Model Description

Suppose Y = (Y1, . . . , Yp)
T be generated by linear combination with q-

dimensional vector of (unobservable) factors Zi1, . . . ,Zin. In MFA, the mixture
weight πi, (i = 1, . . . , g) is modeled as

Yj − μi = ΛZij + eij , (1)

where Λ is called the factor loading vector, the factors Zij are distributed in-
dependently as N (0, Iq), eij is random noise distributed independently under
N (0,Di). Here Di is a q × q positive definite symmetric matrix (i = 1, . . . , g).
MCFA further assumes the additional restrictions:

μi = Aξi; σi = AΩiA
T +D; Di = D; Λi = AKi, (2)

where A is a p× q matrix, ξi is a q-dimensional vector (i = 1, . . . , g), and D is
a diagonal p× p matrix. Hence the distribution of Yj is modeled as

Yj = AZij + eij , (3)

where the (unobservable) factors Zij are distributed independently under
N (ξi,Ωi), eij is random noise distributed independently under N (0,D), and
D is a diagonal matrix. Here the common loading A can easily be seen as the
transformation matrix, reducing p-dimensional to a latent q-dimensional space.

With the above definitions, the MCFA model can be written as

P (y; θ) =

g∑

i=1

n∑

j=1

πiN (yj ;Aξi,AΩiA
T +D).

Assume we have a mixture of g components by the component-indicator labels
ωi, where ωi is one or zero depending on whether or not yj belongs to the i-th
component of the model. The likelihood function can then be written as

L(y) =
g∏

i=1

n∏

j=1

P (yj | Zij , ωi)P (Zij | ωi)P (ωi).

Since the factors are distributed independently N(ξi,Ωi), we have P (Zij | ωi) =
N (Zij | ξi,Ωi). Then, the log-likelihood function is given by

logLc(θ) =

g∑

i=1

n∑

j=1

ωij{logπi + logN (yj ;Auij ,D) + logN (Zij ; ξi,Ωi)}. (4)

In the next subsection, we will introduce how to use EM to find the dimen-
sionality reduction matrix A as well as the parameters of GMM.

3.2 Optimization

Maximization of (4) can be conducted by the famous EM algorithm, or in partic-
ularly, the alternating expectation-conditional maximization algorithm
(AECM) [5].
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E-step. At this step, we need to compute expectations of the hidden variables
τij , E(Z | yj , ωi) and E(ZZ′ | yj , ωi) that appear in the log-likelihood for all
data point j = 1, . . . , n and mixture components i = 1, . . . , g. It is easily verified
that

E(Z | yj , ωi) = ξi + γT
i (yj −Aξi), (5)

E(ZZ′ | yj , ωi) = (Iq − γT
i A)Ωi + E(Z | yj , ωi)E(Z | yj , ωi)

′, (6)

where γi = (AΩiA
T )−1AΩi.

At each iteration, it is also necessary to compute the conditional expectation
of (4) denoted by Q(θ; θ(k)). Given the observed data y and θ(k), we have

Q(θ; θ(k)) := P (Zk | yk; θ). (7)

The conditional expectation of the component labels ωij(i=1, . . . , g; j=1, . . . , n)
can be written as Eθ{ωij | yj} = Prθ{ωij = 1 | yj} = τi(yj ; θ), where τi(yj) is
the posterior probability that yj belongs to the ith component. From (2), it can
then be obtained

τi(yj ; θ) =
πiφ(yj ;Aξi,AΩiA

T +D)∑g
h=1 πhφ(yj ;Aξh,AΩhAT +D)

, (8)

Denoting τ
(k)
ij = τi(yj ; θ

(k)), we can transform (7) as

Q(θ; θ(k)) =

g∑

i=1

n∑

j=1

τ
(k)
ij {log πi + Eθ(k){logN (yj ;Azij , D)|yj , ωij = 1}

+ Eθ(k){logN(zij ; ξi,Ωi)|yj , ωij = 1}}.

M-step. At the (k+1)-th iteration of the EM algorithm, the M-step consists of

calculating the updated estimates π
(k+1)
i , ξ

(k+1)
i , Ω

(k+1)
i , A(k+1) and D(k+1) by

maximization of Q(θ; θ(k)). The updated estimates of the mixing proportions πi

are derived in the case of the normal mixture model by π
(k+1)
i = 1

n

∑n
j=1 τ

(k)
ij ,

(i = 1, . . . .g). Concerning the other parameters, we have the following

ξ
(k+1)
i =ξ

(k)
i +

∑n
j=1 τ

(k)
ij ϕ(k)

∑n
j=1 τ

(k)
ij

,Ω
(k+1)
i =

∑n
j=1 τ

(k)
ij ϕ(k)ϕ(k)T

∑n
j=1 τ

(k)
ij

+ (Iq − ϕ(k))Ω
(k)
i ,

ϕ(k) = (A(k)Ω
(k)
i A(k)T +D(k))−1A(k)Ω

(k)
i (yj −A(k)ξ

(k)
i ).

The updated estimates D(k+1) = diag(D
(k)
1 +D

(k)
2 ), where

D
(k)
1 =

∑g
i=1

∑n
j=1 τ

(k)
ij D(k)(Ip − β

(k)
i )

∑g
i=1

∑n
j=1 τ

(k)
ij

, β
(k)
i = (A(k)Ω(k)A(k)T +D(k))−1D(k),

D
(k)
2 =

∑g
i=1

∑n
j=1 τ

(k)
ij β

(k)T

i (yj −A(k)ξ
(k)
i )(yj −A(k)ξ

(k)
i )Tβ

(k)
i

∑g
i=1

∑n
j=1 τ

(k)
ij

.
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We also have A(k+1) = (
∑g

i=1 A
(k)
1i )(

∑g
i=1 A

(k)
2i )−1, where A

(k)
1i =∑g

i=1 τ
(k)
ij {yjE(k)(Z | yj , ω

(k)
i )};A(k)

2i =
∑g

i=1 τ
(k)
ij {E(k)(ZZ′ | yj , ω

(k)
i )}.

4 Experiments

In this section, we evaluate the performance of the joint learning approachMCFA
on one simulation and three real data sets (obtained from UCI machine learning
repository) in comparison with the PCA followed by GMM. Following previous
research, we report the error rate (ERR), the adjust rand index (ARI), and
the Bayesian information criterion (BIC) to compare different algorithms. Note
that, although we did not use any labeled information in clustering, the clustering
result for each sample is known beforehand in the data sets used. Hence we could
exploit ERR as the evaluation metric for clustering.

Table 1. Comparison among the MCFA and PCA-GMM on Simulated Data

MCFA PCA

Cluster DIM ERR BIC ARI Cluster DIM ERR BIC ARI

2 2 0.3333 4173 0.5600 2 2 0.3333 3153 0.5553
3 2 0.0100 4105 0.9702 3 2 0.0300 3080 0.9126

Simulation Data. To validate the effectiveness of the joint learning approach
MCFA, we first performed a simulation experiment. We generated 300 random
vectors from each of g = 3 different three-dimensional multivariate normal dis-
tributions. The three distributions have respectively means μ1 = (0, 0, 0)T , μ2 =
(2, 2, 6)T , μ3 = (8, 8, 8)T , and covariance matrices

Σ1 =

⎛

⎝
4 −1.8 −1

−1.8 2 0.9
−1 0.9 2

⎞

⎠ , Σ2 =

⎛

⎝
4 1.8 0.8

1.8 2 0.5
0.8 0.5 2

⎞

⎠ , Σ3 =

⎛

⎝
4 0 −1

−1.8 2 0.9
−1 0.9 2

⎞

⎠ .

We compared the performance of MCFA with PCA, and plot the unsupervised
feature reduction results on Figure 1. It is obvious the joint learning approach
leaded to better data separation. To quantitatively evaluate the clustering per-
formance, we compute the ERR, ARI and BIC with the PCA followed by GMM
and the joint learning MCFA. These results are shown in Table 1. From the ta-
ble, the lowest BIC of both approaches are pointed to 3 clusters, indicating that
3 is the best cluster number. Moreover, in case of 3 cluster number, the joint
learning MCFA outperformed PCA followed by GMM significantly in terms of
the other two criteria.
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Table 2. Comparison among MCFA and PCA+GMM on User Knowledge Data

User Knowledge Modeling

MCFA PCA

Cluster DIM ERR BIC ARI Cluster DIM ERR BIC ARI

2
2 0.3891 -117 0.4474

2
2 0.4358 187 0.2469

3 0.3891 -87 0.4474 3 0.4514 212 0.2896
4 0.3891 -48 0.4474 4 0.4553 150 0.2442

3
2 0.3074 -126 0.4190

3
2 0.3735 210 0.3001

3 0.3035 -121 0.4242 3 0.3969 232 0.2924
4 0.3074 -22 0.4477 4 0.4786 159 0.1781

4
2 0.1634 -142 0.6456

4
2 0.4008 225 0.2771

3 0.1868 -92 0.6240 3 0.4591 230 0.2791
4 0.2451 -86 0.5901 4 0.4669 216 0.2593

User Knowledge Modeling Data. This data set consists of n = 403 samples
and 5 attribute information. The classes are four knowledge levels of the students.
As we usually do not know the cluster number, we have compared the joint
learning MCFA and PCA+GMM in case of various cluster number and different
dimensionality ranged from 2 to the feature number. We report the comparison
results in Table 2. Again, it is observed that almost in all the cases, the joint
learning demonstrated the better performance than PCA+GMM. Furthermore,
the best estimated cluster number of MCFA is 4 and 2 factors according to the
lowest BIC. This setting also achieved the lowest ERR, and the highest ARI. It
is significantly better than the best case of PCA+GMM.

Table 3. Comparison among the MCFA and PCA+GMM on Physical Data

Physical Data

MCFA PCA

Cluster DIM ERR BIC ARI Cluster DIM ERR BIC ARI

2

2 0.3146 7398 0.4717

2

2 0.3258 4142 0.3963
3 0.2921 7134 0.5397 3 0.3202 5106 0.4219
4 0.2921 7010 0.5298 4 0.3202 5945 0.4820
5 0.2753 6962 0.5711 5 0.3258 6452 0.4088
6 0.2697 6973 0.5820 6 0.3315 6922 0.3916
7 0.2697 6986 0.5820 7 0.2865 7255 0.5499
8 0.2697 7045 0.5820 8 0.2921 7487 0.5397

3

2 0.0562 7384 0.8298

3

2 0.2978 4130 0.3827
3 0.0225 7096 0.9295 3 0.2697 5109 0.4302
4 0.0225 6922 0.9309 4 0.1401 5872 0.6170
5 0.0169 6935 0.9485 5 0.0730 6413 0.7822
6 0.0056 6881 0.9817 6 0.0562 6905 0.8319
7 0.0056 6948 0.9817 7 0.0618 7253 0.8185
8 0.0056 6944 0.9832 8 0.0449 7462 0.8708

4

2 0.0618 7411 0.8145

4

2 0.2978 4165 0.3600
3 0.0393 7106 0.8792 3 0.2865 5143 0.3977
4 0.0169 6999 0.9470 4 0.1404 5863 0.6479
5 0.0169 6988 0.9470 5 0.1124 6445 0.7531
6 0.0169 7018 0.9551 6 0.1180 6992 0.7436
7 0.0056 7099 0.9833 7 0.0899 7327 0.8355
8 0.0056 7121 0.9900 8 0.1011 7505 0.8264
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Physical Data. This data set contains results of a chemical analysis of wines
grown in the same region in Italy but derived from three different cultivars.
It consists of 178 samples with 13 constituents and 3 classes. Again, we have
compared the joint learning MCFA and PCA+GMM in Table 3 in cases of
various cluster number and different dimensionality ranged from 2 to the feature
number. Obviously, in almost all the cases, the joint learning leaded to better
performance than PCA+GMM in terms of ERR and ARI. Furthermore, the best
estimated cluster number of MCFA is 3 according to the lowest BIC. This also
matches the class number in this data set. Such setting again achieved the lowest
ERR, and the highest ARI, which outperformed that of PCA+GMM.

Iris Data. The data set contains 3 classes of 150 3-dimensional instances. Using
the similar setting in the previous data, we present the performance of the joint
learning model MCFA and PCA+GMM approaches in Table 4. Once again,
MCFA demonstrated better performance than PCA+GMM. In particular, when
cluster number is set to 2, MCFA performed the same as PCA+GMM, while it
outperformed significantly in cases of 3 and 4 cluster numbers.

Table 4. Comparison among the MCFA and PCA+GMM on Iris Data

Iris

MCFA PCA

Cluster DIM ERR BIC ARI Cluster DIM ERR BIC ARI

2
2 0.3333 624 0.5681

2
2 0.3333 672 0.5681

3 0.3333 571 0.5681 3 0.3333 717 0.5681

3
2 0.0200 654 0.9410

3
2 0.0267 672 0.9222

3 0.0200 571 0.9410 3 0.0267 733 0.9222

4
2 0.0200 692 0.9410

4
2 0.0533 706 0.8700

3 0.0200 628 0.9410 3 0.0800 755 0.8570

5 Conclusion

This paper mainly introduced a method learning jointly both the optimal
subspace and the parameters for GMM. This is significantly different from tra-
ditional unsupervised dimensionality reduction for GMM, where the dimension-
ality reduction and parameter learning are usually conducted independently. A
series of experiments on 1 synthetic and 3 real data sets showed that the engaged
joint learning approach consistently outperformed the competitive model.
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Abstract. In this paper we present a novel graph kernel framework
inspired the by the Weisfeiler-Lehman (WL) isomorphism tests. Any
WL test comprises a relabelling phase of the nodes based on test-specific
information extracted from the graph, for example the set of neighbours
of a node. We defined a novel relabelling and derived two kernels of
the framework from it. The novel kernels are very fast to compute and
achieve state-of-the-art results on five real-world datasets.

1 Introduction

In many real world learning problems, input data are naturally represented as
graphs [18][20]. A typical approach for solving machine learning tasks on struc-
tured data is to project the input data onto a vectorial feature space and then
perform learning on such space. Ideally, a good projection should ensure non-
isomorphic data to be represented by different vectors in feature space, i.e. to
be injective. When high dimensional data, such as graphs, is involved, specific
challenges arise, especially from the computational point of view.

Kernel methods are considered to be among the most successful machine
learning techniques for structured data. They replace the explicit projection in
feature space with the evaluation of a symmetric semidefinite positive similarity
function, called the kernel function. A major advantage of kernel methods is
that very large, possibly infinite, feature spaces can be utilized by the learning
algorithm with a computational burden dependent on the complexity of the
kernel function and not on the size of the feature space. Unfortunately, any kernel
function for graphs, whose correspondent feature space projection is injective, is
as hard to compute as deciding whether two graphs are isomorphic [8], which is
believed to be a NP-Hard problem.

As a consequence, in order to have computationally tractable kernel functions
for graph data, a certain amount of information loss is inevitable. Most kernel
functions for graphs associate specific types of substructures to features. The
evaluation of the kernel function is then related to the number of common sub-
structures between two input graphs. Such substructures include walks [11] [12]
[16], paths [1] [9], specific types of subgraphs [3] [15] and tree structures [5]. Such
kernels, with the exception of the ones in [5] and [9], are computationally too
demanding to be used with large datasets and are effective when the correspon-
dent features are relevant for the current task. Recently, the Fast Subtree Kernel

C.K. Loo et al. (Eds.): ICONIP 2014, Part II, LNCS 8835, pp. 93–100, 2014.
c© Springer International Publishing Switzerland 2014



94 G. Da San Martino, N. Navarin, and A. Sperduti

has been proposed [14]. It has linear complexity (in the number of edges) and its
features are subtree patterns of the input graphs. The kernel computes a rough
approximation of the one-dimensional Weisfeiler-Lehman isomorphism test [19],
with the explicit goal of being fast to compute.

In this paper we present two kernel functions for graphs inspired by extensions
of the Weisfeiler-Lehman isomorphism test. We define kernels whose feature
space is much larger than the Fast Subtree Kernel with a modest increase in
computational complexity.

2 Weisfeiler-Lehman Isomorphism Test and Extensions

Some notation is first introduced. A graph is a triplet G = (V, E, L), where V
is the set of nodes and |V | its cardinality, E the set of edges and L() a function
returning the label of a node. A graph is undirected if (vi, vj) ∈ E ⇔ (vj , vi) ∈ E,
otherwise it is directed. A path of length n−1 in a graph is a sequence of distinct
nodes v1, . . . , vn such that (vi, vi + 1) ∈ E for 1 ≤ i < n ; if v1 = vn the path
is a cycle. The distance d(vi, vj) between the nodes vi, vj is the length of any
shortest path connecting them.

We can now describe the Weisfeiler-Lehman isomorphism test and a few ex-
tensions [2] [6], which are all based on a relabelling process of the nodes of a
graph G = (V, E, L). We introduce two functions which, instantiated, deter-
mine the isomorphism test: π(G, v), where v ∈ V , and h() with the constraint
that the codomain of π(G, v) must coincide with the domain of h(). The role
of π(G, v) is to extract specific information from G: for example in the one-
dimensional WL (1-dim WL) test π(G, v) extracts the set of neighboring nodes
of v: π(G, v) = {u|u ∈ V, d(u, v) = 1}. The function h() associates a unique nu-
merical value (colour in the mathematical jargon) to each π(G, v) and h(π(G, v))
will be used as novel label for v. In order for h() to be well defined, a canonical
representation for elements in its domain has to be defined, which practically
boils down to defining a partial ordering between π(G, v) elements. For example,
in the 1-dim WL test the elements of π(G, v) are sorted alphabetically according
to their labels.

The algorithm for computing the isomorphism test proceeds by iteratively
relabelling G nodes by means of a family of functions Li

π():

Li
π(v) = h(π(Gi−1, v)), (1)

where G0 = (V, E, L) and Gi = (V, E, Li
π) for i > 0. The functions Li

π(v) are
constructed for all i ≤ i∗, where i∗ is the lowest index for which, ∀v ∈ V ,
Li∗

π (v) = Li∗+1
π (v). Note that i∗ ≤ |V | for the 1-dim WL test [13]. By applying

the relabelling in eq. (1) to graphs G and G′, we obtain two multisets of node
labels: {Li∗

π (v)|v ∈ V } and {Lj∗
π (v′)|v′ ∈ V ′}. If such multisets are different,

then the two graphs are not isomorphic. On the contrary, if the two multisets
are identical, there is not enough information to tell whether the two graphs are
isomorphic.
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Extensions to the 1-dim WL test have been proposed to increase the discrimi-
native power of the test. Their idea is to enrich the type of information used in the
relabelling phase [6], [13]. The extension proposed by Miyazaki [13] considers the
colour of the nodes up to distance K: π(G, v) = {(l, u)|u ∈ V, d(v, u) = l ≤ K};
π(G, v) elements, i.e. the tuples (l, u), are ordered according to the relation
(l, u) < (l′, u′) ⇔ l < l′∨ (l = l′ ∧ Lπ(u) < Lπ(u′)), where Lπ() is a generic
labelling function. In the extension of Oliveira et al. [6], h() is defined on paths,
which are ordered according to the sequence of labels of the nodes in the path.
Specifically, π(G, v) extracts, for each u ∈ V , the shortest path between v, u
having lower h() value: let s(v, u) be the set of shortest paths connecting u and
v, π(G, v) = ∪u∈V arg minp∈s(v,u) h(p).

3 Weisfeiler-Lehman Kernel Framework

Let us consider a function πr(G, v) depending on a parameter r, with 1 ≤ r ≤ K.
Given a graph G = (V, E, L), the application of eq. (1), for a fixed r value at
the i-th iteration, yields the graph Gi

r = G(V, E, Li
πr

), which differs from the
original graph only in the labelling function.
Definition 1. Let k() be any kernel for graphs that we will refer to as the base
kernel. Then the Extended Weisfeiler-Lehman kernel with h iterations, depth K
and base kernel k() is defined as:

WLK
h (G, G′) =

K∑

r=1

h∑

i=0
k(Gi

r, G
′i
r ). (2)

Since the functions in eq. (1) are well defined and the Extended Weisfeiler-
Lehman kernel of eq. (2) is a finite sum of positive semidefinite functions, it is
also positive semidefinite.

Let us now present the main contribution of the paper, i.e. two novel kernels
which are instances of eq. (2). For both kernels the function π(G, v) returns
the following Directed Acyclic Graph (DAG) rooted at v: Dr(v) = (Vr, Er, L)
where Vr = {u ∈ V |d(v, u) ≤ r} and Er consists in all edges of G that appear
in any of the shortest path connecting v and any u ∈ Vr (see Fig. 1-b for an
example). In order to have a canonical representation for the DAG Dr(v), the
ordering for DAG nodes described in [5] is used. The function h() assigns a unique
numerical value to each DAG, and it can be implemented efficiently as presented
in [4]. Let the maximum number of nodes of each DAG Dr(v) be |Dr|. Then it
can be shown that |Dr| is O(ρr) [5], where ρ is the maximum node outdegree.
Computing all the indices Li

πr
() for a graph G has worst-case time complexity

O(|Dr||V | log |Dr||V |) (see [5] for details). Assuming ρ constant (a condition that
usually holds in real-world datasets) the worst-case time complexity reduces to
O(|V | log |V |).

In the first proposed kernel, that we will refer to as WLNS−DDK , the base
kernel is defined as

k(Gi
r, G

′i
r ) =

∑

v∈V

∑

v′∈V ′
δ(Li

πr
(v), Li

πr
(v′)), (3)
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Fig. 1. Steps for obtaining some of the features of the W LDDK kernel: a) an input
graph G; b) the DAG resulting from the application of π(G, v) where v is the node
labelled as s; c) the tree visit T (v); d) the features of the ST kernel related to T (v)

where δ is the Kronecker’s delta function. Note that computing the kernel is
equivalent to performing a hard match between the DAGs encoded by Li

πr
(v)

and Li
πr

(v′). If we order the list of indices {Li
πr

(v)|v ∈ V } and {Li
πr

(v′)|v′ ∈ V ′},
then eq. (3) can be computed in O(|V | log |V |) time.

The second kernel we propose, referred to as WLDDK , differs from the first
one only in the base kernel k(). Let T (v) be the function that, first computes
the DAG πr(G, v) and then returns the tree resulting from the breadth-first visit
of the DAG starting from v (see Fig. 1-c for an example). Finally, k() can be
defined as any kernel for trees applied to T (v) and T (v′), for example the subtree
kernel (ST) [17]:

k(v, v′) =
∑

v∈V

∑

v′∈V ′
kST (T (v), T (v′)). (4)

The ST kernel counts the number of matching proper subtrees of T (v) and T (v′),
where a proper subtree of a tree T rooted at u is the subtree composed by u and
all of its descendants (in Fig. 1-d are listed the set of proper subtrees of the tree
in Fig. 1-c). The complexity of kST (T, T ′) is O(n log n) where n = min(|T |, |T ′|).
Assuming ρ constant, O(|T (v)|) = O(|Dr(v)|). By using the algorithm described
in [5], the complexity of computing eq. (4) is O(|V | log |V |).

There are a number of kernels in literature that are instances of eq. (2).
The Fast Subtree Kernel (FS) counts the number of identical subtree pat-
terns of depth h [14]. It can be obtained from eq. (2) by setting: i) K = 1;
ii) π(G, v) = {u|u ∈ V, d(v, u) = 1} and then ordering π(G, v) elements alpha-

betically according to their labels; iii) the base kernel k() is the one in eq. (3).
The ODD-STh, described in [5], is an instance of the WLDDK of eq.(4) and it
is obtained setting h = 0 in eq. (2).

4 Experimental Results

In this section, we compare the two kernels presented in Section 3 against other
state-of-the-art kernels on five real-world datasets.

We considered the Fast Subtree kernel [14], the ODD-STh kernel [5] (described
in section 3) and the NSPDK kernel [3] , that computes the exact matches be-
tween pairs of subgraphs with controlled size and distance. For the assessment of
the performance of the proposed kernels, we considered five real-world datasets:



Graph Kernels Exploiting WL Graph Isomorphism Test Extensions 97

Table 1. Average accuracy results ± standard deviation in nested 10-fold cross val-
idation for the Fast Subtree, the Neighborhood Subgraph Pairwise Distance, the
KODD−STh, W LNS−DDK and W LDDK kernels obtained on CAS, CPDB, AIDS, NCI1
and GDD datasets. The rank of the kernel is reported between brackets.

Kernel CAS CPDB AIDS NCI1 GDD AVG Rank
FS 81.05 (5) 73.22 (5) 75.61 (5) 84.77 (3) 76.21 (2) 4

(±0.50) (±0.78) (±1.00) (±0.31) (±1.15)

NSPDK 83.60 (2) 76.99 (2) 82.71 (3) 83.46 (4) 74.09 (5) 3.2
(±0.34) (±1.15) (±0.66) (±0.46) (±0.91)

ODD − STh 83.34(3) 76.44 (4) 81.51(4) 82.10 (5) 75.23(4) 4
(±0.31) (±0.62) (±0.74) (±0.42) (±0.70)

W LNS−DDK 82.96 (4) 77.03 (1) 82.80 (2) 84.79 (2) 77.20 (1) 2
(±0.49) (±1.18) (±0.66) (±0.36) (±0.65)

W LDDK 83.91 (1) 76.52 (3) 82.93(1) 84.90 (1) 75.45 (3) 1.8
(±0.29) (±1.16) (±0.71) (±0.33) (±0.86)

CAS1, CPDB [10], AIDS [20], NCI1 [18] and GDD [7]. All the datasets rep-
resent binary classification problems. The first four datasets involve chemical
compounds, represented as graphs where the nodes represent the atoms (labelled
according to the atom type) and the edges the bonds between them. In chemical
compounds, there are no self-loops. GDD is a dataset of proteins, where each
protein is represented by a graph, in which the nodes are amino acids and two
nodes are connected by an edge if they are less than 6◦ Angstroms apart. CAS
and NCI1 are the largest datasets, with 4337 and 4110 examples, respectively.
For more information about the datasets, please refer to [5].

All the kernels have been employed together with a Support Vector Machine.
The C parameter of the SVM has been selected in the set {0.01, 0.1, 1, 10, 100}.
For all the experiments, the values of the parameters of the ODD-STh kernel
have been restricted to: h = {1, 2, . . . , 8} λ = {0.1, 0.2, . . . , 2.0} (λ is a parameter
of KST ); for the Fast Subtree Kernel we optimized the only parameter of the
kernel h = {1, 2, . . . , 10} ; for the NSPDK kernel we optimized the parameters
r = {1, 2, . . . , 8} and d = {1, 2, . . . , 8}. Concerning the two kernels presented
in this article, their parameters are K = {1, 2, 3, 4} , h = {0, 1, 2, . . . , 8} and
λ = {0.1, 0.2, . . . , 2.0}. The parameters range has been selected in such a way
that the computational time needed for the calculation of the kernel matrices
is roughly comparable, i.e. at most one hour on a modern PC. For parameter
selection we adopt a technique commonly referred to as nested K-fold cross
validation following [14]. All the experiments have been repeated 10 times and
the average results (with standard deviation) are reported.

Table 1 summarizes the average accuracy results of the proposed kernels and
the state-of-the-art ones on the considered datasets. The mean accuracy is re-
ported with the standard deviation. Between brackets, the ranking of the specific

1 http://www.cheminformatics.org/datasets/bursi

http://www.cheminformatics.org/datasets/bursi
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Fig. 2. Comparison between the time needed for computing the Gram matrix on the
NCI1 dataset for the different kernels, as a function of the parameter: h for FS and
W LNS−DDK, K for ODD − ST , r for NSPDK

kernel on the dataset is reported. In the rightmost column, the average ranking
value on all the datasets for each kernel is reported. When considering single
datasets, there is no dataset where NSPDK or FS kernels rank first. On all the
considered datasets, either WLNS−DDK or WLDDK outperforms the other ker-
nels. If we look at the average ranking, the situation is clearer. The best average
ranking of the competing kernels is the one of NSP DK, with a value of 3.2.
The WLNS−DDK has an average ranking of 2. WLDDK performs slightly bet-
ter, with an average ranking value of 1.8. These results clearly show that, on
the considered datasets, the WL kernel family performs better than the other
kernels present in literature.

Figure 2 reports the computational time, in seconds, needed from the
WLNS−DDK kernel and the competing ones to compute the Gram matrix for
the NCI1 dataset. The computation time required by WLDDK is very similar
and thus omitted.

5 Conclusions and Future Work

This paper proposed a new framework for the definition of graph kernels based
on a generalization of the 1-dimensional WL test. The framework can be instan-
tiated with any kernel for graphs as a base kernel. In particular, we analyzed
two instances inspired by the Decompositional DAGs graph kernels [5]. The two
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kernels show state-of-the-art predictive performance on five real-world datasets,
with a computational burden that, on such datasets, grows only linearly with
respect to the kernel parameters. As a future work, we will explore other members
of the framework.
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Abstract. Early diagnosis of skin cancer is one of the greatest challenges due to 
lack of experience of general practitioners (GPs). This paper presents a clinical 
decision support system aimed to save lives, time and resources in the early di-
agnostic process. Segmentation, feature extraction, and lesion classification are 
the important steps in the proposed system. The system analyses the images to 
extract the affected area using a novel proposed segmentation method H-FCM-
LS. A set of 45 texture based features is used. These underlying features which 
indicate the difference between melanoma and benign images are obtained 
through specialized texture analysis methods. For classification purpose, self-
advising SVM is adapted which showed improved classification rate as com-
pared to standard SVM. The diagnostic accuracy obtained through the proposed 
system is around 90% with sensitivity 91% and specificity 89%. 

Keywords: Skin Cancer, diagnosis, feature extraction, classification, self-
advising support vector machine. 

1 Introduction 

Malignant melanoma is one of the deadliest forms of skin cancer. A rapid increase in 
melanoma cases is observed in Europe, North America, and Australia over the last 
decade. Over 76,250 new cases of invasive melanoma were diagnosed in the US in 
2012 [1]. An estimated 1,890 Australians die from skin cancer each year [2]. From 
treatment point of view, skin cancer is one of the most expensive forms of cancer, but 
early diagnosis can make the situation better as melanoma has near 95% cure rate if 
diagnosed and treated in early stages [1].  

A Computer Aided Diagnostic (CAD) system for diagnosis of skin cancer is aimed 
to find the exact boundaries of a lesion automatically and also to provide an estimate 
of the probability of a disease. There are various diagnostic systems proposed in lite-
rature [3-5] but as we discussed in [6] more research is required to make the best 
choice and for setting the benchmarks for diagnostic system development and valida-
tion. This paper presents a part of our research being carried out to come up with the 
best combination of segmentation, feature extraction and classification algorithms 
which can consequently form the basis of a more generalized and efficient skin cancer 
diagnostic system. The diagnostic model proposed here is shown in Fig. 1.  
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The proposed decision support system uses adaptive median filter for pre-
processing of image to reduce the ill effects and various artifacts like hair that may be 
present in the images. It is followed by the detection of the lesion by our Histogram 
based fuzzy C means thresholding algorithm presented in [7]. This algorithm pro-
vided efficient segmentation results as compared to other segmentation methods used 
in literature; the comparative analysis is presented in [8]. Once the lesion is localized, 
texture based features are quantified. Finally, Self-advisable Support Vector machine 
(SA-SVM) is used for classification of cancerous and non-cancerous skin lesions. 

This paper is organized as follows: Section 2 describes the computer-aided diag-
nosing (CAD) system which consists of pre-processing, segmentation, features extrac-
tion and classification stages. Section3 presents the experimental results, comparative 
analysis and discussion, and final section for conclusions and future work. 

 

Fig. 1. Computer Aided Diagnostic Support System 

2 Proposed CAD System 

2.1 Pre-processing 

Skin images have certain extraneous artifacts such as skin texture, dermoscopic gel 
and hair that make border detection a bit difficult. It is necessary to pre-process the 
images with a smoothing filter like adaptive median filter. The median filter also  
performs well as long as the spatial density of the impulse noise is not too large. 
However the adaptive median filtering has a better capability to handle impulse noise 
with even larger probabilities. An additional benefit of the adaptive median filter is 
that it seeks to preserve details while smoothing the non-impulse noise [9]. Consider-
ing the high level of noise that may be present in skin lesion images and the need of 
preserving structural details, the adaptive median algorithm performed quite well. 

2.2 Segmentation 

In one of our previous work [10], We proposed a segmentation algorithm, histogram 
analysis based fuzzy C mean algorithm for Level Set initialization (H-FCM-LS) as 
presented in figure 2. In the proposed method, histogram analysis of image was done 
to see average intensity distribution in the images and then the hard threshold was 
selected between classes with dominant intensity values. This method was further 
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used as an initializing step for complex segmentation method like Level set having 
spatial information. Segmentation results for some of the skin lesion images are 
shown in figure 2. For details of algorithm refer to [10].  

 

Fig. 2. Block Diagram & Results of Segmentation Algorithm (H-FCM-LS) 

2.3 Feature Extraction 

Texture analysis can potentially expand the visual skills of the expert eye by extract-
ing features that are relevant to diagnostic problem and not necessarily visually  
extractable. Three types of methods for texture based feature extraction are used here 
1) model-based 2) statistical and 3) transform-based.  

Gray Level Co-occurrence Matrix (GLCM) 
GLCM was introduced by Haralick [11] provides one of the most popular statistical 
methods in analysis of grey tones in an image. The GLCM functions characterize the 
texture of image by calculating how often pairs of pixel with specific values and in a 
specified spatial relationship occur in an image, creating a GLCM, and then extracting 
statistical measures from this matrix. Details for GLCM based features that are used 
for classification stage can be found in [12].  

Grey-Tone Difference Matrix (GTDM) 
GTDM was suggested by Amadasun [13] in an attempt to define texture measures 
correlated with human perception of textures. A GTDM matrix is a column vector 
containing G elements. Its entries are calculated based on the difference between in-
tensity level of a pixel and average intensity computed over a square, while sliding 
window centered at the pixel. Suppose the image intensity level IL(x,y) at location 
(x,y) is I, i=0,1,… G-1. The average intensity over a window centered at (x,y) will be 
IL(i) = I(x,y) = ∑ ∑ ,  , where K specifies the window size 

and W= (2K+1)2. The ith entry of GTDM x is s(i)=∑ ∑ |  | for all pixel 
having intensity level I, otherwise, s(i)=0. Mathematical formulae for GTDM based 
features used here are given in Table 1. 
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Table 1. GTDM based Features 

Feature Mathematical Equation 
Coarseness 

 
 

Contrast 1 1 1
 

Business ∑∑ ∑ | | 0 , 0 

Complexity | |   0 , 0 

 
Texture Strength ∑ ∑ ∑ 0 , 0 

Fuzzy-Mutual Information Based Wavelet Packet Transform 
The wavelet packet method is a generalization of wavelet decomposition and offers  
a richer signal analysis. Different extensions of wavelet packet transform are present 
in literature for different applications [14,15]. It is observed that features extracted 
using wavelet transforms provide significant increase in the classification accuracy. 
After converting skin images to corresponding vectors, following Fuzzy mutual-
information based wavelet packet transform (FMI-WPT) is used: 

1) For each original image vector, perform a full WPT decomposition to the maxi-
mum level J (taken as 3 here). For all j = 0, 1,.., J and k = 0, 1, . . , 2j − 1, construct 
features according to relation . log ∑ , ,  / . where Ωj,k is the decomposition 

subspace with j denoting scale and k denoting sub-band index within the scale [15]. 
2) Construct associated fuzzy sets and compute fuzzy entropies and mutual infor-

mation. Then evaluate classification ability of n number of features using fuzzy-set 
based criterion Fi where Fi = I(C; fi)/H (fi) for i = 1, 2, . . . , n.  

Note: I (f;C) = H(f) – H(f |C) where H(f) is marginal entropy of f and H(f |C) is 
conditional entropy of f and C [16]. 

3) Determine the optimal WPT decomposition X, being the one that corresponds to 
the maximum value of F. 

4) The set X is the final FMIWPT-based decomposition. 

Autoregressive Modeling Based Features 
Autoregressive modeling is an all pole modeling which is widely used to get a robust 
spectral estimation of one dimensional signal. Yule-walker method is the most widely 
used method to estimate autoregressive coefficients. In order to determine the coeffi-
cients, it uses Levinson-Durbin algorithm to minimize error. This estimation method 
minimizes square of forward prediction error and finds out autoregressive parameters 
by solving autocorrelation function (1) as expressed in [16].   ∑  ∑               (1) 
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Where x(n) is input and a(k) demonstrate autoregressive parameters. As images are 2-
dimensional signals, so for doing autoregressive modeling, skin lesion images were 
converted into corresponding vectors. Estimated autoregressive parameters which are 
poles of 1-dimensional signals are used as features vectors extracted from images.  

2.4 Classification 

Classification of the lesion as cancer or non-cancer is the final step. For classification 
of skin lesions, an improved version of support vector machine (SVM), named Self 
Advising SVM is adapted here. SVM is a well-known machine learning method  
proposed by Vapnik [17] and a lot of literature is available for applications of SVM. 
The idea of SVM is to construct a maximized separating hyper plane that can separate 
data in the feature space. The classic SVM ignores the training data that has not been 
separated linearly by the kernels during the training phase. Thus, if data that is similar 
or identical to this misclassified data appears in the test set, it will be classified 
wrongly. This misclassification is not reasonable and it can be handled if the available 
data and information in the training phase has not been ignored by SVM algorithm.  

In this study a non-iterative self-advising approach [18] for SVM is adapted that 
extracts subsequent knowledge from training phase. The misclassified data can come 
from two potential sources 1) outliers 2) data that have not been linearly separated by 
using any of the types of kernels. SA-SVM deals with the ignorance of SVM from the 
knowledge that can be acquired from misclassified data by generating advice weights 
based on use of misclassified training data, and through use of these weights together 
with decision values of SVM in the test phase. These weights also help the algorithm 
to eliminate the outlier data. The details of SA-SVM algorithm are as follows: 

Training Phase 

1. Finding hyperplane by using decision function ∑  , ) +b) 
i.e. the normal SVM training. Note here that the kernel function we used is radial 

Basis Function so K  .  
2. To benefit from the misclassified data of the training phase, the misclassified da-

ta sets (MD) in the training phase is determined as     |  ∑  ,               (2) 

The MD set can be null, but experimental results have revealed that the occurrence 
of misclassified data in training phase is a common occurrence. Note that xi is the 
input vector corresponding to the ith sample and labeled by yi depending on its class 
and αi is the nonnegative Lagrange multiplier as used in standard SVM [19].  

3. If the MD is null, go to the testing phase else compute neighborhood length 
(NL) for each member of MD. NL is given as     |                   (3) 
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Where xj , j=1, …., N are the training data that do not belong to the MD set.  
Here the training data is mapped to a higher dimension, the distance between xi and xj 
is be computed according to the following equation with reference to the related  
kernel k (RBF).  ,  , 2 , .             (4) 

Testing Phase 

1. Compute the advised weight AW(xk) for each xk, from the test set. Where 
AW is computed as (5), These AWs represent how close the test data to the 
misclassified data is. 

                              0            ,     ,1  ∑∑           ,                              5  

2. Compute the absolute value of the SVM decision values for each xk from the 
test set and scale it to [0, 1]. 

3. For each xk from the test set, If (AW (xk) < decision value (xk) then ysign ∑ y α k x , x b  which is normal SVM labeling, otherwise   |    

3 Experimental Results 

A clinical database of dermoscopic and clinical view lesion images were obtained  
from different sources but most of the images came from Sydney Melanoma Diagnostic 
Centre, Royal Prince Alfred Hospital. A total of 168 images (56 benign and 112 mela-
noma) were included in experimental data set. All the images were rescaled to a resolu-
tion of 720x 472 with bit depth 24 and size around 526KB. After pre-processing and 
segmentation, a total of 45 features (15 GLCM, 5 GTDM, 15 FMI_WPT, and 10 Auto-
regressive) were extracted for each image. For training the SA_SVM, 84 images are 
used and 84 images were used for testing. The whole process is implemented using 
MATLAB software R2013 and simulated by a system with corei5 3.10 GHz processor 
and 4 GB memory under Windows7 operating system.  

The constructed feature sets are used separately as well as in different combina-
tions for feeding the classifier. The contribution of each feature extraction method 
used as well as of the proposed set of 45 texture based features for classification can 
be seen from figure 3. It can be seen clearly that use of GLCM and GTDM based 
features resulted in better sensitivity (

     but lower specificity     . On the other hand use of autoregressive and FMI-WPT based 

features lead to better specificity but relatively lower sensitivity. However, the expe-
rimental analysis clearly indicated that a proposed combination of (45 features) using 
these four feature extraction methods resulted in a feature set that formed a good basis 
for classification using SA_SVM. The proposed diagnostic system achieved an over-
all accuracy of around 90%, with sensitivity 91% and specificity 89%. 
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For cross validating the results, hold-out validation a specific type of k-fold cross 
validation is used. For each fold, the skin images are randomly divided into two equal 
sized sets S1 and S2. Then SA-SVM is trained using S1 and tested on S2. This is 
followed by training using S2 and testing using S1. This has the advantage that our 
training and test sets are both large, and each data point is used for both training and 
validation on each fold. In order to ensure better validation of classifier performance 
the hold-out validation was repeated 5 times and each time the experimental data set 
was shuffled and split it into two parts. 

 

Fig. 3. Comparative Diagnosis results of SA-SVM using proposed feature set  

The performance of diagnostic system is analyzed using statistical parameters such 
as sensitivity, specificity and accuracy. The classification results of SA-SVM are 
compared with standard SVM (both linear and kernel based). Higher value of both 
sensitivity and specificity shows better performance of the system. The experimental 
analysis also shows that the results obtained by the self-advising SVM are significant-
ly better than the results of traditional SVM.  

 

Fig. 4. Relative Performance Measure of SA-SVM  

4 Conclusion and Future Work 

In this paper, an automated skin cancer diagnostic system is proposed based on SA-
SVM. SA-SVM uses information generated from misclassified data in the training 
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phase and thus, improves performance by transferring more information from training 
phase to the test phase. Features used for differentiating melanoma and benign images 
are extracted using four texture analysis methods. A set of features is proposed that 
worked best for SA-SVM. The diagnostic results obtained are quite satisfactory with 
sensitivity of 91% and specificity of 89%.  

Despite the high accuracy that can be achieved by the proposed system, for devel-
oping a more reliable diagnostic system we intend to test multiple classifier based 
systems as well to undo the chances of any misclassification due to classifier limita-
tions. We intend to do experiments combining different classification algorithms like 
neural networks, support vector machine and extreme learning machine. Such tools 
may serve as diagnostic adjuncts for medical professionals. And it will provide the 
opportunity of implementing more accurate, faster and reliable diagnostic systems.  
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Abstract. This paper proposes a model to detect inattention cognitive state of a 
driver during various driving situations. The proposed system predicts driver’s 
inattention state based on the analysis of eye blinking patterns and head pose di-
rection. The study uses an infrared camera and several feature extraction stages 
such as modified census transform (MCT) to reduce the effect of light source 
change in real traffic environment. Also, we propose a new eye blinking detec-
tion using the difference between center and surround of Hough circle trans-
form image. The local linear embedding (LLE) is used to extract real-time  
features of head movement. Finally, the driver’s cognitive states can be esti-
mated by the one-class support vector machines (OCSVMs) using both eyes 
blinking patterns and head pose direction information. We implement a proto-
type of the proposed driver state monitoring (DSM) system. Experimental  
results show that the proposed system using OCSVM works well in real envi-
ronment compared to the system that employs SVM. 

Keywords: One class SVM, Inattention detection, Eye blink, Driver state  
monitoring. 

1 Introduction 

According to “European accident research and safety report 2013”, human error is the 
major contributing factor in 90% of the accidents involving Volvo trucks. Human error in 
particular constitutes driver’s inattention and distraction. The cognitive vacuum due to 
inattention even for a second, at the speed of 100 km/h, can create defenseless situation 
and may cause a terrible accident. Several researchers and automobile manufacturers 
have studied these problems over the last decade. Recently, the trend of integrating intel-
ligence systems with vehicles is seen as a solution to this problem and development of 
such systems is rapidly gathering pace. 

Especially, in computer vision domain, existing research issues such as face detec-
tion, landmark localization, etc. are useful to grasp features of driver’s cognitive state. 
Orazio et al. [1] proposed a probabilistic model to recognize driver’s inattention and 
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sleepiness by analyzing the eye occurrence. They used mixture of Gaussian models 
that are learned by EM algorithm and analyzed driver’s behavior and inattention. Pohl 
et al. [2] used head pose and eye gaze factor for modeling driver’s distraction level. It 
was represented as time dependent and nonlinear signal. Mbouna et al. [3] presented a 
visual analysis method of eye state and head pose for monitoring of alertness of a 
driver. They used SVM to classify alert or non-alert driving events.  

In this paper, we use eye blinking and head-pose features from images and propose 
inattention mental state detection using one class support vector machine (OCSVM) 
[4]. It assumes that all training instances have only one-class label and discriminative 
boundary is learned around the normal instances. If any test instance does not fall 
within the learned boundary, it can be declared to be an inattention. We show that 
proposed one-class setting based model is more efficient in variety of real situations. 
We also discuss several existing methods that are adapted to implement our model. 
Modified census transform (MCT) feature based AdaBoost [5] is used to detect face 
landmark and to reduce effect of light source. Also, we propose a new eye blinking 
detection method based on the difference between center and surround of Hough cir-
cle transform image [6]. We use the local linear embedding (LLE) [7] to estimate 
head-pose features in image. 

The rest of this paper is organized as follows: Section 2 discusses the proposed eye 
blink and head pose feature detection methods. Section 3 also discusses how detect 
driver’s in-attention state using the OCSVM. Experimental results are presented in 
Section 4 and Section 5 concludes the paper. 

2 Eye Blink and Head Pose Pattern Detection 

2.1 MCT-Based AdaBoost to Detect Face Landmarks 

In a driving situation, the driver’s seat in the car is exposed to the outside light. There-
fore, it is essential that the DSM system should be able to counter this problem so as 
to reduce the external influences. So, we choose the MCT-based AdaBoost that pro-
posed by Froba et al. [5] for area detection of face and another landmarks. 

Boosting algorithm is a machine learning method that makes a strong classifier by 
combining various weak classifiers. Generally, Boosting-training procedure is imple-
mented according to the type of weak classifier. Viola and Jones [8] proposed 
Adapted Boosting method that used Haar-like features. 

MCT is a non-parametric local structured feature and is a modified version of the 
census transform. It is a representation of contrast of pixel intensities in a local area 
and shows which pixels have greater intensity than the mean pixel intensity. It has 
advantages of being robust to the variations in light and is memory efficient too. In 
general, MCT features are calculated by 3×3 kernel and are represented with 511 
patterns. MCT feature doesn’t use the decision boundary since it has discrete charac-
teristic. So MCT-based classifier is designed using lookup table. 
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2.2 Eye Blinking Pattern Extraction 

Eye blinking state is closely related to driver’s fatigue [9]. We use following process 
to classify open and closed eye. We use detected face images as an input for this 
stage. The sampling time window size is T at each instance. First, we detect eye’s 
location and size using the MCT-based AdaBoost. After detecting the region of eyes 
using the MCT-based Adaboost, we need to distinguish between open and closed 
states of eyes. At first, we use self-quotient image (SQI) [10] as a preprocessing step 
in the eye detected regions. It is a kind of high pass filter that has robust characteristic 
from change of light source. The main difference between open eye and closed eye is 
whether the iris exists in the eye detected images. Usually, iris has a circle shape, and 
thus the Hough circle transform can be a good candidate to detect the iris existence in 
the eye detected images. Since the center points with maximum value in the Hough 
circle transform can be detected in the closed eyes, the Hough circle transform itself 
may not enough to detect the eye states whether eye is open or close. 

 
Fig. 1. Eye blink detection: (a) closed eye image, (e) open eye images, (b), (f) self-quotient 
images, (c), (g) binary images, (d), (h) Hough transform images, red box indicate center and 
surround area, (i) CS(ix,iy) values at BioID database. 

On the other hand, the center and surround difference is usually used for construc-
tion of visual saliency maps, which can reinforce a center area with different characte-
ristics in a surround region. Since eye open images usually brighter at the center area 
in the Hough circle transformed images than the surround areas, we apply the center 
and surround difference operator to the Hough circle transformed images, which is 
useful to detect the eye states whether they are open or close. Fig. 1 shows the results 
of an example image to get the eye states. Eq. (1) and (2) are the operator for center 
and surround difference and the final binary output of eye blink, respectively, where L 
is intensity level in gray scale image. The center area pixels, c(i, j) where i and j are 
indexes of x and y position in the image, is defined as a preset region around a maxi-
mum value of Hough circle transformed image in Fig. 1 (d), (h),  the surround area 
pixels, s(i, j), is defined as twice background area around the center area. As shown in 
Eq. (1), the center and surround difference value, CS(ix, iy), at a center of iris candi-
date at ix and iy in an image is obtained by the difference of normalized center area 
pixels and the normalized surround area pixels. If the CS(ix, iy) is over a threshold, we 
define it as eye open state. Fig. 1 (i) and Table 1 show the detection results of eye 
blink according to time in 1000 non-glasses images of BioID database. , ∑ ,, ∑ ,,              (1) 
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EB 1,   ,0,                             (2) 

Table 2 shows the features related with eye blinking and head pose states, which 
are used for the OCSVM as input features. 

Table 1. Comparison accuracy Table 2. Feature Variables 

Approach 
Acc (%) 

(BioID) 

Z. Liu (2008) [11] 97.14% 

E. Cheng (2009) [12] 94.00% 

Inho Choi (2011) [13] 96.00% 

Proposed method 96.30 % 

 

Features Variable Description 

Head-pose HP_MEAN Mean head-pose vectors 

 HP_STDEV Standard deviation head-pose 

Eye blinking EB_PEROP 
Time portion that the eyes are 

open 

 EB_STDEV 
Standard deviation of eye 

blinking 

 EB_DUCLOS 
Duration of longest eye 

closure 

2.3 Head-Pose State Extraction 

Dimensionality reduction techniques are needed in those applications where dimen-
sionality is an issue. Locally linear embedding (LLE) [7] was presented at the same 
time as Isomap [14], which is a type of dimension reduction method on manifold. 
LLE begins by finding a set of nearest neighbors of each instances and a set of 
weights that best reconstructs each instances as a linear combination of its neighbors. 
Finally, it finds the low-dimensional embedding of instances using eigenvector based 
optimization technique. Each data are still described with the same linear combination 
of its neighbors. The following are the steps involved: 

1. Find neighbors in X space 
2. Solve reconstruction weights W 
3. Compute embedding coordinates Y using weights W 

We used LLE to estimate head-pose information from a face image. Then we 
found two principal axes on the manifold space. Further, we normalized these two 
axes to [0-1]. HP_MEAN and HP_STDEV can be calculated by projected values on 
manifold axes. (Table 1) 

3 In-attention State Detection of a Driver 

This paper proposes driver’s inattention mental state detection model and the overall 
block diagram of the proposed system is shown in Fig. 2. It is hard to recognize inat-
tention state of a diver using only one image. Therefore, driver state should be conti-
nuously analyzed by observing a series of situation flow. We assume that the input of 
our model is consecutive images set I = {i1, i2, …, iT} during T time window. We find 
the face and eye location using MCT-based Adaboost. The binary value for the eye 
blinking EB(i) and head pose direction HP(i) are obtained by center-surround method 
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and LLE, respectively. The eye blinking and head-pose features mentioned in Table I 
are calculated using the HP(i) and EB(i) at each sampling instance during T time win-
dow. Then, the feature vectors with five dimensions are constructed and used as train-
ing and test samples. For training, we randomly select video data for normal driving 
states. Remaining data, which are not used for training, are used for test procedure. 
The test cases may include the drowsiness state and distraction situations in real-time 
video. The decision boundary for detecting the driver’s inattention states is deter-
mined by training the OCSVM. 

  

Fig. 2. Driver’s inattention state detection 
model 

Fig. 3. One-class SVM. (a) Input space, and 
(b) projected feature space. 

3.1 Inattention Detection Using One-Class Support Vector Machine (OCSVM) 

One-class SVM (OCSVM) was proposed by Scholkopf et al. [4] to estimate the sup-
port of individual classes. SVM can classify two classes with labels. However, 
OCSVM separates all the data points from the origin in feature space. It maximizes 
the distance from this hyperplane to the origin. This results in a binary function, 
which captures regions in the input space where the probability density of the data 
exists. Thus the function returns +1 in a region that represents the training data and -1 
elsewhere. 

Fig. 3 presents a simple example of how outliers can be separated from the training 
data. Fig. 3a indicates the distribution of the training data and outliers in the input 
space. Then, the kernel function makes the data to project onto the feature space  
(Fig. 3b). The hyperplane w separates the training data from the origin by a maximal 
margin / . 

Training data ,…, χ are given from feature extraction step. Then, we solve 
the quadratic programming minimization function to find the optimal hyperplane w. 

                    (3) 
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This optimization problem can be solved by Lagrangian multipliers and the kernel 
is used for projection. The decision function is written as: 

                          (4) 

                      (5) 

The parameter v sets an upper bound on the outliers and a lower bound on the 
training instances used as support vector. We can control generalization performance 
by the parameter v. and   are the Lagrange multipliers that are weighted in the 
decision function. 

4 Experiment and Result 

In an experiment to test the performance of our proposed method, we used grayscale 
webcam with 640*480 resolution. IR was used because image based DSM systems 
cannot be used at night. IR webcam was installed in front of driver’s seat and it could 
extract driver’s features vector using the developed software in real-time. 

To achieve the best inattention detection model, we employed the following steps: 
First, we make use of five values such as: HP_MEAN, HP_STDEV, EB_PEROP, 
EB_STDEV, EB_DUCLOS. The input vector x consists of these five values. Second, 
the training examples were trained using an OCSVM classifier. Over 2000 continuous 
images that are considered normal state by humans were used for training. Then we 
applied OCSVM algorithm for inattention detection applications, training examples 
whose decision outputs were greater than zero were considered normal, while the 
others were detected as inattention. RBF (Radial basis function) was applied for 
OCSVM. SVM needs a kernel function that transforms the input space to higher di-
mension. This kernel function is given by (6): 

                        (6) 

Since there is no public database available about driving situations, we made our 
own videos in real driving situation and simulated several situations. The videos had 
ten minutes run time and we made the ground truth data manually to test the perfor-
mance. We made 10 video data sets for experiments. 5 data sets were used for learn-
ing process and rest were used for test. Table 3 and Fig. 4 are the comparison results 
between two class SVM and OCSVM. It shows that the performance of OCSVM is 
better than two class SVM if the model is trained with same data sets. This phenome-
non can occur due to lack of training data or noise of data by inaccuracy of driver’s 
inattention data. 
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Table 3. Comparison between SVM and OCSVM 

Data sets Accuracy 

SVM OCSVM 

1 76.4 91.4 

2 77.3 85.8 

3 88.1 89.2 

4 85 89.3 

5 84.3 94.2 

 

Fig. 4. Graph of comparison between SVM and OCSVM 

5 Conclusion and Discussion 

In this paper, we implemented driver’s inattention state detection system using OCSVM 
with eye blinking and head pose information. As we discussed in the introduction, there 
are three major considerations to implement efficient DSM system. First, a method is 
needed to reduce the effect of light sources in external environment. For this purpose, 
we used MCT based AdaBoost algorithm. Second is to determine feature that is useful 
to understand driver’s state. We propose a new eye blinking detection method based on 
the difference between center and surround of Hough circle transform image and it have 
strength of simple but useful performance. Third is to define driver’s normal cognitive 
state and classification to distinguish between normal and in-attention state of the driver.  

We tested the proposed DSM system in real environment. Despite the fact that it is 
too difficult to obtain abnormal sample data in real environment, overall the perfor-
mance of our system was evidently better than two class SVM in real driving situa-
tions. However, there are few challenges that need to be addressed. For example, 
when the external light source is too bright or sun shines on the car at a steep angle (in 
case of sunrise or sunset), the camera gets saturated. In this case, the analysis from 
image becomes useless. 

In our future work, we want to consider more robust features and method for 
changing of light source. And the study to implement system that conflates external 
risk factor awareness and internal driver state recognition will be done. 
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Abstract. Classification is a common task in pattern recognition. Classifiers
used in embedded intelligent devices need a good trade-off between
prediction accuracy, resource consumption and prediction speed. Support vec-
tor machine(SVM) is accurate but its run-time complexity is higher due to the
large number of support vectors. A new separating hyperplane method (NSHM)
for the binary classification task was proposed. NSHM allows fast classifica-
tion. However, NSHM is order-sensitive and this affects its classification accu-
racy. Inspired by NSHM, we propose CSHM, a combining separating hyperplane
method. CSHM combines all optimal separating hyperplanes found by NSHM.
Experimental results on UCI Machine Learning Repository show that, compared
with NSHM and SVM, CSHM achieves a better trade-off between prediction ac-
curacy, resource consumption and prediction speed.

Keywords: separating hyperplane, embedded intelligent devices, support vector
machines.

1 Introduction

Classification is a common task in pattern recognition. Support vector machine (SVM)
is a promising method for classification [1–3]. Compared with other classifiers one
significant advantage of SVM is that SVM can use kernel trick.

As information technology rapidly evolves, embedded intelligent devices are widely
used. For example, medical embedded device for individualized care, face detection in
video sensor networks and intrusion detection at network routing hubs. In these appli-
cations embedded devices are expected to analyze the data and make on-site intelligent
decisions (classifications) instead of transmitting the data.

Classifiers used in embedded intelligent devices need a good trade-off between pre-
diction accuracy, resource consumption and prediction speed, because the prediction of
new data points must be done at run time with limited resources (computational power
and memory of embedded devices). SVM, though accurate, is not suitable for embed-
ded intelligent devices. Because the run-time complexity, as explained in [4], can be
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higher due to the large number of support vectors (SVs). When the number of SVs
increases, the time and memory needed to predict new data points increase.

[5] proposed a new separating hyperplane method (NSHM) which is suitable for
embedded intelligent devices. NSHM generalizes well, allows fast classification and
can use kernel trick.

However, NSHM is order-sensitive, i.e. different training data input orders may gen-
erate different optimal separating hyperplanes which have the same minimum misclas-
sification rate on the training set. This affects its classification accuracy.

Inspired by NSHM we propose CSHM, a combining separating hyperplane method.
CSHM combines all optimal separating hyperplanes found by NSHM into one separat-
ing hyperplane. Compared with SVM and NSHM, CSHM has a better trade-off between
prediction accuracy, resource consumption and prediction speed, because CSHM solves
the problem of order-sensitivity of NSHM and the number of SVs of CSHM is far less
than SVM. The relation between the number of SVs and training data is shown in Table
1. Here, we use Pima Indians Diabetes data set which can be used for medical embedded
device for individualized care. We note that in CSHM the relation between the number
of SVs and training data is not linear. This may be caused by the following reasons. (1)
CSHM searches the optimal separating hyperplane by exhaustive search. (2) Increasing
the number of data points may lead to the optimal separating hyperplanes change.

Table 1. The relation between SVs and training data number

# of training data 200 220 240 260 280 300 320 340 360 380 400
# of SVs of SVM 154 167 178 180 192 205 217 225 231 244 254
# of SVs of CSHM 4 6 4 4 4 10 6 4 6 10 8
# of SVs of NSHM 2 2 2 2 2 2 2 2 2 2 2

The remainder of this paper is organized as follows. First, we provide an overview
of NSHM in Section 2. Then we put forward CSHM in Section 3. After experimental
results are shown in Section 4, we draw the conclusions in Section 5.

2 NSHM Overview

NSHM is a separating hyperplane method. The optimal separating hyperplane found by
NSHM has the minimum misclassification rate on the training set. The NSHM searches
the optimal separating hyperplane by exhaustive search.

Suppose that the training set is Tr= {(xl, yl)}ml=1, where xl is a d−dimensional fea-
ture vector and yl ∈ {−1,+1} is the class label of xl. The decision function generated
by NSHM can be defined as

f(x) = sgn(yix
T
i x+ yjx

T
j x+ b), (1)

where b = −(yix
T
i xk + yjx

T
j xk) and yiyj = −1. The geometrical interpretation of

decision function (1) is that the separating hyperplane is orthogonal to lines connect-
ing a pair of data points from the different classes of training set and includes at least
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one point in the training set. The dot product xT
i x can be replaced with kernel function

K(xi,x) to achieve non-linear classification. The parametric representation of the sep-
arating hyperplane defined by (1) is wTx + b = 0, where w = yixi + yjxj is normal
vector and b = −wTxk is intercept. Classification rules are if (wTx + b) ≥ 0 then
f(x) = 1 else f(x) = −1. For convenience, we call xi and xj the corresponding vec-
tors of w, and we call the corresponding vectors of w support vectors of NSHM. With
the use of kernel function, (1) becomes

f(x) = sgn(

nNSHM∑

l=1

ylK(xl,x) + b), (2)

where nNSHM is the number of SVs of NSHM. NSHM has two SVs, so nNSHM = 2.

3 Approach

In this section, we first analyze the order-sensitive problem of NSHM, then propose
CSHM.

3.1 Theoretical Analysis of Order-Sensitivity

NSHM is sensitive to training data input orders. Different training data input orders
may generate different separating hyperplanes, which have the same minimum mis-
classification rate on the training set. Given a training set with m data points, there are
m+m−m separating hyperplanes.m+ and m− are the number of data points from class
y = 1 and class y = −1, respectively. The number of classification accuracy is m+ 1.
Therefor, for the decision function defined by (1), there may be several separating hy-
perplanes, which meet the constraint of minimizing the misclassification rate on the
training set. These separating hyperplanes may be different in intercept, norm vector or
intercept and norm vector, as shown in Fig. 1. Fig. 1 (a) and (b) show two separating
hyperplanes which are different in norm vector. Fig. 1 (c) and (d) show two separating
hyperplanes which are different in intercept. Fig. 1 (e) and (f) show two separating hy-
perplanes which are different in intercept and norm vector. When we make predictions,
these separating hyperplanes have different classification accuracies (detailed experi-
mental analysis see 4.1).

Intuitively, we can solve the order-sensitive problem of NSHM by setting a validation
set, i.e. we split a validation set from the training set and choose the classifier attaining
best classification performance on the validation set as final classifier. However, when
the training data set is relatively small this method has two problems.

One is, when the training set is split into a subtraining set and a validation set, the
optimal separating hyperplane learned by NSHM on the subtraining set may be differ-
ent from the optimal separating hyperplane learned on the original training set, because
some data points are not included in the subtraining set and NSHM searches the optimal
separating hyperplane by exhaustive search. The other is that the separating hyperplane
learned by NSHM will be partial to validation set. When the data distribution of vali-
dation set is inconsistent with test set, NSHM generalizes poor (detailed experimental
analysis see 4.2).
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Fig. 1. Different separating hyperplanes. Data point marked with circle is misclassified. Solid line
corresponds to separating hyperplane. Dotted line corresponds to norm vector.

3.2 CSHM

Our method (CSHM) is combining all optimal separating hyperplanes found by NSHM,
instead of only using one of these separating hyperplanes. First we find all optimal
separating hyperplanes, which have the same minimum misclassification rate on the
training set. These separating hyperplanes are denoted by 〈wl, bl〉, l = 1, . . . , p, where
p is the number of separating hyperplane. Then we combine these optimal separating
hyperplanes into one separating hyperplane. Our decision function is defined as

f(x) = sgn(

p∑

l=1

(wT
l x+ bl)) (3)

Classification rules are if f(x) = sgn(
∑p

l=1(w
T
l x + bl)) ≥ 0 then f(x) = 1 else

f(x) = −1. For convenience, we call the corresponding vectors of wl support vectors
of CSHM, where l = 1, 2, . . . , p. By computing and using kernel function, (3) becomes

f(x) = sgn(

nCSHM∑

l=1

ylK(xl,x) + bCSHM ), (4)

where nCSHM is the number of SVs of CSHM and bCSHM =
∑p

l=1 bl is a constant.
Each separating hyperplane has two SVs, so nCSHM = 2p.

4 Experiments

In this section, we provide detailed empirical evidences. First, we analyze the order-
sensitive problem of NSHM from experimental viewpoints in Subsection 4.1. Then we
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analyze the impact of setting a validation on NSHM from the experimental viewpoints
in Subsection 4.2. Finally, we report prediction accuracy, resource consumption and
prediction speed in Subsection 4.3. We carry out our experiments on UCI Machine
Learning Repository[6]: SPECT Heart, Australian Credit Approval, Breast Cancer Wis-
consin, Pima Indians Diabetes, QSAR biodegradation and Ionosphere. We normalized
the features and removed 16 instances with missing values from Breast data set. Basic
statistics of data sets are presented in Table 2.

Table 2. Basic statistics of data sets

Data set # of total # of features # of class 1 # of class 2
SPECT 267 44 55 212

Australian 690 14 307 383
Breast 683 10 239 444
Pima 768 8 500 268

QSAR 1055 41 356 699
Ionosphere 351 34 126 225

4.1 Experimental Analysis of Order-Sensitivity

SPECT and Australian data set are used in this subsection. For convenience, we do not
use kernel function, because this makes our experiments have no turning parameters
related to classification accuracy. The SPECT data set has been divided into training set
and test set. For Australian data set, 150 randomly selected samples of each class are
used for training and the rest are used for testing.

We search all possible separating hyperplanes found by NSHM. Then we evaluate
classification accuracy of these separating hyperplanes on the test set. We found 8 sepa-
rating hyperplanes on SPECT data set and 6 separating hyperplanes on Australian data
set. Experimental results are shown in Table 3 and Table 4, respectively. We also eval-
uate the classification accuracy of CSHM.

Table 3. Classification accuracy of possible separating hyperplanes on SPECT data set

Separating hyperplanes 1 2 3 4 5 6 7 8
Accuracy(%) 75.40 74.87 73.26 66.84 70.59 68.98 80.75 72.73

Table 4. Classification accuracy of possible separating hyperplanes on Australian data set

Separating hyperplanes 1 2 3 4 5 6
Accuracy(%) 84.87 83.59 80.51 80.00 80.26 81.54

Table 3 and Table 4 show that, given same training set and different training data
input orders, the classification accuracy of NSHM fluctuates in a large range (66.84%



An Improved Separating Hyperplane Method with Application 123

to 80.75% on SPECT data set, 80% to 84.87% on Australian data set). The average
classification accuracies of these separating hyperplanes on SPECT and Australian data
set are 72.93% and 81.80%. They are all lower than CSHM, whose classification accu-
racies on SPECT and Australia data set are 73.80% and 84.62%, respectively. CSHM
efficiently solves the order-sensitive problem and generalizes well.

4.2 Experimental Analysis of Setting a Validation Set

We use same experimental settings as Subsection 4.1, except that 20% data points of
training set are used for validation. We repeated the experiment 10 times with different
randomly selected validation set. Experimental results on SPECT and Australian data
set are shown in Table 5 and Table 6, respectively.

Table 5. Classification accuracy of setting a validation set on SPECT data set

Experimental sequence 1 2 3 4 5 6 7 8 9 10
Accuracy(%) 52.41 17.65 90.37 49.20 73.26 85.03 16.04 71.12 59.36 70.05

Table 6. Classification accuracy of setting a validation set on Australian data set

Experimental sequence 1 2 3 4 5 6 7 8 9 10
Accuracy(%) 66.92 13.85 46.92 61.28 51.28 85.13 84.87 14.87 38.97 27.18

Table 5 and Table 6 show that, when the training data set is relatively small and
we split the training set into a subtraining set and a validation set, the classification
accuracy of NSHM fluctuates in a large range (16.04% to 90.37% on SPECT data set,
13.85% to 85.13% on Australian data set).

When the data distribution of validation set is consistent with test set NSHM ob-
tains a very high classification accuracy (90.37% on SPECT data set, 85.13% on Aus-
tralian data set). When the data distribution of validation set is inconsistent with test set
NSHM obtains a very low classification accuracy (16.04% on SPECT data set, 13.85%
on Australian data set). The average classification accuracies of setting a validation set
on SPECT and Australia data set are 58.45% and 49.13%, respectively. They are all
lower than CSHM, whose classification accuracies on SPECT and Australia data set
are 73.80% and 84.62%, respectively.

4.3 Prediction Accuracy, Resource Consumption and Prediction Speed

We compare prediction accuracy, resource consumption and prediction speed of CSHM,
NSHM and SVM on SPECT, Australian, Breast, Pima , QSAR and Ionosphere data set.
For each data set, we randomly choose same number of data points from each class
as training and the rest are used as testing. The number of data points from each class
are 40 (SPECT), 100 (Ionosphere), 150 (Australian), 150 (Pima), 150 (Breast) and 200
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(QSAR ), respectively. Experiments on each data set were repeated ten times with ran-
domly selected training and test data. The mean and standard deviation of classification
accuracy and the number of SVs were recorded.

Prediction speed and resource consumption are related to the calculated amount of
decision function. The decision function of CSHM is f(x) = sgn(

∑nCSHM

l=1 ylK(xl,
x)+bCSHM ), where nCSHM is the number of SVs of CSHM and bCSHM is a constant.
The decision function of NSHM is f(x) = sgn(

∑nNSHM

l=1 ylK(xl,x) + b), where
nNSHM is the number of SVs of NSHM and b is a constant. The decision function
of SVM is f(x) = sgn(

∑nSV M

l=1 ylαlK(xl,x) + bSVM ), where nSVM is the number
of SVs of SVM and bSVM is a constant. The calculated amount of decision function
is related to the number of SVs. Therefore, we use the number of SVs to measure the
prediction speed and resource consumption.

We use RBF Kernel (k(xi,xj) = exp(−γ‖xi − xj‖2)). Experimental parameters
are selected by cross-validation. Parameters are obtained by grid-search. Parameter C
is searched on grid {0.01, 0.05, 0.1, 0.5, 1, 5, 10, 50, 100} and parameter γ is searched
on grid { 1

27 ,
1
25 ,

1
23 ,

1
2 , 1, 2, 2

3}. Experimental results of classification accuracy and the
number of SVs are shown in Table 7 and Table 8, respectively.

Table 7. Classification accuracy

Data Set SPECT Australian Breast Pima QSAR Ionosphere
CSHM(%) 74.43±4.58 84.97±0.81 96.66±0.83 71.50±2.79 82.70±1.62 86.69±2.87
NSHM(%) 73.21±4.32 84.10±1.47 96.58±0.82 70.94±3.08 80.99±1.8 85.56±2.62
SVM(%) 74.49±3.04 85.02±1.39 96.76±0.41 71.71±1.37 84.48±1.69 86.95±2.83

Table 8. The number of SVs

Data Set SPECT Australian Breast Pima QSAR Ionosphere
CSHM(#) 10.97±3.40 5.4±2.98 12.6±9 5.4±3.37 4.4±2.45 4.8±2.12
NSHM(#) 2±0.00 2±0.00 2±0.00 2±0.00 2±0.00 2±0.00
SVM(#) 69.6±7.00 184.6±56.67 84.9±34.3 214.1±47.64 196.4±33.2 160.8±3.42

Table 7 shows that except QSAR data set the classification accuracy of CSHM is
close to SVM. Compared with NSHM, CSHM improves the classification accuracy by
solving the order-sensitive problem.Table 8 shows that the number of SVs of SVM is
far more than CSHM. As far as applying CSHM to embedded devices is concerned,
the increased number of SVs is acceptable. From Table 7 and 8 we can conclude that,
compared with NSHM and SVM, CSHM achieves a better trade-off between prediction
accuracy, resource consumption and prediction speed.

5 Conclusions

Classifiers used in embedded intelligent devices need a good trade-off between predic-
tion accuracy, resource consumption and prediction speed. SVM is accurate but it is
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not suitable for embedded intelligent devices due to that the large number of support
vectors increase the run-time complexity. NSHM is suitable for embedded intelligent
devices. However, NSHM is order-sensitive and this affects its classification accuracy.
Based on NSHM this paper proposes a new method called CSHM that combines all
the optimal separating hyperplanes found by NSHM into one separating hyperplane.
Experimental results on UCI Machine Learning Repository show that, compared with
NSHM and SVM, CSHM achieves a better trade-off between prediction accuracy, re-
source consumption and prediction speed.
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Abstract. Air quality is attracting more and more attentions in recent
years due to the deteriorating environment, and PM2.5 is the main con-
taminant in a lot of areas. Existing softwares that report the level of
PM2.5 can provide only the value in the city level, which may indeed
varies greatly among different areas in the city. To help people know
about the exact air quality around them, we deployed 51 carefully de-
signed devices to measure the PM2.5 at these places and present a Gaus-
sian Process based inference model to estimate the value at any place.
The proposed method is evaluated on the real data and compared to
some related methods. The experimental results prove the effectiveness
of our method.

Keywords: PM2.5 concentrationmonitoring, non-linear regression,Gau-
ssian Process.

1 Introduction

The air pollution is considered a major and serious problem globally, especially
in some cities of developing countries, such as Beijing and New Delhi. Among
the various dimensions of air quality, particulate matter (PM) with diameters
less than 2.5 micron, or PM2.5 , has gained a lot of attention recently. Med-
ical studies have shown that PM2.5 can be easily absorbed by the lung, and
high concentrations of PM2.5 can lead to respiratory disease [1] or even blood
diseases [2]. Due to its close relation to public health, it has gained a lot of
attention.

Nowadays, people are looking for better ways to monitor the quality of air
in their immediate environment. There are many web or smartphone applica-
tions that report publicly-available air quality data at the city or district level,
however, they cannot tell the actual air quality people breath-in, which is more
relevant and valuable. Actually, there is probably a significant difference be-
tween the values of PM2.5 concentration at different locations at the district
level, which has been attested by the real data as shown in Section 4. Therefore,
it is necessary to develop a fine-grained air quality monitoring system.
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In order to estimate the air quality of any location, two major classical ways
are proposed in the past of years. One is classical dispersion models, such as
Gaussian Plume models, Operational Street Canyon models, and Computational
Fluid Dynamics. These models are normally a function of meteorology, street ge-
ometry, receptor locations, traffic volumes, and emission factors (e.g., g/km per
single vehicle), based on a number of empirical assumptions that might not be
applicable to all urban environments and parameters which are also difficult to
obtain precisely [3]. The other is interpolation using reports from nearby air
quality monitor stations. This method is usually employed by public websites
releasing the air quality index (AQI). Recently, big data reflecting city dynamics
have become widely available and a group of researchers seek to infer the air qual-
ity using machine learning and data mining techniques. In the “U-Air” paper by
Yu [4], the authors infer air quality based on AQIs reported by public air qual-
ity stations and meteorological data, taxi trajectories, road networks, and POIs
(Point of Interests). Since there are only a few public monitor stations in a city,
their training dataset is insufficient to train a commonly used supervised learn-
ing model. Therefore they propose a co-training-based semi-supervised learning
model to tackle the data sparsity problem.

To overcome the drawbacks of existing methods shown above, we present a
PM2.5 monitoring system composing of a sensor network and a inference model.
The sensor network that is deployed among the area to be monitored provides the
values of PM2.5 at these places. So we are in a much different situation compared
with “U-Air”, since we have designed our PM2.5 monitoring devices and deployed
them at a much higher density (51 monitor stations over an 30 km × 30 km
urban area), which provides much more sufficient data for air quality estimation.
Although our PM2.5 devices cannot achieve the same measurement precision
as the expensive public monitor stations, they are precise enough for the air
quality estimation after calibration. Therefore we simply treat their readings as
ground truth, and we mainly focus on the development of an effective model
to estimate the value of PM2.5 at any place using the acquired data at such
an relatively higher deployment density. The paper is organized as follows: in
Section 2 a description of the system is given. The inference model based on
Gaussian Process is detailed in Section 3. The experiment setup and evaluation
results are given in Section 4, and the conclusions are drawn in Section 5.

2 System

The system architecture of AirCloud is shown in Fig. 1. The system mainly
contains two parts: 1) PM2.5 monitoring system, which contains the AQM mon-
itoring front-end and the backend data collection module; 2) Inference platform,
which will be used to infer the unknown PM2.5 concentrations of locations where
there is not monitoring equipment. We will describe these two parts in the fol-
lowing subsections.
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Fig. 1. The system architecture of Air-Cloud

2.1 PM2.5 Monitoring System

The PM2.5 monitroing system is used to collect, process and store the AQM
sensor data.

PM2.5 concentrations vary significantly over space, especially for metropolitan
cities where pollution sources are multi-faceted. In addition, as we can observe
from official PM2.5 monitoring station data, PM2.5 concentration changes at an
hourly rate. As a result, direct monitoring is necessary. To solve our problem, we
designed and built our own Internet-connected PM2.5 monitors, AQM, as shown
in Fig. 1. AQM station contains PM2.5 concentration sensor, temperature and
humidity sensor, the mechanical structure of the hardware is carefully designed
and all the monitoring station will do the hardware calibration to remove initial
hardware variations. We take an approach of using inexpensive sensors at the
front-end and deployed at certain density, but rely on the reference model on
the cloud to infer the PM2.5 concentrations on the whole area.

To make the monitoring system more stable and scalable, we choose sMAP [5]
as the data representation and storage system. We defined the standard specifi-
cation for physical PM2.5 sensor data, which contains the location information
and the sensor readings, and use the database designed for time-series data, plus
a powerful query language, provided by sMAP, as shown in Fig. 1. We use dif-
ferent communication approaches , Ethernet or GPRS, to connect AQM with
the cloud server, and store all the data in sMAP archiver by the minute, which
will be used by the inference model.

2.2 Inference Platform

The Inference platform is used to infer PM2.5 concentrations at locations where
there is not monitoring stations. We deploy the AQM monitor stations at certain
density to get a general idea of the PM2.5 concentrations around, however, to
get the PM2.5 concentration at locations where there is not monitoring stations,
we have to rely on the inference platform, with the help of the Gaussian Process
Inference model, we can get the accurate and fine-grained PM2.5 concentration
estimation of the whole area.
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3 Air Quality Inference Model Based on Gaussian
Process

In this section, we detail the Gaussian Process based inference module that
estimates the value of PM2.5 using the data from the monitoring network. First,
we model the inference module as a regression after some necessary definitions.
Then the problem is solved as a Gaussian Process regression and the details are
presented.

3.1 Problem Definition and Regression Model

Using xi to denote the coordinates of the i-th monitoring station and yi the
value of PM2.5 at this place, the objective of the inference module is to inference
the value of PM2.5 y at any place given the data from all monitoring stations
D = {(xi, yi), i = 1, . . . , n} ⊆ R2 and the coordinate of the place to be estimate
x. This is a typical regression problem which is usually formulated as

yi = f(xi) + εi, εi ∼ N (0, δ2), (1)

where εi is the noise term and the objective is to learn a proper f from D which
can predict a proper y for any given x.

In our system we select Gaussian Process regression to model it, which is
also known as Kirging in the spatial statistics field. Gaussian Process is a non-
parametric Bayesian approach with sufficient flexibility to capture the complex
and non-linear properties of the model. It has been proved to be a powerful tool
in many areas and applied widely in practice. Since it is a fully probabilistic
model, the objective is to learn a proper distribution of y instead of its value.
We would like to detail how it is used to estimate the value of PM2.5 at a specific
place given its coordinate in following.

3.2 Gaussian Process Regression

Gaussian Process for Regression. A Gaussian process is a collection of
random variables, any finite number of which have consistent joint Gaussian
distributions. In Gaussian process regression problems, latent function f behaves
following a Gaussian distribution (Normal distribution) when conditioning on x

P(f1, f2, . . . , fn|x1,x2, . . . ,xn) = N (0,K)

where fi = f(xi) is latent function and K is a covariance matrix with entries
given by the covariance function, Kij = k(xi,xj). k(x1,x2) can be any valid
kernel function satisfying Mercer’s condition [6].

In inference, the training and test latent values is denoted as f =
[f1, f2, . . . , fn], f∗ = [f∗1, f∗2, . . . , f∗n] separately, we combine the prior with the
likelihood function via Bayes rule obtaining the posterior distribution:

P(f , f∗|y) = P(f , f∗)P(y|f)
P(y)

(2)
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The desired posterior predictive distribution can be produced by marginalizing
out the training set latent variables f in equation (2):

P(f∗|y) = 1

P(y)

∫
P(f , f∗)P(y|f) df (3)

since the prior and the likelihood function are mutually independent and both
follow Gaussian distribution as

[
f
f∗

]
∼ N

(
0,

[
Kf ,f K∗,f
Kf ,∗ K∗,∗

])
, y|f ∼ N (f , δ2I) (4)

where δ2 is the noise variance and I is the identity matrix. Then the integral in
equation (3) can be computed in close form and the result is also a Gaussian
distribution [7] with f∗|y ∼ N (μ∗,Σ∗).

μ∗ = K∗,f (Kf ,f + δ2I)−1y (5)

Σ∗ = K∗,∗ −K∗,f (Kf ,f + δ2I)−1Kf ,∗ (6)

where μ∗ is the predictive mean and Σ∗ is the corresponding covariance which
indicate us the uncertain of the predictive value in the locations (we use ∗ as
shorthand for f∗). In our scenario, μ∗i will be used as the predictive value yi.

4 Experiment and Results

In experiment the real deployment dataset of more than one month was used to
evaluate the performances of Gaussian Process Inference. There are totally 51
monitor stations deployed in an area with the size of 30 km× 30 km and each
station reports its measurements every 30 minutes, the deployment map is shown
in Figure 2-(A). We deliberately remove one station as ground truth and infer its

Fig. 2. (A) The deployment map of the monitor stations; (B) The distribution of the
deviation between station S26 and S27 over one month
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value using the remaining stations’ reading at each timestamp. U-Air provides a
public online visualization of its inference result in [8]. However, the AQI inferred
by U-Air is just five standard levels specified by United States Environmental
Protection Agency, at most cases the inferred results all stay in the same level in
our deployment region, therefore it is unmeaningful to compare with it, and the
linear and cubic spline interpolation are selected as the baseline methods. The
following parts are organized as following: 1) we first discussed the setting of the
covariance function as well as its parameter; 2) then the comparison between
GP and the baseline methods was presented.

The covariance function plays a significantly import role in Gaussian Process,
the training points that are close to a test point should be informative about
the prediction at that point. From the Gaussian process view it is the covari-
ance function that defines nearness or similarity [9]. In experiment we mainly
investigated the following squared exponential covariance functions

k(x1,x2) = exp

(
− 1

2�2
‖x1 − x2‖2

)

Here � is the horizontal scale over which the function changes. When the hor-
izontal scale � becomes large, the corresponding feature dimension is deemed
irrelevant and the contrary is also true. If a relatively larger � provides us a
better inference result, it would imply that the distribution of the PM2.5 con-
centrations in space is much smoother otherwise it would mean that the change
of PM2.5 concentrations among space is rapid. Therefore a suitable value of �
could reflect the variation degree of the PM2.5 concentrations among the urban.

Fig. 3. The relationship between horizontal scale and mean absolute error

In Figure 3 we present the relationship between the covariance function pa-
rameter � and the mean absolute error (using the data of all monitor stations).
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With the increment of � the error goes from 27.6 down to 21.9. This implies that
the distribution of PM2.5 concentrations is not smooth and the concentration in
one location would highly differ from the one which departing in a long distance
away from it. The Figure 2-(B) also shows the distribution of deviation between
our two monitor stations, S26 and S28, from May. 1, 2014 to Jun. 1, 2014. The
geospatial distance of the two stations is about 6 km shown in Figure 2-(A),
over 21% cases have a deviation greater than 100.

Fig. 4. (A)-The distribution of absolute error (using all dataset); (B)-The mean ab-
solute error of eight monitor stations over one month

The Figure 4-(A) shows the absolute error distribution of the three meth-
ods (generated using all monitor stations over one month). It can be seen quite
clearly that the Gaussian Process (GP) outperforms the baseline methods with
small errors over 65% while the linear interpolation and cubic spline reaches 52%
and 46% respectively. It is also worthwhile to note that the linear interpolation
achieves a much better result than the cubic spline method. But this does not
imply the PM2.5 concentrations vary linearly among the urban, and Figure 4-B
depicts the mean absolute error of 8 monitor stations which showing relatively
large mean error. In station S24, S25, S38, the linear interpolation performs much
better than cubic spline method, however in station S7, S12, S47, the cubic spline
shows a more desirable performances than the linear interpolation. This might
indicate us that in certain small local areas the distribution of PM2.5 concentra-
tions is more likely to be linear, but in the other areas it tends to be non-linear.
Since the Gaussian Process always outperforms the baseline methods, it also

Table 1. Inference Errors

Method
Measure ‖x‖1 1

n
‖x‖1 ‖x‖2 RMSE ‖x‖∞

Linear 929135.20 33.54 5991.73 36.00 266.92

Cubic Spline 975562.63 35.21 6379.94 38.33 266.92

Gaussian Process 585229.04 21.12 4101.57 24.64 154.14
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proves the flexibility of the Gaussian Process in spatial inference of PM2.5 con-
centrations.

Table 1 lists the inference errors of the three methods measured via differ-
ent rules(assume that x is the absolute error vector). Gaussian Process beats
all baseline methods, especially the Chebyshev norm ‖x‖∞ achieved by both
the linear and cubic spline interpolation could be as large as 266.92 while the
Gaussian Process obtains a much smaller value 154.14, which proves that the
Gaussian Process is much more stable in the inference of PM2.5 concentrations.

5 Conclusion

In this paper, we present an ambient PM2.5 concentrations monitoring and es-
timation system using Gaussian Process Inference model. We deployed 51 our
designed air quality measuring devices among the area to be monitored and the
PM2.5 at these places are continuously sent back. We use the Gaussian Process
Inference model to estimate the PM2.5 concentrations at locations where mon-
itor stations are unavailable and the proposed method is compared with two
baseline models: linear and cubicle spline interpolation. The result shows that
GP Inference model performs much better in different situations than the other
two baseline models, which proves the flexibility of Gaussian Process in spatial
inference and that it is indeed suitable for estimation of PM2.5 concentration
among the urban area. Since an exact inference in Gaussian Process involves
computing K−1, the computation cost is O(n3) (n is the number of the train-
ing cases), so when the deployment scale growing out of 1000 stations, we will
resort to the approximation schemes, such as sparse approximations [7][9]. Ad-
ditionally, we also analyzed the effect on inference of altering the parameter in
covariance function, the results indicated us that the distribution of PM2.5 con-
centrations is not that smooth and it is necessary to resort to dense deployment
in order to monitor the fine-granularity PM2.5 pollution.
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Abstract. We study the task of retrieving relevant experiments given
a query experiment. By experiment, we mean a collection of measure-
ments from a set of ‘covariates’ and the associated ‘outcomes’. While sim-
ilar experiments can be retrieved by comparing available ‘annotations’,
this approach ignores the valuable information available in the measure-
ments themselves. To incorporate this information in the retrieval task,
we suggest employing a retrieval metric that utilizes probabilistic models
learned from the measurements. We argue that such a metric is a sensible
measure of similarity between two experiments since it permits inclusion
of experiment-specific prior knowledge. However, accurate models are
often not analytical, and one must resort to storing posterior samples
which demands considerable resources. Therefore, we study strategies to
select informative posterior samples to reduce the computational load
while maintaining the retrieval performance. We demonstrate the effi-
cacy of our approach on simulated data with simple linear regression as
the models, and real world datasets.

Keywords: information retrieval, experiments, ranking, classification.

1 Introduction

An experiment is an organized procedure for validating a hypothesis, and usually
comprises measurements over a set of variables that are either varied (covariates
or independent variables) or studied (outcomes or dependent variables). For
example, in the study of genome-wide association, one explores the association
between ‘traits’ (controlled variable) and common genetic variations (response
variables), or in the study of functional genomics covariates can be the species,
disease state, and cell type, whereas outcome can be microarray measurements.

Traditionally, similar experiments have been retrieved from qualitative assess-
ment of related scientific documents without explicitly handling the experimen-
tal data. Recent technological advances have allowed researchers to both acquire
measurements in an unprecedented scale throughout the globe, and to release
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these measurements for public use after curation, e.g., [1]. However, exploring
similar experiments still relies on comparing the manual annotations which suf-
fer extensively from variations in terminology, and incompleteness in annotations
(see e.g., [2]). The global effort of availing researchers with wealth of data in-
vites the need for sophisticated retrieval systems that look beyond annotations
in comparing related experiments to improve accessibility.

The next step toward this goal is to compare the knowledge acquired from
experimental measurements rather than just annotations. From a Bayesian per-
spective, one can quantify knowledge as the posterior distribution of parameters
given the measurements. The posterior distribution captures both the informa-
tion content of the measurements, in terms of the likelihood function, as well
as the experience and expertise of the experimenter in terms of the prior dis-
tribution over parameters. We study the future scenario where researchers have
submitted (Bayesian generative) models learned on their experiment along with
measurements and annotations. We explicitly assume that we have access to
such database and develop efficient approaches for retrieving relevant experi-
ments. Developing a successful retrieval engine is a first step toward realizing
the future scenario.

We suggest the marginal likelihood (1) as a similarity metric, where the un-
derlying idea is to evaluate the likelihood of the query experiment on Bayesian
models learned from (individual) existing experiments. Here the underlying idea
is that an experiment is relevant to a query if models learned from it are good for
describing the query data. Bayesian models usually need to be stored as a collec-
tion of samples from the posterior distribution since the posterior distribution
itself might not be available in closed form. The suggested metric (1) then can
be efficiently estimated as the average likelihoods over the posterior samples (2).
However, this approach has two issues: storing the posterior samples requires
considerable resource, and evaluating each marginal likelihood can be computa-
tionally demanding (in particular for latent variable models for which the latent
components cannot be integrated out in closed form). This paper deals with se-
lecting informative posterior samples to reduce both storage and computational
requirements while maintaining the retrieval performance.

We achieve this by approximating the marginal likelihood as a weighted av-
erage of individual likelihoods over posterior samples (3). The weights are then
learned to preserve the relative order of experiments in a training set (section
2.1). This is done while imposing a suitable sparsity constraint which allows
us to only consider posterior samples with non-zero weights when computing
the likelihood of a query sample, thus reducing the storage and computational
burden considerably.

2 Method

Assume a set of experiments {Ed}Dd=1. Each experiment is defined as a collection
of measurements over covariates and outcomes, i.e., Ed = {(xdi,ydi)}nd

i=1. We as-
sume that each experiment Ed has been modeled by a model Md, producing a set



Retrieval of Experiments by Efficient Comparison of Marginal Likelihoods 137

of posterior MCMC samples {θdk}md

k=1 from each model. Our general objective is
to rank the experiments Ed—actually the modelsMd in the database—according
to their relevance to a new query experiment Eq which is not in the database.

We suggest retrieving similar experiments ranked according to the marginal
likelihood they produce for the query, i.e. 1,

MLq|d = p(Eq|Ed). (1)

This metric has been previously discussed in the context of document retrieval
where its use is motivated by capturing the user’s intent in terms of the like-
lihood of a set of keywords Eq being generated by a document Ed [3]. In the
context of document retrieval the marginal likelihood is usually computed by
jointly modeling the whole document database. However, we cannot evaluate
this metric by modeling multiple experiments jointly, since we explicitly allow
experimenters to submit their models to the database (however, query does
not need to be modeled). Therefore, we utilize individual models, represented
by posterior distributions, p(·|Ed) ∝ p(Ed|·)πd(·) to evaluate the marginal like-
lihood as MLq|d = Ep(·|Ed)p(Eq|·), where πd is the prior information specific
to experiment d. The likelihood can be approximated using posterior samples
{θdk}md

k=1 ∼ p(·|Ed) as

M̂Lq|d ≈ 1

md

md∑

k=1

p(Eq|θdk). (2)

However, this approach is computationally demanding: even if one has access to
a closed form likelihood function without latent components, this scales up as
O(

∑
d mdnqp) where p is the number of parameters for the model (assuming the

models are in the same exponential family). Additionally, if the latent variables
cannot be explicitly integrated out then the samples have to computationally
approximate

∫
p(x, z|θ)dz as well. The technical contribution of this paper is

to address this issue by selecting fewer posterior samples that are essential in
the retrieval task, i.e., discriminative between experiments. We achieve this by
approximating the marginal likelihood as

M̃Lq|d ≈ 1

md

md∑

k=1

wdk

nd∏

i=1

p((xqi,yqi)|θdk) (3)

where wd = [wd1, . . . , wdmd
] is a vector of sparse non-negative weights. In this

way, the posterior samples for which the corresponding weights are zero can
be safely ignored. Since we are effectively estimating the weighted mean of a
set of values, ideally speaking, wd should be a stochastic vector: positive values
that sum to one. However, we observe that even without explicitly imposing
this constraint we can achieve favorable performance, and this simplifies the
optimization problem considerably.

1 Marginal likelihood is often used to refer to the model evidence. In our case the
model is defined by the data set Ed, and the data in computing the likelihood is the
query data Eq. We retrieve the data set for which model evidence is the largest.
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2.1 Preserving Ranking of Experiments

To learn the weights for each experiment, we adapt the concept of learning
to rank which is a well explored research problem in information retrieval [4].
However, while this approach is usually applied for learning a function over
document-query pairs, we utilize the concept in learning weights over posterior
samples for all experiments (“documents”) together. Assume, without loss of
generality, that given a query q and two experiments i1 and i2 in the database,
i1 ranks higher than i2, i.e., M̂Lq|i1 > M̂Lq|i2 . Therefore, while learning the
weights wi1 and wi2 , we need to ensure that

∑

k

wi1kp(Eq|θi1k) >
∑

k

wi2kp(Eq|θi2k)

i.e., we learn the weights to preserve the relative ranks of the experiments with re-
spect to the unweighted metric. When each experiment in the training set is used
as a query q, preserving the relative ranks of each pair {i1, i2} ⊂ {1, . . . , D}\{q}
translates to needing to satisfy D(D− 1)(D− 2) binary constraints for learning
the weight vectors w1, . . . ,wd. Fortunately not all of the constraints are usually
required since a user is often interested in retrieving only the top (say, top K) ex-
periments rather than all experiments. Therefore, we reformulate our approach
and, given a query q, focus on preserving the order of top K experiments. Given
any experiment q we select the K closest experiments, IKq = {ij1 , . . . , ijK}, and
compare them pairwise with the rest of the (D−2) experiments in the database.
Intuitively, this preserves the relative orders among the top K experiments IKq ,
and also ensures that these experiments are ranked higher compared to the rest
of the {1, . . . , D} \ {q ∪ IKq } experiments. This reduces the set of constraints to
KD(D− 2) where K � D. Notice that it is certainly feasible to choose different
K for different queries.

2.2 Optimization Problem

Satisfying the binary constraints can be formalized as a classification problem
{(Xl, yl)}Ll=1 with a highly sparse design matrix X of dimension L×m, with L =
KD(D−2) realizations and m =

∑
d md features for learning a combined weight

vector w = [w1, . . . ,wd], i.e., to satisfy (Xlw+ b)yl > 0 for all l. Each row of X
belongs to a triplet (q, i1, i2), and in that row only the columns associated with
posterior samples from i1 and i2 are non-zero, and have values {p(Eq|θi1k)}mi1

k=1

and {−p(Eq|θi2k)}mi2

k=1 respectively. The label associated with this entry is 1 if

M̂Lq|i1 > M̂Lq|i2 , and zero otherwise. An important aspect of this construction is
that the label is not absolute, i.e., we can change the sign of a row in the design
matrix, i.e., assign the values {−p(Eq|θi1k)} and {p(Eq|θi2k)} to the row instead,
and switch the label accordingly. Actually, for each row we randomly pick one
of these scenarios to maintain class balance, i.e., we have similar numbers of
zeros and ones. Since we are solving a classification problem, each row of the
design matrix can be normalized without effecting the class label. This helps
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solve scaling issues: Instead of likelihoods pl, we can classify log likelihoods ln pl,
and compute the normalized entries as ± exp(ln pl−maxl ln pl). These values are
in [−1, 1]. We use the library liblinear [5] to solve this optimization problem. We
use the logistic cost with l1 regularization, and set the regularization value to 1.

3 Related Works

If one models the query experiment as well, then there are other possible ap-
proaches of evaluating similarity between two experiments. Posterior samples
{θdk} have recently been modeled [6] sequentially with Dirichlet process mixtures
of normal distributions using particle filtering. Once this model (over posterior
samples) has been learned, the similarity between two experiments can be eval-
uated through similarity of the cluster assignments of the respective posterior
samples. Given models of the query and the existing experiments, one can also
evaluate their similarity in terms of probabilistic distances or kernels [7]. How-
ever, both these approaches have the limitation that the models have to belong
to the same family for the similarity to be defined whereas the proposed ap-
proach does not require that. Moreover, the distances or kernels between models
are not tailored to assist in the user’s task, in our case retrieval.

Another possible approach for measuring similarity between experiments is to
model the measurements together in a multi-task learning framework [8]. How-
ever, off-the-shelf methods for modeling multiple experiments together utilize the
same prior and likelihood for all experiments which restricts the generality, and
will not exploit the benefit of the knowledge available at the experimenter’s dis-
posal. That said, the true purpose of multi-task learning is to utilize knowledge
from similar tasks to improve the learning of a new task, which is fundamen-
tally different than retrieval. Also, treating each experiment or model separately
rather than as part of a unified model provides well desired modularity to sepa-
rate the modeling and retrieval task that can be handled by respective experts
which is achieved by the proposed set-up.

A similar problem has been explored before by [9] where the authors aimed at
retrieving a single data vector given a query vector. This was done by modeling
all data together using latent Dirichlet allocation. Retrieving an experiment given
a query experiment, however, is conceptually very different since a single data
point cannot capture the experimental variability that one would be interested in
which is achieved by the proposed approach. That said, retrieval of experiments
as discussed in this article allows one to also query with a single observation to
find the closest experiment which could have generated that particular sample.
This approach has an intriguing characteristic that it enables assigning different
parts of the query experiment to different models.

4 Experiments

We demonstrate the performance of the proposed approach on four real world
datasets: landmine [8], computer [10], restaurant [11], and LINCS (described be-
low). The first two are standard in the multi-task learning genre. For landmine,
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Fig. 1. Comparison of the proposed approach and a simpler metric (evaluating ̂MLq|d
by choosing every k-th posterior samples without any optimization) on real datasets.
For landmine we present mean average precision MAP as we have access to labels of
each experiment, while for the other two datasets we present the performance com-
pared to ̂MLq|d estimated with all posterior samples. Each gray shade corresponds to
a random partition of the dataset in database and queries. The proposed approach
shows improved performance compared to storing every k-th sample for LINCS with
respect to (1-sparsity) x retrieval-performance (contours), and performs equally well
otherwise.

we have access to class labels of each experiment, and we evaluate the perfor-
mance of our approach in terms of mean average precision MAP, while on the
other two datasets we use correlation with respect to the ranking given by M̂Lq|d
with all posterior samples. We present the results collectively in Fig. 1. For land-
mine, we train binary probit regression models, while for the other datasets we
use normal regression models with non-sparse gamma priors over the weight pre-
cisions. For each experiment we generate 100 (1000 for LINCS) posterior samples.
For each dataset we randomly split it 3:1 into the database and queries. We ob-
serve whether we can preserve retrieval performance after selecting informative
posterior samples.

Landmine. The data consist of 29 experiments: each experiment is a classification
task for detecting the presence of either landmine (1) or clutter (0) from 9 input
features. Each experiment has been collected from either a highly foliated region
or a desert-like region. Thus they can be split in two classes (16-13). We observe
that this is a relatively simple problem in the sense that the classes are well
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separated, and thus a few posterior samples are sufficient for good retrieval
performance. Due to the same reason, the proposed approach is able to retain
the retrieval performance using only very few posterior samples.

Computer. The data consist of 200 experiments: each experiment is a prediction
task of how a student rates 20 computers in the scale 0-10. Each computer is
described in 13 binary features. Thus, each experiment R

13 → R has about 20
samples (some entries missing). Since there are no obvious ground truth labels,
we measure how well the proposed approach can reduce the number of posterior
samples while preserving rankings. We observe that the problem is relatively
simple since even a few posterior samples have been able to preserve the ranking
with respect to M̂Lq|d. However, the number of samples stored is larger than in
the previous example since there is no clear clustering.

Restaurant. The data consist of 119 experiments: each experiment is a predic-
tion task of how a customer rates 130 restaurants in the scale 1-3. All customers
do not rate all available restaurants, and so the number of observations in each
experiments varies, from 3-18. We select 7 categorical features for each experi-
ment and binarize them, resulting in a R

22 → R regression problem. We observe
that this problem is more difficult in the sense that performance drops when the
number of samples is decreased. However, the proposed approach has been able
to collect essential samples to preserve the true rank better.

LINCS. The LINCS (Library of Integrated Network-based Cellular Signatures)
data consist of 65 experiments, each measuring post-treatment gene expression
values in response to a specific drug2. The model for each experiment is a predic-
tion model from the post-treatment gene expression values to drug toxicity: 959
gene expression3 values have been measured over 26-44 cell lines for each drug,
thus the equivalent regression problem is R

959 → R. Drug toxicity values were
acquired from CTD2 (Cancer Target Discovery and Development). We observe
that we achieve distinctively better performance over random sampling.

5 Discussion

This paper is intended to be a proof of concept towards a potentially highly useful
community effort of extending experiment databanks to include also knowledge
of the experimenters in a rigorously reusable form, as models. As of now, this is
highly non-standard yet would be beneficial since the experimenter alone is best
acquainted with his/her measurements and is able to train the most sensible
model by incorporating his/her experience as prior knowledge. Storing models
of experiments can, however, be cumbersome since most often they are not ex-
pressed in an analytic form. A widely applicable alternative is to store samples of
the posterior; we suggested approaches to select the most informative posterior

2 Personal communication with Dr. Subramanian, Broad Institute.
3 Originally 978.
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samples to store. Notice that posterior samples can be generated also when one
has an analytic posterior. We have presented a set of convincing results on sim-
ulated data with regression as a task, as well as on standard real datasets.
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Abstract. Like other stochastic algorithms, particle swarm optimiza-
tion algorithm (PSO) has shown a good performance over global nu-
merical optimization. However, PSO also has a few drawbacks such as
premature convergence and low convergence speed, especially on complex
problem. In this paper, we present a new approach called AMPSONS in
which neighborhood search, diversity mechanism and adaptive muta-
tion were utilized. Experimental results obtained from a test on several
benchmark functions showed that the performance of proposed AMP-
SONS algorithm is superior to five other PSO variants, namely CLPSO,
AMPSO, GOPSO, DNLPSO, and DNSPSO, in terms of convergence
speed and accuracy.

Keywords: particle swarm optimization, neighborhood search, adap-
tive mutation, global optimization.

1 Introduction

Particle swarm optimization (PSO) proposed by J. Kennedy et al. [1] is a pop-
ulation based algorithm. PSO has superior performance over global numerical
optimization. However, It has some drawbacks such as premature convergence
and low convergence speed, especially on complex problem. In 2002, M. Clerc et
al. [2] proposed new variant for finding optimal regions of complex search spaces
through the interaction of individuals in a population of particle. For solving
complex multimodal problem, J. J. Liang et al. [3] proposed CLPSO algorithm,
where a novel learning strategy whereby all other particles’ historical best in-
formation was used to update a particle’s velocity. For this problem, Wang et
al. [4] presented a method called AMPSO, in which three different mutation
operators including Gaussian, Cauchy, and Levy were utilized. In order to im-
prove the convergence speed of PSO, in [5] an approach denoted GOPSO was
proposed, where the method generalized opposition-based learning (GOBL) and
Cauchy mutation were employed. Attracted by neighborhood search strategy,
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various methods were presented, such Md Nasir et al. [6] proposed a method
called DNLPSO, which was improved from the idea of CLPSO. Furthermore,
H. Wang et al. [7] presented a DNSPSO algorithm, in which the neighborhood
search of local and global strategies were utilized. In our previous research [8],
by using the improved neighborhood search, a new approach called EPSODNS
was presented.

In order to improve the PSO algorithm over the drawback and motivated by
the efficiency of those PSO variants, especially the neighborhood search strat-
egy, the hybrid of PSO with mutation operation, in this paper we propose new
approach AMPSONS by introducing neighborhood search strategy, diversity
mechanism, and adaptive mutation into PSO. The performance of the proposed
algorithm is evaluated by the test over benchmark functions and compared to
several powerful algorithms.

Remain of this paper is structured as follows: the particle swarm optimization
algorithm is briefly reviewed in Section 2. The methodology of the proposed
algorithm will be described in Section 3. The benchmark functions, parameters
setting and results will be demonstrated in Section 4. Finally, in Section 5 the
conclusions are drawn.

2 Particle Swarm Optimization

In PSO [1, 2], a particle in PSO has a velocity vector (V ) and a position vector
(X ). PSO remembers both the best position found by all particles and the best
positions found by each particle in the search process. For a search problem in
D -dimensional space, a particle represents a potential solution. The velocity vij
and position xij of the j th dimension of the ith particle are updated according
to Eqs. (1) and (2) as follows:

vij = w · vij + c1 · rand1ij · (pbestij − xij) + c2 · rand2ij · (gbestj − xij) (1)

xij = xij + vij (2)

where the particle index i =1,2, ...,NP, NP is the population size, xi is the
position of the ith particle, vi represents the velocity of ith particle, pbesti is
the best previous position yielding the best fitness value for the ith particle and
gbest is the global best particle found by all particles so far, rand1ij and rand2ij
are two random numbers independently generated within the range of [0, 1], c1
and c2 are two learning factors which control the influence of the social and
cognitive components, w is the inertia factor. The inertia weight w in Eq. (1)
was introduced by Y. Shi et al. [9], a w linearly decreasing with the iterative
generations was proposed as Eq. (3).

wk = w0 − (w0 −w1) · k
Max Gen

(3)

where k is the generation index, w0 and w1 are maximum and minimum inertia
weight values, respectively. Max Gen is the maximum number of generation.
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3 The Methodology

As above mentioned, in this paper we propose a new approach, in which the
hybridization of neighborhood search, diversity mechanism, and adaptive muta-
tion operation are employed. In this Section the methodology of the proposed
algorithm will be described.

3.1 Neighborhood Search

By employment of local neighborhood search and global neighborhood search
strategies, H. Wang et al. [7] proposed DNSPSO approach to enhance PSO
algorithm. To improve the ability of exploitation, a local neighborhood search
(LNS) strategy is proposed. During searching the neighborhood of a particle Pi,
a trial particle Li = (LXi, LVi) is generated by Eqs. (4, 5).

LXi = r1 ·Xi + r2 · pbesti + r3 · (Xc −Xd) (4)

LVi = Vi (5)

where Xc and Xd are the position vectors of two random particles in the k -
neighborhood radius of Pi, c, d ∈ [i− k, i+ k]∧c �= d �= i, r1, r2 and r3 are three
uniform random numbers within (0,1), and r1 + r2 + r3 = 1.

Besides the LNS, a global neighborhood search (GNS) strategy is proposed
to enhance the ability of exploration. When searching the neighborhood of a
particle Pi, another trial particle Gi = (GXi, GVi) is generated by Eqs. (6, 7).

GXi = r4 ·Xi + r5 · gbest+ r6 · (Xe −Xf ) (6)

GVi = Vi (7)

where Xe and Xf are the position vectors of two random particles chosen for
the entire swarm, e, f ∈ [1, NP ] ∧ e �= f �= i, r4, r5 and r6 are three uniform
random numbers within (0, 1), and r4 + r5 + r6 = 1.

3.2 Diversity Mechanism

Like DNSPSO [7], the diversity mechanism was employed, where for each particle
Pi(t) a new particle Pi(t+ 1) is generated by the PSO’s velocity and position
updating equations. By recombining Pi(t) and Pi(t+ 1), a trial particle TPi(t+
1) = (TXi(t+ 1), TVi(t+ 1)) is generated as follows:

TXij(t+ 1) =

{

Xij(t+ 1) if randj(0, 1) < Pr

Xij(t) otherwise
(8)

TVij(t+ 1) = Vij(t+ 1) (9)

where Pr is a user-defined value of greedy selection probability. After recombi-
nation, a greedy selection is used as follows:

Pi(t+ 1) =

{

TPi(t+ 1) if f (TPi(t+ 1)) < f (Pi(t+ 1))
Pi(t+ 1) otherwise

(10)
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3.3 Adaptive Mutation

In the lecture, various approaches employed mutation operation such as Gaus-
sian, Cauchy, etc [11–13]. In [4], H. Wang et al. suggested that Gaussian muta-
tion is good for local search, while Cauchy, Levy are beneficial for global search.
In addition, the Cauchy and Levy mutations are better than the Gaussian for
the large mutation sizes. In AMPSO [4], H. Wang et al. proposed a method of
switching automatically which mutation more suitable and apply on pbest and
gbest as follows:

pbest
′
ij = pbestij +mutationj() (11)

gbest
′
j = gbestj +mutationj() (12)

where mutation is the mutation operation selected among Gaussian, Cauchy,
Levy according to the number of successful mutations. The selection mechanism
is builded based on a roulette wheel, where a mutation with larger selection
ratios wins more chances to be selected (details are described in [4]).

3.4 The Proposed Algorithm

Firstly, in order to improve the exploitation ability of the algorithm, the neigh-
borhood search is improved by using the best particle of neighbour in local search
strategy. Therefore, the trial LNS particle which was generated by Eq. (4), is
now calculated as follows:

LXi = r1 ·Xi + r2 · (pbesti −Xi) + r3 · nbesti (13)

where nbesti is the best particle of Xi neighborhood.
Secondly, to enhance the performance of the algorithm for complex functions

(especially for multimodal functions), the selection mechanism is still employed
to select adaptively mutation operation among Gaussian, Cauchy, Levy mutation
operations and applied on gbest.

Finally, similar to the scout bee of artificial bee colony (ABC) [14], particle
is re-initialized when the number of relative pbest fitness not changed is more
than the pre-defined number (called limit). By using re-initialized particle, the
exploration ability of the algorithm can be improved.

The main steps of the proposed algorithm are listed in Table 1, where NP
is the population size, lastpbest and lastgbest record the last fitness values of
pbest and gbest, respectively. Monitor[i] and gbestmonitor record the successive
number of iterations where the fitness values of pbesti and gbest do not change,
respectively. FEs is the number of fitness evaluations, and MaxFEs is the max-
imum number of fitness evaluations. Pns is the probability value to implement
the neighborhood search strategy, limit is the pre-defined number.

4 Experimental Results

To evaluate the performance of the algorithm for global numerical optimization,
seventeen well-known test functions are used, the results obtained from AMP-
SONS and five other PSO variants, namely CLPSO[3], AMPSO[4], GOPSO[5],
DNLPSO[6], and DNSPSO[7] will be demonstrated and analyzed.
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Table 1. The main steps of AMPSONS

1 Initialize the population and parameters;
2 While FEs ≤ MaxFEs do
3 Update inertia weight w according to Eq. (3);
4 For i = 1 to NP do
5 Update the velocity and position according to Eq. (1, 2);
6 Generate a new trial particle TP i by Eqs. (8, 9);
7 Select a fitter one between Pi and TP i as the new Pi by Eq. (10);
8 Update pbest and gbest;
9 If f(pbest) = f(lastpbest) then monitor[i] + + else monitor[i] = 0;
10 If f(gbest) = f(lastgbest) then gbestmonitor ++ else gbestmonitor = 0;
11 End for
12 For i = 1 to NP do
13 If rand(0, 1) ≤ Pns then
14 Select the best particle nbest from the local neighborhood of particle;
15 Generate a trial particle Li according to Eqs. (13, 5);
16 Generate a trial particle Gi according to Eqs. (6, 7);
17 Select the best one among Pi, Li, and Gi as the new Pi;
18 Implement similar to steps from 8 to 10;
19 End if
20 End for
21 If gbestmonitor ≥ m then
22 Determine which mutation to be conducted according to the selection ration;
23 Conduct a mutation on gbest according to Eq. (12);
24 End if
25 If monitor[k] ≥ max(monitor[j], j = 1, .., NP ) and monitor[k] ≥ limit then
26 Reinitialize the kth particle;
27 End while

4.1 Benchmark Functions

Seventeen well-known benchmark functions including thirteen classical functions
from f1 to f13 (due to the paper space limit, details can be found in Table II of
[8] and the first thirteen functions in Table I of [15]) and four rotated functions
from f14 to f17 are Rotaled Ackley, Rotated Griewank, Rotated Weierstrass,
and Rotated Rastrigin, respectively (details can be found in [3–7]) are used to
evaluate the performance of the algorithm.

4.2 Parametric Settings

For the sake of fair comparison, in this test, all of algorithms run over 25 times,
the population size is set to 40, the maximum number of fitness evaluation
(MaxFEs) is set to 2e+5 [4, 5, 7]. The parameters of five other competitive
algorithms are set according to their experiments.

The parameters for AMPSONS algorithm were empirically set as follows:
w0 = 0.9, w1 = 0.4, c1 = c2 = 1.49, Pr = 0.9, Pns = 0.6. And m, limit are set to
10, 20, respectively.
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4.3 Comparison of AMPSONS with Other PSO Variants

This Section will demonstrate the results obtained from AMPSONS and five
other competitive PSO-based variants CLPSO, AMPSO, GOPSO, DNLPSO,
and DNSPSO over 25 times on 17 test functions with search space D = 30.
The average error values f(x) − f(x0) (f(x0) is the global optimum of f(x))
are recorded and given in Table 2, where Mean indicates the average function
error value, Dev indicates standard deviation value, in table the best results are
written in bold, and ’w/t/l ’ means that AMPSONS wins in w functions, ties in
t functions and loses in l functions, compared with its competitors.

Table 2. The comparison of results of AMPSONS with five other PSO variants

Func CLPSO AMPSO GOPSO DNLPSO DNSPSO AMPSONS
mean/dev mean/dev mean/dev mean/dev mean/dev mean/dev

f1 6.5887e–11 1.6391e–85 9.3796e–97 1.9172e–98 8.1845e–175 0
4.5005e–11 6.9060e–85 4.4016e–96 9.2787e–98 0.0000e+00 0

f2 4.7252e–08 3.1840e–35 1.5348e–53 3.1553e–27 1.7096e–89 9.2427e–179
1.3091e–08 1.3875e–34 4.4310e–53 1.5772e–26 4.2478e–89 0

f3 1.4346e+03 4.8000e+03 1.2962e–22 3.0518e–08 3.4625e–109 1.1111e–294
3.7903e+02 3.9476e+03 6.4517e–22 1.4359e–07 1.6416e–108 0

f4 6.4390e+00 1.8823e–05 2.9108e–26 1.6092e–04 4.1989e–68 1.7366e–165
9.0374e–01 4.6106e–05 7.5345e–26 1.9116e–04 9.6100e–68 0

f5 4.2818e+01 9.7004e+00 1.0176e+01 1.1897e+01 1.8142e+01 8.6793e–05
2.1893e+01 7.2206e+00 9.1401e–01 1.3016e+01 4.1286e–01 1.3244e–04

f6 0 0 0 0 0 0
0 0 0 0 0 0

f7 7.1231e–03 7.5760e–01 1.5199e–03 2.6427e–03 2.3463e–04 2.6189e–05
1.9787e–03 1.9788e+00 8.8604e–04 1.2101e–03 1.2642e–04 3.2625e–05

f8 0 3.4591e+03 3.7709e+03 1.8579e+03 3.0932e+03 2.8281e+03
0 7.7651e+02 5.7681e+02 4.3209e+02 7.1797e+02 1.2040e+03

f9 2.2742e+00 1.0444e+02 9.9646e–01 2.9849e+01 0 0
1.5878e+00 3.8880e+01 2.5874e+00 7.9285e+00 0 0

f10 7.6373e–07 1.6634e+00 3.9968e–15 1.7639e–14 1.8652e–15 4.4409e–16
2.0441e–07 2.8718e+00 8.0513e–31 1.0692e–14 1.7764e–15 1.0064e–31

f11 2.4151e–07 2.2069e–02 0 9.7453e–03 0 0
3.5659e–07 2.4950e–02 0 9.5839e–03 0 0

f12 2.9112e–12 1.5093e–01 3.0166e–17 3.0166e–17 3.0166e–17 3.0166e–17
1.9739e–12 2.1421e–01 1.8870e–32 1.8904e–32 1.8870e–32 1.8870e–32

f13 2.6152e–11 1.5264e–01 3.4779e–03 1.3185e–03 1.0108e–02 6.6221e–03
1.6799e–11 7.1780e–01 5.9998e–03 3.6441e–03 2.0779e–02 2.0311e–02

f14 1.2521e–05 3.5284e–14 1.2536e–12 8.2563e–09 6.3568e–16 5.3628e–16
2.1500e–05 1.6953e–15 3.2658e–19 6.3254e–08 0 1.2658e–32

f15 8.2598e–02 2.5680e–16 0 1.2548e–15 0 0
1.2568e–05 1.2587e–18 0 2.3587e–17 0 0

f16 3.1248e+00 4.2147e+00 3.1256e–13 2.8975e+00 2.5669e+00 1.2547e+00
3.9874e+00 3.9854e+00 7.2354e–14 3.2548e+00 2.8954e–01 5.3624e–01

f17 5.5684e+01 4.8726e+01 0 0 0 0
5.0124e+01 5.3648e+01 0 0 0 0

w/t/l 14/1/2 16/1/0 11/4/2 12/3/2 11/6/0
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The results in Table 2 show that the proposed AMPSONS approach has the
best performance on thirteen functions, three other functions belong to CLPSO
and GOPSO algorithms. In order to compare the performance of multiple algo-
rithms on the test suite, we conduct Friedman test according to the suggestions
of [16]. The results of Friedman test shows the average ranking of six compet-
itive algorithms, the highest ranking which belongs to AMPSONS, namely the
ranks of CLPSO, AMPSO, GOPSO, DNLPSO, DNSPSO, and AMPSONS are
4.74, 4.91, 3.03, 3.85, 2.65, 1.82, respectively. The convergence curves of four
representative functions are illustrated in Fig. 1.
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Fig. 1. The convergence curves on four test functions f1, f2, f3, and f5

For comparison of computational time, the average computation time for each
test functions is counted, from our experimental results, CLPSO consumes the
smallest time in total, then DNSPSO is second, the proposed AMPSONS algo-
rithm is third, and the last one is GOPSO.

5 Conclusions

According to the experimental results, it appears that our proposition outper-
forms the existing methods in terms of convergence speed and accuracy. In the
proposed algorithm, the improvement of neighborhood search strategy, diversity
mechanism and adaptive mutation enhances the exploitation and exploration
abilities of the algorithm including the multimodal and rotated problems. In
addition, exploration ability is improved by re-initialization of particle when the
pbest fitness value of particle does not change in pre-defined number of itera-
tions. By using the hybridization of the techniques, our approach can be adapted
for more kinds of problems.

In the future, the proposed approach will be applied in solving other domains
of application such as data clustering, image segmentation, etc.

Acknowledgments. This work was supported by the National Natural Science
Foundation of China (No.: 61070008 and 61364025).
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Abstract. K-means is one of the most popular clustering algorithm,
it has been successfully applied in solving many practical clustering
problems, however there exist some drawbacks such as local optimal
convergence and sensitivity to initial points. In this paper, a new ap-
proach based on enhanced particle swarm optimization (PSO) is pre-
sented (denoted CMPNS), in which PSO is enhanced by new neigh-
borhood search strategy and Cauchy mutation operation. Experimental
results on fourteen used artificial and real-world datasets show that the
proposed method outperforms than that of some other data clustering
algorithms in terms of accuracy and convergence speed.

Keywords: data clustering, K-means, particle swarm optimization.

1 Introduction

Data clustering is the process of identifying natural groupings or clusters, within
multidimensional data, based on some similarity measure. The K-means cluster-
ing algorithm was developed by J.A. Hartigan [1] which is one of the most
popular and widely used clustering techniques because it is easy to implement
and very efficient, with linear time complexity. However, its main drawbacks
are that it converges to arbitrary local optima as well as at local maxima and
saddle points and that it cannot deal well with non-spherical shaped clusters
[2]. The performance of the K-means algorithm depends on the initial choice
of the cluster centers. In order to tackle the drawback of initialization, in [3] a
method called K-means++ was presented, where a new initial method was pre-
sented. An alternative approach is applying evolutionary algorithms (EAs) in
clustering, yielding EA-based clustering algorithms. Unlike K-means clustering,
they simultaneously optimize a population of candidate solutions, which give
them the ability to escape from local optima. Various EA-based clustering algo-
rithms have been developed, including genetic algorithms, differential evolution,
ant colony optimization, artificial bee colony, and particle swarm optimization
[4–6].

C.K. Loo et al. (Eds.): ICONIP 2014, Part II, LNCS 8835, pp. 151–159, 2014.
c© Springer International Publishing Switzerland 2014
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Remain of this paper is structured as follows: some preliminaries of K-means
and PSO algorithms are briefly reviewed in Section 2. The proposed CMPNS
algorithm will be described in Section 3. The benchmark datasets, parameters
setting and results will be demonstrated in Section 4. Finally, in Section 5 the
conclusions will be drawn.

2 Preliminaries

2.1 K-means Clustering Algorithm

In partitioning clustering problems, we need to divide a set of N objects into K
clusters. Let O(o1, o2, ..., oN ) be the set of N objects of data set. Each object
has D features, and each feature is quantified with a real-value. Let SN×D be
the feature data matrix. It has N rows and D columns. Each row Si presents a
data vector and sij corresponds to the jth feature of ith data vector (i=1,2,...,N,
j=,1,2,...,D). Let C = (C1, C2, ..., CK) be the K clusters. Then Ci �= φ, Cj ∩
Ci �= φ, ∪K

j=1 Ci = O, i, j = 1, 2, ...,K, i �= j. The goal of clustering algorithm
is to find such a C that makes the objects in the same clusters are as similar as
possible while other objects in the different clusters as dissimilar, which can be
measured by some criterions.

K-means clustering [1] groups data vectors into a pre-specified number of
clusters, based on Euclidean distance as similarity measure. The classical K-
means algorithm is summarized as follows:

Step 1. Randomly choose K cluster centroids from N objects.
Step 2. For each data vector, assign the vector to the cluster with the closest

centroid, where the distance to the centroid is determined by Eq. (1).

d (Si, Zj) =

√

√

√

√

D
∑

p=1

(Sip − Zjp)
2 (1)

Step 3. Recalculate the cluster centroids, using Eq. (2) as follows:

Zj =
1

NCj

∑

∀Sp∈Cj

Sp (2)

where NCj is the number of data vectors in cluster j and Cj is the subset of data
vectors that form cluster j, return Step 2 if stopping criterion is not satisfied.

2.2 Particle Swarm Optimization

Each particle in PSO [7, 8] has a velocity vector (V ) and a position vector
(X ). PSO remembers both the best position found by all particles and the best
positions found by each particle in the search process. For a search problem in
D -dimensional space, a particle represents a potential solution. The velocity and
position of particle are updated according to Eqs. (3) and (4).

vij = w · vij + c1 · rand1ij · (pbestij − xij) + c2 · rand2ij · (gbestj − xij) (3)
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xij = xij + vij (4)

where the particles index i =1, 2, ..., NP, NP is the population size, xi is the
position of the ith particle, vi represents the velocity of ith particle, pbesti is
the best previous position yielding the best fitness value for the ith particle,
and gbest is the global best particle found by all particles so far, rand1ij and
rand2ij are two random numbers independently generated within the range of
[0, 1], c1 and c2 are two learning factors which control the influence of the social
and cognitive components, w is the inertia factor. The inertia weight w in Eq.
(3) was introduced by Y. Shi et al. [9], a w linearly decreasing with the iterative
generations was proposed as Eq. (5).

wk = w0 − (w0 −w1) · k
Max Gen

(5)

where k is the kth generation index, w0 and w1 are maximum and minimum
inertia weight value, respectively.

3 Proposed Method

To improve the performance of K-means over the drawbacks and enhance the
algorithm in terms of convergence speed and accuracy, in this paper we present a
new approach based on improved PSO, where PSO is introduced into K-means.

3.1 Neighborhood Search

By employment of local neighborhood search and global neighborhood search
strategies with ring topology and radius is equal to 2, H. Wang et al. [10] pro-
posed DNSPSO approach to enhance PSO algorithm, in which a local neigh-
borhood search (LNS) and global search (GNS) strategies were proposed. To
improve the exploitation ability of the local search strategy, the best particle of
local neighbour is employed to generate the trial particle LNS. The neighbor-
hood of a particle Pi, a trial particle Li = (LXi, LVi) is generated by Eqs. (6, 7).

LXi = r1 ·Xi + r2 · (pbesti −Xi) + r3 · nbesti (6)

LVi = Vi (7)

where Xc and Xd are the position vectors of two random particles in the k -
neighborhood radius of Pi, c, d ∈ [i− k, i+ k]∧c �= d �= i, r1, r2 and r3 are three
uniform random numbers within (0,1), and r1 + r2 + r3 = 1, and nbesti is the
best particle of Xi neighborhood.

Besides the LNS, a global neighborhood search (GNS) strategy is proposed
to enhance the ability of exploration. When searching the neighborhood of a
particle Pi, another trial particle Gi = (GXi, GVi) is generated by Eqs. (8, 9).

GXi = r4 ·Xi + r5 · gbest+ r6 · (Xe −Xf ) (8)
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GVi = Vi (9)

where Xe and Xf are the position vectors of two random particles chosen for
the entire swarm, e, f ∈ [1, NP ] ∧ e �= f �= i, r4, r5 and r6 are three uniform
random numbers within (0, 1), and r4 + r5 + r6 = 1.

3.2 Diversity Mechnism

Like DNSPSO [10], the diversity mechanism was employed, where for each par-
ticle Pi(t) a new particle Pi(t+ 1) is generated by the PSO’s velocity and po-
sition updating equations. By recombining Pi(t) and Pi(t+ 1), a trial particle
TPi(t+ 1) = (TXi(t+ 1), TVi(t+ 1)) is generated as follows:

TXij(t+ 1) =

{

Xij(t+ 1) if randj(0, 1) < Pr

Xij(t) otherwise
(10)

TVij(t+ 1) = Vij(t+ 1) (11)

where Pr is a user-defined value of greedy selection probability. After recombi-
nation, a greedy selection is used as follows:

Pi(t+ 1) =

{

TPi(t+ 1) if f (TPi(t+ 1)) < f (Pi(t+ 1))
Pi(t+ 1) otherwise

(12)

3.3 Cauchy Mutation

Aim to improve the convergence speed, in each iteration the global best particle
is mutated by Cauchy distribution function [11] as follows:

gbestj = gbestj + Cauchy() (13)

3.4 Reinitialization

Similar to the scout bee of artificial bee colony (ABC) [12], particle is reinitialized
randomly if the number of relative pbest fitness not changed is more than the
pre-defined number (called limit, in this case the particle may be trapped into
local optima). By this technique, the exploration ability of the algorithm can be
enhanced.

3.5 Proposed Algorithm

Firstly, particle is encoded according to Eqs. (14), (15). Each particle is a poten-
tial candidate solution for the optimal center centroids. In this case, solving data
clustering problem can be seen as solving the global optimization with fitness
function is the validity index of SED calculated by Eq. (16).

Xi = (Xi1, ..., Xij , ..., XiK) (14)

Vi = (vi,1, vi,2, ..., vi,K×D) (15)
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Table 1. The main steps of CMPNS

1 Initialize each particle by randomly selecting from dataset;
2 While FEs ≤ MaxFEs do
3 Update inertia weight w according to Eq. (5);
4 For i = 1 to NP do
5 Update the velocity and position according to Eq. (3, 4);
6 Generate a new trial particle TP i by Eqs. (10, 11);
7 Select a fitter one between Pi and TP i as the new Pi by Eq. (12);
8 Update pbest and gbest;
9 If f(pbest) = f(lastpbest) then monitor[i] + + else monitor[i] = 0;
10 End for
11 For i = 1 to NP do
12 If rand(0, 1) ≤ Pns then
13 Generate a trial particle Li according to Eqs. (6, 7);
14 Generate a trial particle Gi according to Eqs. (8, 9);
15 Select the best one among Pi, Li, and Gi as the new Pi;
16 Update pbest and gbest;
17 If f(pbest) = f(lastpbest) then monitor[i] + + else monitor[i] = 0;
18 End if
19 End for
20 Mutate gbest according to Eq. (13);
21 If monitor[k] ≥ max(monitor[j], j = 1, .., NP ) and monitor[k] ≥ limit then
22 Reinitialize the kth particle from random K distinct data objects of dataset;
23 End while

where D-dimensional vector Xij = (xi,1j , xi,2j , ..., Xi,Dj) represents the jcluster
centroid of ith particle.

L. Kaufman et al. [13] suggested that Sum of Euclid Distance (SED) is better
than Mean Squared Error (MSE) for measuring cluster analysis results. In this
paper we also use SED, which is calculated by Eq. (16), is used as the fitness
function.

SED =

K
∑

j=1

∑

Si∈Cj

‖Si −Xj‖ (16)

The main steps of the proposed algorithm are listed in Table 1, where NP
is the population size, K is the number of clusters, lastpbest records the last
fitness values of pbest. monitor[i] records the successive number of iterations
where the fitness values of pbesti does not change. FEs is the number of fitness
evaluations, and MaxFEs is the maximum number of fitness evaluations. Pns

is the probability to implement the neighborhood search strategy, limit is the
pre-defined number. The fitness function is SED function calculated by Eq. (16).

3.6 Measure Criterions

Two metrics were used in our experiments, the first measure is the fitness value,
the sum of Euclid distance SED, as defined in Eq. (16). The second metric is
the clustering accuracy, which is the percentage of the objects that are correctly
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recovered in a clustering result (called classification accuracy percentage CAP)
defined in Eq. (17).

CAP = 100× #of correctly classified examples

size of test data set
(17)

4 Experimental Results

To evaluate the performance of the proposed algorithm, fourteen benchmark
datasets including four artificial datasets and ten real-world datasets were
used. In addition, four data clustering algorithms K-means[1], K-means++[3],
KPSO[4], and PSOK[5] were compared to the proposed algorithm in terms of
fitness value SED and accuracy CAP.

Table 2. The main properties of artificial datasets

Data set Size Features No of clusters Data set Size Features No of clusters

Dataset1 400 3 4 Dataset3 300 2 6
Dataset2 250 2 5 Dataset4 500 2 10

4.1 Benchmark Datasets

The details of properties of artificial datasets are described in Table 2 [14], the
properties of ten real-world datasets Iris, Wine, Glass, Ecoli, Liver disorder,
Vowel, Vowel 2, Pima, WDBC, and CMC can be found in [15].

4.2 Parametric Settings

In this test, the parameters of four other competitive algorithms K-means, K-
means++, KPSO, PSOK are set according to their experiments. For the sake
of fair comparison, the population size NP=100. The maximal number of fitness
evaluationsMaxFEs was set to 10e+04 for all algorithms, all algorithms were run
on each of the 14 datasets over 25 times and their mean value of SED, accuracy
percentage. For CMPNS, other parameters were empirically set as follows: w0 =
0.9, w1 = 0.4, c1 = c2 = 1.49, Pr = 0.9, Pns = 0.6, limit = 50.

4.3 Comparison of Results

The results of SED are shown in Tables 3, where the best values are written
in bold. The results in Table 3 indicate that the proposed CMPNS algorithm
has the best results of SED on 12 of 14 datasets, two other datasets of Vowel2
and Ecoli belong to K-means and K-means++, respectively. In order to compare
the performance of multiple algorithms on the test suite, we conduct Friedman
test [16], the highest ranking belongs to CMPNS, namely the ranks of K-means,
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Table 3. Comparison of SED results

Data set K-means K-means++ KPSO PSOK CMPNS
Dataset1 8.5182e+02 7.4998e+02 8.1271e+02 7.4997e+02 7.4961e+02
Dataset2 3.2838e+02 3.2816e+02 4.1106e+02 3.2841e+02 3.2644e+02
Dataset3 4.4943e+02 4.2890e+02 4.4795e+02 3.7449e+02 3.7361e+02
Dataset4 9.4805e+02 8.7136e+02 1.1241e+03 8.8793e+02 8.6534e+02
Iris 1.0502e+02 9.8663e+01 1.0685e+02 9.7272e+01 9.6691e+01
Wine 1.6838e+04 1.7339e+04 1.7078e+04 1.6364e+04 1.6299e+04
Glass 2.2470e+02 2.3202e+02 2.4546e+02 2.1866e+02 2.1773e+02
Ecoli 6.4785e+01 6.3604e+01 6.7063e+01 6.4673e+01 6.4697e+01
Liver dis 1.0213e+04 1.0222e+04 1.0262e+04 9.8829e+03 9.8519e+03
Vowel 1.5306e+05 1.5304e+05 1.7413e+05 1.5119e+05 1.5069e+05
Vowel2 7.0912e+02 7.0980e+02 8.6285e+02 7.2348e+02 7.1489e+02
Pima 5.2072e+04 5.2072e+04 5.0867e+04 4.7832e+04 4.7564e+04
WDBC 1.5295e+05 1.5295e+05 1.5215e+05 1.4985e+05 1.4953e+05
CMC 5.5133e+03 5.5142e+03 6.1808e+03 5.5140e+03 5.5103e+03
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Fig. 1. The convergence curves on artificial datasets

Table 4. Comparison of results of CAP on artificial datasets (in percentage)

Data set K-means K-means++ KPSO PSOK CMPNS
Dataset1 96.25±9.16 100.00±0 100.00±0 100.00±0 100.00±0
Dataset2 94.00±0 94.68±1.09 85.44±5.07 95.80±1.62 96.46±1.50
Dataset3 89.17±9.79 92.50±8.51 97.95±4.04 100.00±0 100.00±
Dataset4 89.13±4.81 91.01±5.38 92.31±4.84 93.76±5.23 94.85±4.28
Iris 82.27±10.48 87.83±4.99 88.30±2.98 89.33±0.43 89.97±0.15
Wine 69.97±0.62 69.24±1.18 71.29±1.03 70.84±0.25 71.52±0.32
Glass 56.80±2.51 55.33±3.26 59.30±0.86 59.37±3.40 60.09±2.81
Ecoli 80.51±2.76 81.49±1.99 78.81±3.01 81.12±2.20 80.79±3.03
Liver 57.97±0 57.97±0 57.97±0 57.97±0 57.97±0
Vowel 58.29±2.78 58.86±2.21 57.65±2.68 58.27±1.66 59.39±2.70
Vowel2 37.43±2.36 36.66±1.83 34.99±2.72 36.94±1.96 37.44±1.93
Pima 65.10±0 65.10±0 65.10±0 66.02±0 66.02±0
WDBC 85.41±0 85.41±0 86.29±0.79 86.41±0.38 86.820
CMC 45.34±0.40 45.11±0.38 44.95±0.91 45.26±0.38 45.58±0.13

K-means++, KPSO, PSOK, and CMPNS are 3.29, 3.07, 3.18, 2.36, and 1.29, re-
spectively. The representative convergence curves of artificial datasets are illus-
trated in the Fig. 1.

The CAP results of CAP average of 25 times on each of all datasets are listed
in Tables 4, where the best results be written in bold. The results in Tables
show that the proposed CMPNS algorithm has the best accuracy percentage in
majority of benchmark datasets, only on Ecoli dataset the best result belongs
to K-means++ algorithm.
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5 Conclusions

In this study, we propose a new data clustering approach in order to improve K-
means algorithm by enhanced PSO algorithm. Aiming to overcome the shortcom-
ing of K-means, enhanced PSO approach by employing the proposed neighbor-
hood search strategy and combining with diversity mechanism, Cauchy
mutation operation, and reinitialization was introduced into K-means. The re-
sults obtained from testing on fourteen benchmark datasets including artificial
and real-world datasets the proposed CMPNS algorithm is also good at data
clustering in compared with some data clustering algorithms. So that, CMPNS
can be an alternative for solving data clustering problems and other relevant
problems.

Acknowledgments. This work was supported by the National Natural Science
Foundation of China (No.: 61070008 and 61364025).
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Abstract. This paper presents a method to improve the accuracy of localization
and mapping obtained by ICP-SLAM (iterative closest point - simultaneous lo-
calization and mapping) algorithm. The method uses competitive associative net
(CAN2) for learning piecewise linear approximation of the cloud of 2D points
obtained by the LRF (laser range finder) mounted on a mobile robot. To re-
duce the propagation error caused by the consecutive pairwise registration by the
ICP-SLAM algorithm, the present method utilizes leave-one-out cross-validation
(LOOCV) and tries to minimize the LOOCV registration error. The effectiveness
is shown by analyzing the real experimental data.

Keywords: ICP-SLAM, LRF range data, Propagation error owing to pairwise
registration, Competitive associative nets, Leave-one-out cross-validation.

1 Introduction

This paper presents a method to improve the accuracy of localization and mapping
obtained by ICP-SLAM algorithm. Here, we consider the ICP (iterative closest point)
method [1] to find the transformation between two successive point clouds obtained
by the LRF (laser range finder), and the SLAM (simultaneous localization and map-
ping) (e.g. [2]) utilizing the ICP method for a mobile robot to execute the localization
and mapping. The result (localization and mapping) of the ICP-SLAM algorithm in-
volves the propagation error owing to the successive processing. Here, note that the
LRF range data are characterized as involving lack of data called black spots, quanti-
zation errors owing to the range (distance) resolution (e.g. 10mm), and a large number
of data owing to high angular resolution (e.g. 0.25◦). To deal with such data, we have
developed a plane extraction method using CAN2 (competitive associative net) [3],
where the CAN2 is an artificial neural net for learning piecewise linear approximation
of nonlinear functions and provides several advantages such as data compression, noise
reduction, availability of approximated piecewise line segments of LRF range data in
this application.

We have utilized these advantages in range image registration [4], where we use par-
ticle filter (PF) and loop-closing for reducing the propagation error. From the surveys of

C.K. Loo et al. (Eds.): ICONIP 2014, Part II, LNCS 8835, pp. 160–169, 2014.
c© Springer International Publishing Switzerland 2014

http://kurolab.cntl.kyutech.ac.jp/
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range image registration [6,7], our method in [4] is classified into statistic techniques for
cycle minimization studied for SLAM problems. As an another idea, we have presented
a multiview registration method for 3D range images in [5], where we have introduced
leave-one-image-out cross-validation (LOOCV) error to reduce the propagation error
of successive pairwise registration. In this paper, we apply the above idea to improve
the result of the ICP-SLAM algorithm. From the survey [7], the idea is closely related
to the metaview strategies of analytic techniques for cycle minimization to reduce the
propagation error. Although the conventional metaview methods incrementally regis-
ter and merge the consecutive images into a metaview, the present method generate
all LOOCV metaviews, and tries to reduce the registration error between every pair of
LOOCV metaview and the remaining cloud of points. Here, the correspondence of the
points between the LOOCV metaview and the remaining image is obtained by means
of using the distance as well as the orientation of the tangent lines at the points, which
is easy to be possible by the piecewise line segments approximated by the CAN2 in
this research. Here, the method using the distance and the orientation of tangent line,
which we call point-to-line registration, is a variant of the point-to-plane registration [8]
which shows better performance than the point-to-point registration used in many ICP
methods (see [6,7]).

In the next section, we show the present method to improve the accuracy of local-
ization and mapping obtained by the ICP-SLAM application by means of using CAN2
and LOOCV, and then the effectiveness of the method is evaluated in 3.

2 Accuracy Improvement of ICP-SLAM Via CAN2 and LOOCV

2.1 Localization and Mapping Estimated by ICP-SLAM Application

We have used a pioneer 3-AT mobile robot from MobileRobots Inc. with a Hokuyo
UTM-30LX LRF mounted on the top to execute ICP-SLAM as shown in Fig. 1(a). The
specification of UTM-30LX is as follows; the distance scanning range is 0.1 to 30m
and the angular scanning range is φmax = 270◦, while the accuracy is ±30mm for 0.1
to 10m and ±50mm for 10 to 30m, and the angular resolution is Δφ = 0.25◦. We use
the ICP-SLAM application with icp-classic option provided by MRPT (Mobile Robot
Programming Toolkit) [9]. It is an offline application which provides an estimated tra-
jectory of the robot poses (positions and orientations) and an estimated 2D map after a
running of the robot, where the map is represented as a cloud of points obtained from
the LRF as shown Fig. 1(c).

Let x̂t = (x̂t, ŷt, θ̂t)
T be the pose of the robot at a discrete time t ∈ Itime =

{1, 2, · · · } obtained by the ICP-SLAM application, and Dt = {r(i)t ) | i ∈ Iscan} be

the range (distance) dataset obtained by the LRF at t ∈ Itime, where r
(i)
t for Iscan =

{0, 1, 2, · · · , imax = φmax/Δφ} is the ith scanning range data. From Dt, we obtain

Zt = {p(i)
t = (x

(i)
t , y

(i)
t )T = (r

(i)
t cos(iΔφ − φr), r

(i)
t sin(iΔφ − φr))

T | i ∈ Iscan}
denoting the cloud of points on the tth LRF coordinate system (see Fig. 1(b)). Here, by
means of using φr denoting the robot orientation on the LRF coordinate system, the
y-axis of p(i)

t directs to the orientation of the robot. We call Zt the tth submap in the
following.
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(a)

(b)
(c)

Fig. 1. (a) Mobile robot (P3-AT), LRF (Hokuyo UTM-30LX) mounted on the top to scan the
environment horizontally, and a note PC on the robot used in the experiment, (b) a cloud of
points obtained by a single 2D scan of the LRF, and (c) a map and a robot route estimated by the
ICP-SLAM application.

We transform the point p(i)
t in Zt on the tth LRF coordinate system to

p̂
(i)
t−1,t = R̂t−1,tp

(i)
t + t̂t−1,t (1)

on the (t − 1)th LRF coordinate system. Here, the parameter (R̂t−1,t, t̂t−1,t) is ob-
tained by the poses of the robot via the ICP-SLAM application, i.e. the rotation matrix

Rt−1,t = R
(
θ̂t−1 − θ̂t

)
and the translation vector t̂t−1,t = (x̂t−1 − x̂t, ŷt−1 − ŷt)

T ,

where R(θ) =

(
cos θ sin θ

− sin θ cos θ

)
. By means of applying this relationship recursively,

we can transform p
(i)
t to the 1st LRF coordinate system as p̂(i)

1,t = R̂1,tp
(i)
t + t̂1,t, where

(R̂1,t, t̂1,t) = (R̂1,t−1R̂t−1,t, t̂1,t−1 + R̂1,t−1t̂t−1,t). (2)

The map represented as a cloud of points as Ẑ = {p̂(i)
1,t|i ∈ Iscan, t ∈ Itime}.
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1. Algorithm search function region(Dt, i0, i1):
2. φc := π/2− (i1 − i0)Δφ/2 //Δφ = 0.25◦: angular resolution of LRF

3. for i := i0 to i1 do

4. x+ := (r
(i)
t +Δr) ∗ cos(iΔφ + φc) //Δr = 10mm: allowable range error

5. x− := (r
(i)
t −Δr) ∗ cos(iΔφ + φc)

6. if i �= i0 and min{x+, x−} > x0 then return i− 1
7. x0 := max{x+, x−}
8. endfor

9. return i = i1

(a)

i0

i1

Δr

x0

Δr

Δr

x+ x-

i 

i0+1

Δr

i-1

r(i0)
t

Origin of the LRF

(i1-i0)
  2

x

(b)

Fig. 2. (a) Algorithm to search the region where the data can be represented as a function, and
(b) the relationship between the range data r

(i)
t and the index i, where xi = r

(i)
t cos(iΔφ + φc)

decreases with the increase of i (with allowable error Δr) in the region

2.2 Preprocessing for Function Approximation

In order to apply the CAN2 for function approximation, the data should be represented
as a function. However, the relationship from x

(i)
t to y

(i)
t of p(i)

t = (x
(i)
t , y

(i)
t )T in Zt

is not always possible to be represented as a function as y(i)t = f(x
(i)
t ). However, the

original range data r
(i)
t can be represented as a function as ri = r(φi). If r = r(φ) is

continuous around φc, we can derive r � rc + r′(φc)Δφ for r = r(φ), rc = r(φc) and
Δφ = φ−φc. Then, by means of using (x, y) = (r cos(Δφ+π/2), r sin(Δφ+π/2)),
we have (x, y) � (−rΔφ, r) for |Δφ| � 1. Thus, y is represented by a function
of x as y � rc − r′(φc)x/(rc + r′(φc)Δφ). This indicates that for a small angu-
lar region, the LRF data with the rectangular form can be represented as a function.
So, we divide the range dataset Dt into a number of subsets D

(l)
t for l = 1, 2, · · ·

so that the data in each D
(l)
t can be represented as a function. To have this done, we

use two algorithms, one is shown in Fig. 2 to search the region in which the data can
be represented as a function, and the other is shown in Fig. 3 to divide the dataset by
means of using the former algorithm to search the function region. From the subset
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1. Algorithm divide dataset(Dt):
2. Δi := imax/L0 // L0: default number of the regions to be divided

3. i1 := 0
4. L := 0
5. for l = 1 to L0 do

6. i0 := i1
7. repeat

8. i1 := min{i1 +Δi, imax}
9. i := search function region (Dt, i0, i1)

10. until i = i1 and i1 < imax

11. i1 := i
12. if i1 − i0 ≥ ia then // ia (= 4) is a threshold

13. L := L+ 1
14. D

(L)
t := {r

(i)
t

∣∣ i ∈ I
(L)
t � [i0, i1]}

15. else

16. r
(i)
t := −1 for i ∈ [i0, i1] // inactivate data

17. endif

18. if i1 ≥ imax then breakfor

19. endfor

20. return D
(l)
t for l ∈ Iregion � {1, 2, · · · , L} // return the regions

Fig. 3. Algorithm to divide Dt into subsets D(l)
t (l ∈ Iregion) to be represented as as a function

D
(l)
t = {r(i)t |i ∈ I

(l)
t = [i

(l)
min,t, i

(l)
max,t]} divided by the algorithms from D

(l)
t , we ob-

tain the rectangular dataset Z(l)
t = {p(i)

t = (x
(i)
t , y

(i)
t )T = (r

(i)
t cosφ

(i)
t , r

(i)
t sinφ

(i)
t )T

| φ(i)
t =

(
i+

i
(l)
max,t−i

(l)
min,t

2

)
Δφ + π

2 , i ∈ I
(l)
t }. Then, we can apply the CAN2 to learn

to extract piecewise line segments from the cloud of points in Z
(l)
t .

2.3 Piecewise Linear Approximation by the CAN2

We use a CAN2 with N units for learning to approximate Z
(l)
t . The jth unit has a

weight vector (scalar in this application) w(l,j)
t = w

(l,j)
1,t and an associative matrix (row

vector) M (l,j)
t = (M

(l,j)
0,t , M

(l,j)
1,t ) for j ∈ ICAN2 = {1, 2, · · · , N}. After learning

Z
(l)
t = {(x(i)

t , y
(i)
t )T |i ∈ I

(l)
t } as a function y = f(x) for x = x

(i)
t and y = y

(i)
t ,

the CAN2 divide the input space into Voronoi regions V (l,j)
t = {x|j = argmin

i
{‖x −

w
(l,i)
t ‖} for j ∈ ICAN2, and performs linear approximation y = M

(l,j)
t x̃ in each

region, where x̃ = (1, x)T . As a result, the submap Z
(l)
t is approximated by piecewise

line segments. Namely, the equation of the line is given by (n
(l,j)
t )Tpt = α

(l,j)
t and the

center of the line segment is given by pt = q
(l,j)
t = (w

(l,j)
t,1 ,M

(l,j)
t w̃

(l,j)
t,1 )T , where

w̃
(l,j)
t,1 = (1, w

(l,j)
t,1 ), and the normal vector n(l,j)

t = (n
(l,j)
x,t , n

(l,j)
y,t )T and the distance to



Accuracy Improvement of Localization and Mapping of ICP-SLAM 165

the origin α
(l,j)
t are given by

((
n

(l,j)
t

)T

, α
(l,j)
t

)
=

(
−M

(l,j)
1,t , 1,M

(l,j)
0,t

)

√
(M

(l,j)
1,t )2 + 1

. (3)

Here, note that n(l,j)
y,t = 1/

√
(M

(l,j)
1,t )2 + 1 > 0 or the normal vector directs forward

from the origin of the tth LRF coordinate system. As an approximation of Z(l)
t , we

use Z
(l),CAN2
t = {q(l,j)

t ,n
(l,j)
t , α

(l,j)
t |j ∈ ICAN2}. For each approximated point

(x, y)T ∈ Z
(l),CAN2
t for l ∈ Iregion � {1, 2, · · · , L}, we reconstruct the cloud of ap-

proximated points in the LRF coordinate system as (x(i′)
t , y

(i′)
t )T = {(r(i′)t cos(i′Δφ −

φr), r
(i′)
t sin(i′Δφ−φr))

T , where i′ = (tan−1 (y/x)−φ
(l)
c )/Δφ and r(i

′)
t =

√
x2 + y2,

where φ
(l)
c = (i

(l)
max,t − i

(l)
min,t)Δφ/2 + π/2. Here, i′ does not have to be an integer.

From the above procedure, we reconstruct the tth approximated submap ZCAN2
t =⋃

l∈Iregion Z
(l),CAN2
t .

From ZCAN2
t , we remove the following data to obtain the ROI (Region of Interest)

dataset Z(l),CAN2
t = {q(l,j)

t ,n
(l,j)
t , α

(l,j)
t |j ∈ ICAN2ROI}.

(i) (Remove jump edge) The data on the jump edge hold (n
(j)
t )Tq

(j)
t = 0. So, we

remove the data with |(n(j)
t )T q

(j)
t |/‖q(j)

t ‖ < cos(π/2 − ψje), where ψje(= 5◦)
indicates allowable error.

(ii) (Remove unreliable piecewise line segments) We remove the data in the Voronoi
region of the unit which involves less than 4 data because the data are unreliable.

2.4 Range Data Registration Using LOOCV

We try to improve the transformation (R̂1,t, t̂1,t) in (2) obtained by the ICP-SLAM
application into the transformation (R1,t, t1,t) as follows.

[Algorithm: Range Data Registration Using LOOCV]

Step 1. (Initialize Transformation) Let (R1,t, t1,t) := (R̂1,t, t̂1,t) for all t ∈ Itime.

Step 2. (Obtain corresponding points) Obtain q
(j)
1,t := R1,tq

(j)
t + t1,t for all q(j)

t ∈
ZCAN2ROI
t . Search q

(lj)

1,t̄ being the closest point to q
(j)
1,t for all t̄ ∈ Itime\{t} and

let ZCAN2ROI
1,t := {q(j)

1,t |j ∈ ICAN2ROI
1,t } be the set of q(j)

1,t satisfying a distance

condition given by ‖q(j)
1,t − q

(lj)

1,t̄ ‖ ≤ dth and an orientation condition given by
(
n

(j)
1,t

)T

n
(lj)

1,t̄ ≥ cosψth for the thresholds dth and ψth.
Step 3. (Refine transformation) In order to improve the accuracy, obtain the point

ξ
(lj)

1,t̄ := q
(lj)

1,t̄ +
(
α
(lj)

1,t̄ − (n
(lj)

1,t̄ )
Tq

(j)
1,t

)
n

(lj)

1,t̄ which is on the tangent line of q(lj)

1,t̄

and closest to q
(j)
1,t , and introduce

η
(lj)

1,t̄ :=

{
ξ
(lj)

1,t̄ if ‖q(j)
1,t − q

(lj)

1,t̄ ‖ ≤ dp2l,

q
(lj)

1,t̄ otherwise,
(4)
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where dp2l indicates a threshold of point-to-line distance. Now, we introduce the
registration error given by

J �
〈
(ΔZt,t̄)

2
〉
t∈Itime =

〈
‖ΔRt q

(j)
1,t +Δtt − η

(lj)

1,t̄ ‖2
〉

q
(j)
1,t∈ZCAN2ROI

1,t ,c∈Itime
.

(5)

This indicates the LOOCV MSE (mean-square-error) of the current registration
with (ΔRt, Δtt) = (I ,0). From ICP techniques, the error J is expected to be

reduced by (ΔRt, Δtt) :=
(
U tV

T
t , η

(lj)

1,t̄ −ΔRtq
(j)
1,t

)
, where U t and V t are the

left and the right singular matrices of the cross-covariance matrix of η(lj)

1,t̄ and q
(j)
1,t

with the mean vectors η(lj)

1,t̄ and q
(j)
1,t , respectively. We update the transformation as

(R1,t, t
(j)
1,t) := (ΔRtR1,t, ΔRtt

(j)
1,t +Δtt) for all t and repeat Step 2 and 3 until

convergence.

3 Experimental Results

We have run the robot around a corner of a corridor in our department building as
shown in Fig. 1(c), and obtained odometry and LRF data with sampling rate 10Hz and
40Hz, respectively, for 45s duration of time. As a result of applying the ICP-SLAM

(a) (b)
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Fig. 4. The robot route and the map obtained by (a) the ICP-SLAM and (b) the CAN2+LOOCV.
Difference between the robot poses ((c) position and (d) orientation) at each time t obtained by
the ICP-SLAM and the CAN2+LOOCV
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application, we have 450 pairs of robot poses and LRF scanning data for the sampling
rate 10Hz. For examining the present method, which we denote CAN2+LOOCV in the
following, we show the result using one out of every three pairs of data. Namely, we
use 150 pairs of the pose x̂t = (x̂t, ŷt, θ̂t)

T and the LRF dataset Dt for the discrete
time t ∈ Itime = {1, 2, · · · , 150} for the sampling rate Ts = 0.3s.

We show magnified pictures of the robot route and the map obtained by the two
methods in Fig. 4(a) and (b), where the CAN2+LOOCV employs p2l-only registration
using the thresholds as (dp2l, dth, ψth) = (0.3m, 0.3m, 45◦). From the pictures, we may
say that there is not a big difference, exept that the area of cloud points seem slightly
reduced by the CAN2+LOOCV. So, we examine numerical results as shown in (c) and
(d). From (c), we can see that the maximum distance of the positions obtained by the
two methods is about 40mm which occurs after the gradual and fluctuating increase of
the difference in the y-direction for t > 35s, which may indicate the propagation error
of the ICP-SLAM. Let us divide 45s duration of time into 3 (rough) periods: the first
period is 0–25s corresponding to the robot going straight in the x-direction, the second
one is 25–35s corresponding to turning around the corner, and the last one is 35–45s
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Fig. 5. The velocity in (a) the x-direction, (b) y-direction and (c) orientation obtained by the

CAN2+LOOCV and the ICP-SLAM. Here, the velocity is obtained by

(
Δx

Δt
,
Δy

Δt
,
Δθ

Δt

)
=(

xt − xt−1

Ts
,
yt − yt−1

Ts
,
θt − θt−1

Ts

)
for the estimated robot pose xt = (xt, yt, θt)

T for t ∈
Itime and the sampling period Ts = 0.3s. (d) Reduction of the LOOCV RMSE (root mean
square error J1/2) by the CAN2+LOOCV method with p2l-only (point-to-line only) registration
using (dp2l, dth, ψth) = (0.3m, 0.3m, 45◦) and p2p-only (point-to-point only) registration using
(dp2l, dth, ψth) = (0m, 0.3m, 45◦).
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corresponding to going straight in the y-direction, respectively. From (c) and (d), we
can see that the difference in the x position, the y position and the angle seems big for
the first, third and second periods, respectively.

To examine this result much more, we show the velocity of the robot obtained by
the two methods in Fig. 5(a), (b) and (c). We can see that the fluctuation of the velocity
in the x-direction, the y-direction, and the orientation is big in the first, the third and
the second period, respectively. This indicates that the fluctuation is big along for the
moving direction or orientation. From the point of view of the comparison between two
methods, the CAN2+LOOCV has provided smaller magnitude of the velocity fluctu-
ation along with the x- and y-direction for all periods than the ICP-SLAM. Since the
actual movement of the robot had not involve fluctuations, the CA2+LOOCV is con-
sidered to have provided better result. From the point of view of angular velocity fluc-
tuation, the CAN2+LOOCV has also provided smaller magnitude in the 2nd period but
bigger one in the first and the third period. This is supposed to be because the LOOCV
method tries to reduce the registration error for all periods and the error is bigger in the
second period than in other periods. As a result, the CAN2+LOOCV method seems to
improve the accuracy of the localization and the mapping obtained by the ICP-SLAM.

From Fig. 5(f), we can see that the CAN2+LOOCV reduces the LOOCV RMSE (root
mean square error J1/2) monotonically with the increase of the number of iteration.
Furthermore, the p2l-only registration has provided smaller RMSE than the p2p-only
registration.

4 Conclusion

We have presented a method using CAN2 and LOOCV to improve the accuracy of
localization and mapping obtained by ICP-SLAM application. The CAN2 is used to
obtain a number of line segments as a piecewise linear approximation of the cloud of
2D points. The center points and the normal vectors of the approximated line segments
are utilized for multiview registration using LOOCV technique. The method reduces
the propagation error caused by the consecutive pairwise registration by the ICP-SLAM
algorithm. We have shown the effectiveness of the present method by analyzing the real
experimental data.
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24500276.
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Abstract. In this paper, we consider saliency detection problems from
a unique perspective. We provide an implicit representation for the
saliency map using level set evolution (LSE), and then combine LSE
approach with energy functional minimization (EFM). Instead of intro-
ducing sophisticated segmentation procedures, we propose a flexible and
lightweight LSE-EFM framework for saliency detection. The experimen-
tal results demonstrate our method outperforms several existing popular
approaches. We then evaluate several computation strategies indepen-
dently. The comparisons results indicate their effectiveness and strong
abilities in combatting saliency confusions.

Keywords: Saliency Detection, Level Set Evolutionm, Computer
Vision.

1 Introduction

Saliency detection has drawn much attentions in computer vision society. It aims
to extract anomalous objects and informative structures from images. Recently,
it has been widely employed in computer vision and multimedia applications [1].

In traditional saliency detection, objects are usually extracted through post-
processing of saliency map. For example, Hou and Zhang [2] proposes a simple
thresholding strategy to extract proto-objects from images. Achanta et al. [3]
suggest a widely adopted adaptive thresholding methods one step further. Un-
like the methods mentioned above, Gopalakrishnan et al. [4] formulate saliency
detection as a foreground and background labeling problem.

In this paper, we notice the interpretability of level set methods, which enable
us to readily compute the saliency posterior probability. From this perspective,
we propose a novel method, named as Saliency Level Set Evolution (SLSE), for
separating salient objects and contexts of an image. As a classical method for
shape representation, level set uses the zero level set of a 3D level set function
(LSF) to represent a closed 2D curve [5]. This implicit representation enables
numerical computations without curve and surface parametrization.

� Corresponding author.

C.K. Loo et al. (Eds.): ICONIP 2014, Part II, LNCS 8835, pp. 170–177, 2014.
c© Springer International Publishing Switzerland 2014
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(b)(a) (c) (d)

Fig. 1. Saliency level set evolution. (a) An input image and its ground truth; (b) The
initial LSF and its binary map. The red contour marks the zero level set; (c) The LSF
and binary map after 5 iteration rounds; (d) After 30 rounds.

As shown in Fig.1(b), we firstly initialize the level set with real number values.
This enables us to evolve the LSF without explicitly determining the binary
labels. After several rounds of evolution, we obtain the final LSF as shown in
Fig.1(c)-(d). Saliency map is novelly defined as the final normalized LSF.

The main contributions of this paper include:
1) We first provide level set representation for saliency and propose saliency

detection method via LSE. This framework is interpretably plausible and pro-
vides interfaces for further adaptive improvements.

2) Experimental results show that SLSE outperforms many recently proposed
methods in MSAR-1000 [3] and SED1 [6] datasets.

The rest is organized as follows: Section 2 introduces the LSE-EFM formula-
tion. Section 3 demonstrates the experiment results and provides some discus-
sions. Finally, Section 4 gives the conclusion about our work.

2 LSE-EFM Framework

The interpretability of combining LSE with saliency comes from two points: on
the one hand, because of the ill-posed nature of saliency, it is questionable to
directly appoint each pixel a binary label. A more appropriate representation
is to utilize a binary random variable to provide a probability description. On
the other hand, saliency detection can also be viewed as a contour selection i.e.,
to exactly segment out salient objects is equivalent to select contours which
accurately envelope the object regions. Based on these two points, we introduce
the level set framework [5].
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2.1 Level Set Representation

In our formulation, every pixel z of an image I is represented as a 5D vector
I(z) = [G P ]� = [L, a, b, x, y]� where G = [L, a, b] is the value in the CIE
Lab color space [7], and P = [x, y] denotes the position of z. Background and
foreground regions are denoted as R0, R1, respectively. Using the level set ter-
minology, we get: {

z ∈ R0 if φ(z) < 0,

z ∈ R1 if φ(z) ≥ 0,
(1)

where φ is the level set function (LSF) [5]. The set B = {z|φ(z) = 0} is called
the zero level set, which indicates the boundary partitioning of R0 and R1. With
the mapping rule:

C(z) = i if z ∈ Ri, i ∈ {0, 1}, (2)

we get a level set representation based on φ instead of explicitly assigning each
pixel a binary label.

2.2 Energy Functional Minimization

We firstly review the Bayesian framework [8], in which the saliency S of a given
image I is defined as a posterior probability:

S = p(C|I), (3)

where C is the salient region matrix with each element a binary random vari-
able. We take the negative logarithm of the post probability and get the energy
functional E [9] as:

E(C; I) ∼ − log p(C|I) (4)

∼ − log p(I|C)︸ ︷︷ ︸
likelihood term

− log p(C)︸ ︷︷ ︸
prior term

(5)

where log p(I) is independent of C thus omitted. Following [10], the energy func-
tional is defined as a mutual information with a curve length penalty term,

E(C; I) = −|Ω|Î(C; I)︸ ︷︷ ︸
data term

+ α

∮

B
ds

︸ ︷︷ ︸
penalty term

(6)

where |Ω| denotes the number of pixels in I, and B is a closed boundary. Î is
the mutual information which can be expanded as:

Î(C; I) = H(I)−
∑

i=0,1

|Ri|
|Ω| H(I|C = i) (7)
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Note the entropy H(I) is also independent of C thus dropped. H(I|C = i) can be
approximated by applying the weak law of large numbers and a nonparametric
kernel density estimation (KDE) [11],

H(I|C = i) = − 1

|Ri|
∫

Ri

log p̂i(I(z))dz (8)

= − 1

|Ri|
∫

Ri

log

(∫

Ri

K(I(ẑ)− I(z))dẑ

)
dz (9)

where p̂i(I(z)) � p(I(z)|z ∈ Ri) indicates the likelihood of observing I(z) when
the pixel z belongs to region Ri, p̂i(I(z)) is estimated employing a fast improved

Gaussian transform [12], and K(x) ∝ exp {− x2

2σ2 } is a Gaussian kernel function.

2.3 Gradient Flow

Since both the energy explanation and the contour explanation are reasonable
in the level set framework, the energy functional can be denoted as E(B) as well
as E(C; I). Thus the gradient flow of E(B) in (4) is

∂E(B)
∂t

=

[
log

p̂0(I(z))

p̂1(I(z))
− ακ

]
N = vN , (10)

where N = ∇φ/|∇φ| is the outward unit normal vector of B, and κ = ∇ ·
(∇φ/|∇φ|) is the curvature of B, which is defined as the divergence of N .

2.4 Saliency Computation

As shown in Fig.1(b), we can initialize the LSF as a central box function. An
alternative is to moderately narrowing the scope by thresholding. This leads to
faster evolution. For thresholding, we adopt OTSU method [13] here.

During the evolution procedure, there exists different strategies. Recall in Sec-
tion 2.1, every pixel is represented as a 5D vector. Actually, luminance contrast
does not contribute as much information as color contrast for saliency [14]. This
leads to weight tuning for luminance, i.e., suppressing the luminance weight
during the evolution. Another cue is that salient objects generally favor more
compact spatial distributions than contexts [15]. This leads to weight tuning for
position. Totally, the p̂i(I(z)) in (8) is modified as:

p̂i(I(z)) � p(I(z)|z ∈ Ri) (11)

= p([ωLL(z), a(z), b(z), ωP iP (z)]�|z ∈ Ri) (12)

In the experiments, we set ωL = 0.15, ωP 0 = 0, and ωP 1 = 0.25. In each iteration,
gradient flow (10) is employed without step searching:

φ(k + 1) = φ(k)−Δ · v (13)

whereΔ = 10 empirically is the step rate. We set the maximum iteration number
as 30, since the convergence is generally very fast in the experiments. Finally,
we normalize the LSF to obtain the saliency map.
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Fig. 2. (a) Average PR curves of different approaches on the MSRA-1000 dataset;
(b) Average precision, recall, and Fβ-measure using the adaptive thresholding. The
proposed SLSE method achieves the best performance.

3 Experiments

3.1 Performance Evaluation

We evaluate our SLSE approach on two benchmarks. One is MSRA-1000, which
contains 1000 natural images selected from the MSRA dataset [16] and accurate
human-labeled ground truth [3]. The other is SED1 [6]. We compare SLSE with
nine baselines following the selection criteria: citation number (IT [17], SR [2],
FT [3]), recency (PISA [18], TD [19], GC[20]), and relation with our approach
(HC, RC [1], SF [15], PISA [18]).

In particular, HC, RC [1] focus on color contrast, SF [15] proposed spatial
distribution cue, and PISA [18] ensemble color and spatial feature. The proposed
SLSE method combines color, spatial and luminance information.

Following [3], we evaluate the performance of each method using two metrics:
the Precision-Recall (PR) curve and the Fβ-measure where β2 = 0.3 as suggested
in [3]. In the first evaluation, each saliency map is segmented by thresholds
varying within [0, 255] and then compared to the ground truth to get PR values.
An average PR curve is generated for each method. In the second evaluation,
each saliency map is segmented by an adaptive threshold. The PR values is used
to calculate their harmonic mean value Fβ-score.

Fig.2 and Fig.3 demonstrate the comparisons on MSRA-1000 and SED1, re-
spectively. As shown in Fig.2, the proposed approach outperforms most methods,
including recently proposed HC, RC [1], TD [19] and GC [20]. Notably, SLSE
performs better than SF [15] and PISA [18] within a wide (near 90%) recall
range, and has comparable performance at high recall rates. While on the SED1
dataset, SLSE also achieves better performance than PISA in both metrics.
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Fig. 3. Evaluation results on the SED1 dataset

(a) Input (b) IT (c) SR (d) FT (e) HC (f) RC (g) SF (h) GC (i) SLSE (j) GT

Fig. 4. Visual comparison of the existing approaches to our method (SLSE) and ground
truth (GT). Here we compare with IT [17], SR [2], FT [3], HC, RC [1], SF [15] and GC
[20]. PISA [18] and TD [19] are not included since there is no public implementation
or result. SLSE consistently generates saliency maps closest to ground truth (GT). See
the text for discussion.

3.2 Visual Comparison

Fig.4 presents a visual comparison. SLSE provides the best results overall. In
particular, we notice that for images with compact bright or shadow regions,
such as the first two examples, all of the existing methods used fail to detect the
object or falsely highlight contexts while SLSE extracts the object accurately.
This validates the consideration about weight tuning for luminance. The third
example contains two seemingly similar objects. Only SLSE correctly highlight
the ground truth object, attributing to the different constraints on object and
background. The last image have relatively more salient context. Most methods
falsely detect the vertical line as a salient object while SLSE not, owing to the
benefits of level set method, which can hold the LSF contour close to the natural
object boundaries.
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Fig. 5. Experimental comparison of different methods on the MSRA-1000 dataset. (a)
PR curves; (b) Average precision, recall, and Fβ-measure.

3.3 Strategy Comparison

We briefly introduce several computation strategies in Section 2.4. For com-
pleteness, we experimentally verify their effects. In Fig.5, we compare results of
employing different strategies on the MSRA-1000 dataset. BLSE denotes basic
LSE without using any strategy; LSET denotes using only thresholding; LSEL
denotes using only luminance tuning; LSEP denotes using only position tuning;
and SLSE represents using all the computation strategies.

From Fig.5, we see that the performance of BLSE is the worst. We notice that
utilizing any single strategy only slightly improves the performance. And the best
result is achieved by SLSE (outperforms the baseline SF [15] method). Following
the comparison, we observe that the strategies assist LSE and are complementary
to each other, providing effective detection cues to visual saliency.

3.4 Discussion

The LSE framework can easily ensemble different cues for saliency detection,
and the computation is independent of the feature dimensionality [12]. We ex-
ploit color, luminance and spatial information here, all of which are low-level
features. Some high-level features, such as shape, text and face should be pru-
dently considered. How to ensemble both high-level and low-level information in
our framework is an open question.

4 Conclusions

In this paper, we have proposed a flexible LSE-EFM framework for saliency
detection. The proposed framework is different from the existing methods and
provides a level set representation for saliency and transforms the evolution into
an EFM problem. The proposed SLSE method is extensively evaluated on two
public datasets and achieves good performance. We have further validated the
computation strategies and the results demonstrate their effectiveness.
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14. Einhäuser, W., König, P.: Does luminance-contrast contribute to a saliency map for
overt visual attention? European Journal of Neuroscience 17(5), 1089–1097 (2003)

15. Perazzi, F., Krahenbuhl, P., Pritch, Y., Hornung, A.: Saliency filters: Contrast
based filtering for salient region detection. In: CVPR (2012)

16. Liu, T., Yuan, Z., Sun, J., Wang, J., Zheng, N., Tang, X., Shum, H.-Y.: Learning to
detect a salient object. IEEE Trans. Patt. Anal. and Mach. Intell. 33(2), 353–367
(2011)

17. Itti, L., Koch, C., Niebur, E.: A model of saliency-based visual attention for rapid
scene analysis. IEEE Trans. Patt. Anal. and Mach. Intell. 20(11), 1254–1259 (1998)

18. Shi, K., Wang, K., Lu, J., Lin, L.: Pisa: Pixelwise image saliency by aggregating
complementary appearance contrast measures with spatial priors. In: CVPR (2013)

19. Scharfenberger, C., Wong, A., Fergani, K., Zelek, J.S., Clausi, D.A.: Statistical
textural distinctiveness for salient region detection in natural images. In: CVPR
(2013)

20. Cheng, M.-M., Warrell, J., Lin, W.-Y., Zheng, S., Vineet, V., Crook, N.: Efficient
salient region detection with soft image abstraction. In: ICCV (2013)



Application of Cuckoo Search for Design

Optimization of Heat Exchangers

Rihanna Khosravi, Abbas Khosravi, and Saeid Nahavandi

Centre for Intelligent Systems Research, Deakin University, Geelong, Australia
{rkhosrav,abbas.khosravi,saeid.nahavandi}@deakin.edu.au

Abstract. A wide variety of evolutionary optimization algorithms have
been used by researcher for optimal design of shell and tube heat ex-
changers (STHX). The purpose of optimization is to minimize capital and
operational costs subject to efficiency constraints. This paper compre-
hensively examines performance of genetic algorithm (GA) and cuckoo
search (CS) for solving STHX design optimization. While GA has been
widely adopted in the last decade for STHX optimal design, there is no
report on application of CS method for this purpose. Simulation results
in this paper demonstrate that CS greatly outperforms GA in terms of
finding admissible and optimal configurations for STHX. It is also found
that CS method not only has a lower computational requirement, but
also generates the most consistent results.

Keywords: Heat exchanger, optimization, genetic algorithm, cuckoo
search.

1 Introduction

Often a multi-objective function is considered for the design optimization of
shell and tube heat exchangers (STHXs). The optimization process tries to find
a trade-off between maximizing efficiency (related to thermodynamics) and mini-
mizing capital and operational costs (related to economics). The objective func-
tion considered for STHX design optimization is nonlinear, discontinues, and
nondifferentiable with respect to the design parameters. Besides, it has several
local optimums (multimodal). According to these, gradient descent based meth-
ods cannot be applied for solving it (either maximization or minimization). Also,
the manual optimization is extremely time-consuming, if not impossible. This is
due to the massiveness of the search space and the multimodality of objective
functions. The common practice in industry is to evaluate a large number of
different STHX geometries and then selecting those which satisfy both thermo-
dynamics and economics requirements/constraints. This is a complex trial-and-
error process. It is obvious that this approach leads to sub-optimal solutions
considering the limited time and budget for the design engineering [1] [2].

Due to inherent complexities of STHX design and critical drawbacks and
shortcomings of traditional optimization methods, evolutionary algorithms have
been widely used in the last few years for optimal design of different types of
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heat exchangers [1] [3] [4] [5]. Evolutionary algorithms such as genetic algorithm
(GA), particle swarm optimization, and artificial bee colony have the capabil-
ity to quickly find the optimal geometries for STHXs which satisfy all required
geometric and operational constraints. No doubt, the application of these evo-
lutionary algorithms makes the optimal design of heat exchangers much more
efficient and less labour-intensive. The whole process can be automated, so thou-
sands and even millions of design geometries can be evaluated in a short time
and modified in an intelligent way with the purpose of finding the optimal design
parameters.

The point to highlight here is that different evolutionary algorithms demon-
strate different performance for different applications. This is due to the fact that
performance of methods such as GA, particle swarm optimization, and artificial
bee colony closely depends on fine-tunning of several controlling parameters. If
these specific parameters are not fine-tuned, the computational burden of the
method significantly increases (requiring to continue iterations/generations for
a prolonged period) or sub-optimal solutions (local optimums) are returned [1].

Considering these shortcomings and issues, this research aims at using cuckoo
search (CS) method for design optimization of STHX. To the best of our knowl-
edge, this is the first time that the CS optimization method is applied for design
of STHX. The focus of existing literature is more on how traditional evolution-
ary optimization methods such as GA can be adopted and applied to find the
optimal values for the design parameters. Compared to GA, CS has only one
controlling parameters and has a much better local and global search ability. As
part of experiments in this study, we use both GA and CS method to optimally
determine seven design parameters of a STHX with the purpose of maximizing
its efficiency considering several thermodynamic constraints. It is expected that
the outcomes and findings of this research will introduce more advanced and
efficient optimization techniques to chemical and process engineering society.

The rest of this paper is organized as follows. Section 2 briefly introduces the
STHX model used in this study. GA and CS are briefly described in Section
3. Section 4 represents simulations results. Finally, conclusions are provided in
Section 5.

2 Modelling Shell and Tube Heat Exchanger

The efficiency of the TEMA E-type STHX is calculated as,

ε = 2

(
1 + C∗ +

√
1 + C∗2 1− e−NTU

√
1+C∗2

)

1 + e−NTU
√
1+C∗2

)−1

(1)

where the heat capacity ratio (C∗) is calculated as,

C∗ =
Cmin

Cmax
=

min(Cs, Ct)

max(Cs, Ct)
=

min ((ṁcp)s, (ṁcp)t)

max ((ṁcp)s, (ṁcp)t)
(2)
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where subscripts s and t stand for shell and tube respectively. The number of
transfer units is defined as,

NTU =
Uo At

Cmin
(3)

where Cmin = min(Ch, Cc) and Cmax = max(Ch, Cc) and Ch and Cc are the
hot and cold fluid heat capacity rates, i.e., Ch = (ṁcp)h and Cc = (ṁcp)c. ṁ is
the fluid mass flow rate. Specific heats cp are assumed to be constant.

The overall heat transfer coefficient (Uo) in (3) is then computed as,

Uo =

(
1

ho
+Ro,f +

do ln(do/di)

2kw
+Ri,f

do
di

+
do
hidi

)−1

(4)

where L, Nt, di, do, Ri,f , Ro,f , and kw are the tube length, number, inside and
outside diameter, tube and shell side fouling resistances and thermal conductivity
of tube wall respectively. hi and ho are heat transfer coefficients for inside and
outside flows, respectively.

The tube side heat transfer coefficient (hi) is calculated as,

hi = 0.024
kt
di

Re0.8t Pr0.4t (5)

for 2500 < Ret < 124000. kt and Prt are tube side fluid thermal conductivity
and Prandtl number respectively.

The average shell side heat transfer coefficient is calculated using the Bell-
Delaware method correlation,

hs = hk Jc Jl Jb Js Jr (6)

where hk is the heat transfer coefficient for an ideal tube bank.
Jc, Jl, Jb, Js, and Jr in (6) are the correction factors for baffle configura-

tion (cut and spacing), baffle leakage, bundle and pass partition bypass streams,
bigger baffle spacing at the shell inlet and outlet sections, and the adverse tem-
perature gradient in laminar flows.

The STHX total cost is made up of capital investment (Cinv) and operating
(Copr) costs [3],

Ctotal = Cinv + Copr (7)

There are several methods for determining the price of STHX. Here we use the
Halls method for estimation of the investment cost as detailed in [6] (alternative
cost estimation methods can be found in [7]). Cinv as a function of the total
tube outside heat transfer surface area (At) is defined as,

Cinv = 8500 + 409 A0.85
t (8)

where the construction materials are carbon and stainless steel.
The total discounted operating cost associated to pumping power is computed

as follows [3],

Copr =

Ny∑

k=1

C0

(1 + i)k
(9)
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where i and Ny are the annual discount rate (%) and the STHX life time in year.
C0 is the annual operating cost.

More details about the STHX model used in this study can be found in [4].

3 Optimization Algorithms

3.1 Genetic Algorithm

GA is a stochastic search method initially proposed by Holland in US [8] and
Rechengerg in Germany [9]. As a population-based algorithm, GA has been
developed by simplification of natural evolutionary processes. It is simply a bi-
ological metaphor of Darwinian evolution. The fitter an individual is, the more
chance it will have to survive and produce offspring. Elitism, crossover, and mu-
tation mechanisms are used in the GA as means for evolving candidate solutions
towards the optimal values. A population of individuals are iteratively updated
in GA. On each iteration, the fitness (objective) function is calculated for all
individuals. A new population of individuals is generated by probabilistically
selecting better individuals from the current population. Best individuals are
directly admitted to the next generation (elitism operator). Other individuals in
the population are subjected to crossover and mutation operators to form new
offspring. A wide variety of genetic operators have been proposed in literature
with the purpose of improving the GA performance [10] [11].

The pseudo code for GA including three genetic operators is displayed in Fig.
1. Detailed discussion about GA and its operators can be found in basic reading
sources such as [8] and [12].

3.2 Cuckoo Search

The CS method is a nature-inspired metaheuristic optimization method which
was proposed by Yand and Deb in 2009 [13]. The reproduction strategy of cuck-
oos is the core idea behind the CS method. The CS method has been developed
based on three idealized assumptions: (i) each cuckoo lays one egg at a time and
deposits it at a random chosen nest, (ii) the best nests with the highest quality
eggs are carried to the next generations, and (iii) the number of host nests for
depositing eggs are fixed. Eggs laid by a cuckoo are discovered by the host bird
with a pre-set fraction probability, pa ∈ [0, 1]. In case of discovering alien eggs,
the host bird may simply through away them or abandon the nest and build a
completely new one.

In terms of optimization implementation, eggs in nests represent solutions.
The idea is to replace not-so-good solutions in the nests with new and poten-
tially better solutions. Based on the three idealized assumption, Fig. 2 shows
the pseudo code for implementation of the CS method. The method applies two
exploration methods. Some solutions are generated in the neighborhood of the
current best solution (a Lévy walk). This speeds up the local search. At the same
time, a major fraction of new solutions are generated by far field randomization
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Begin 
Generate initial population of individuals  
Evaluate the fitness of the individuals 
while (termination criteria) 

Select the best individuals to be used by GA operators 
Generate new individuals using crossover and mutation operators 
Evaluate the fitness of new individuals 
Replace the worst individuals by the best new individuals 

end while 
Postprocess results and visualization 

end 

Fig. 1. Pseudo code for GA

Begin 
Objective function f(x), x = (x1, ..., xd)T 
Generate initial population of n host nests xi (i = 1, 2, ..., n) 
while (termination criteria) 

Get a cuckoo randomly by Levy flights 
Evaluate its quality/fitness Fi 
Choose a nest among n (say, j) randomly 
if (Fi > Fj ), 

replace solution j by the new solution; 
end 
A fraction (pa) of worse nests are abandoned and new ones are built 
Keep the best solutions (or nests with quality solutions) 
Rank the solutions and find the current best 

end while 
Postprocess results and visualization 

end 

Fig. 2. Pseudo code for CS method

and whose locations are far away from the current best solution location. This
is done to make sure the method is not trapped in a local optimum.

A Levy flight is considered when generating new solutions xt+1 for the ith
cuckoo,

xt+1
i = xt

i + α⊕ Lévy (10)

where α is the step size which depends on the scales of the problem of interest.
Often, α = O(L/100) satisfies the search requirements for most optimization
problems. L represents the difference between the maximum and minimum valid
value of the problem of interest. The product ⊕ means entry-wise multiplication.

Further discussion about CS method and its details can be found in [14]
and [15].

4 Simulation Results

STHX model used in simulations is identical to one described and analyzed
in [4]. There are seven design parameters to be optimized using evolutionary al-
gorithms. Both the population size and the number of generations (optimization
iterations) are set to 30 for GA and CS methods. This provides both methods
with ample search and diversification capacity to find admissible solution, to
avoid local optima, and to locate the globally optimal solution. The discovery
rate of alien eggs (pa) in the CS method is set to 0.25. Note that this is the
only parameter that we need to set in CS optimization method. To make results
statistically significant, we repeat the optimization process 50 times.

As per results shown in Fig. 3, GA finds an optimal configuration leading to
maximum efficiency in only 16 out of 50 runs (32%). In other cases, either it
cannot find an admissible solution (26 out of 50 runs, 52%) or the found config-
uration is suboptimal (8 out of 50 runs, 16%). In contrast, the CS method finds
globally optimal solutions in all optimization runs. The method is quite robust
against the random initialization and can quickly locate admissible solutions and
then optimize them with the purpose of maximizing efficiency.

The convergence profile of the CS optimization method is displayed in Fig. 4
for an experiment. According to this, only a few iterations are required for the
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Fig. 3. STHX efficiency optimization us-
ing GA and CS for 50 runs

Fig. 4. The convergence behavior of CS
method for maximizing efficiency

Fig. 5. The efficiency and total cost for 50 solutions found by CS method

method to find the optimal solution. Note that the initial efficiency is zero which
means that all 30 initial solutions are inadmissible. This clearly demonstrate the
effectiveness of the Levy flight search method in CS optimization for exploring
the search space. For this specific experiment, CS finds the optimal solution in
10 generations. Similar results are obtained in other experiments as well.

As the performance of GA for optimal design of STHX is inferior, we hereafter
just report the optimization results for the CS method. It is important to note
that the week performance of the GA is not something to be rectified purely by
increasing the number of optimization generations or the population size. Even
if the performance is improved, the computational burden for finding globally
optimal solutions will be massive.

The scatter plot of efficiency and total cost for 50 runs of the optimization
process is shown in Fig. 5. According to this figure, while 49 out of 50 designs have
identical efficiencies (83.80%), their corresponding total costs are significantly
different. The total cost approximately varies between $35K to $52K. It is also
important to note that the total cost is less than $20K for a design with an
83.45% efficiency. This simply means that achieving the last 0.5% efficiency
increases the total cost as a minimum by more than two times.

The index for seven design parameters obtained using the CS optimization
method in 50 runs are displayed in Fig. 6. Note the tube arrangement is shown
in its actual values (30o, 45o, and 90o). For the case of tube arrangement, the 90o

arrangement is the optimal value returned in the majority of runs (29 out of 50
cases, 58%). There is no special preference in the selection optimal values for tube
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Fig. 6. Seven design parameters of STHX obtained in 50 runs of CS method

diameter, pitch ratio, tube length, and baffle spacing ratio. It is important to note
that the CS method often selects smaller pitch ratios and greater tube numbers.
This statistically imply that these two design parameters have moderate negative
and positive correlation with the STHX efficiency. The most consistent behavior
is observed for the baffle cut ratio. The CS method returns a unique index (the
smallest one) in 49 out of 50 runs. As per this, the smaller the baffle cut ratio,
the greater the performance.

The statistics for time required to finish one optimization run of GA and CS
method are reported in Table 1. On average, each run terminates in less than
1.5 seconds which is quite small considering design time scales in the world of
process engineering. The mean and median values of elapsed times indicate that
the computational burden of both GA and CS methods are almost identical.

Table 1. Statistics of elapsed time (sec) for running the optimization process

Measure GA CS

Mean 1.53 1.49
Median 1.46 1.48
Standard deviation 0.21 0.02

5 Conclusion

As per obtained results in this paper, more advanced evolutionary algorithms
such as cuckoo search method have a significantly better performance than ge-
netic algorithm for design optimization of shell and tube heat exchangers. Start-
ing from a randomly selected set of parameters, genetic algorithm often fails to
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find admissible solutions. In contrast, cuckoo search method can always locate
admissible solutions and then find the globally optimal solution in a limited
number of iterations. A fine balance of randomization and intensification and
fewer number of optimization parameters are of the primary reasons why cuckoo
search method outperforms genetic algorithm for design optimization of shell
and tube heat exchangers.
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Abstract. Simultaneous recordings of functional magnetic resonance imaging 
(fMRI) and electroencephalography (EEG) allow acquisition of brain data with 
high spatial and temporal resolution. However, the EEG data get contaminated 
by additional artifacts such as Gradient artifact and Ballistocardiogram (BCG) 
artifact. The BCG artifact’s dynamics appear to be more challenging and it 
hinders in the assessment of the neuronal activities. In this paper, a reference-
free method is implemented in which Empirical Mode Decomposition (EMD) 
and Principal Component Analysis (PCA) has been combined to reduce the 
BCG artifact while preserving the neuronal activities. The qualitative analysis 
of the proposed method along with three existing methods demonstrates that the 
proposed method has improved the quality of the reconstructed data. Moreover, 
it does not require any reference signal to extract BCG artifact. 

Keywords: Ballistocardiogram artifact, Simultaneous EEG & fMRI, Principal 
Component Analysis, Empirical Mode Decomposition. 

1 Introduction 

Simultaneous non-invasive Electroencephalography (EEG) and functional Magnetic 
Resonance Imaging (fMRI) has been used to acquire neuronal activities. Such acqui-
sitions provide further insight to the functions of the brain due to high temporal and 
spatial resolution [1]. The neuronal activities measured directly with EEG have a 
good temporal resolution as it acquires neural function on the order of milliseconds 
[2]. On the other hand, fMRI acquires the neuronal activity indirectly by using the 
Blood Oxygenation Level Dependent (BOLD) response with spatial resolution of few 
millimeters. Combining both modalities, brain activities with high temporal and spa-
tial resolution can be analyzed at the same time. In real-time environment, the combi-
nation means the concurrent acquisition of EEG and fMRI but such acquisitions also 
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get contaminated by additional artifacts compared to the EEG recording alone [3]. 
The additional artifacts are because of magnetic field inside the scanner. The magnet-
ic field related artifacts which contaminate EEG data are indicated as Equation (1).                               (1) 

The ArtifactGA represents the gradient artifact also known as imaging artifact. It 
arises due to the gradient magnetic fields used for spatial encryption of fMRI data [4]. 
It is periodic in nature and has amplitude of 10 to 100 times compared to the EEG 
amplitude and can be easily removed using subtraction methods [5]. The artifact that 
has dynamic impact on the EEG data that can hinder the correct assessment is the 
Ballistocardiogram (BCG) artifact indicated as ArtifactBCG. In the first publication on 
concurrent EEG-MRI acquisition by [6], the BCG artifact was already reported. Its 
influence on the amplitudes of EEG is up to 200µV at 3T and on the range of 0.5-13 
Hz in frequency domain [7]. The periodic occurrence of the BCG artifact after every 
heart-beat is considered as its key characteristic. 

Several methods have been proposed in the literature to remove the BCG artifacts: 
subtraction method [8], blind source separation (BSS) such as principal component 
analysis (PCA) [9] and independent component analysis (ICA) [10] and others like 
[11,12]. Despite several existing methods, the residuals of the BCG artifact are left 
behind [13]. The main limitations of above mentioned methods are: dependency over 
a reference (ECG) signal, stability assumption in temporal BCG waveforms, and se-
lecting the number of components that represents the BCG artifact in BSS methods. 
Finding a suitable method that can reduce the BCG artifact from all types of dataset of 
EEG is still an ongoing issue [7]. The aim of this paper is to present a reference-free 
reduction method to extract the BCG artifact and to qualitatively assess the recon-
structed artifact-free EEG data.  

The structure of the paper is as it follows. Section II provides insight to the datasets 
used as well as the working phenomenon of proposed algorithm along with mathe-
matical illustration. The results are presented in the section III and their discussion is 
in section IV. Section V concludes the work done in this study. 

2 Data and Methods 

2.1 EEG and fMRI Acquisition 

The compatible EEG cap with the magnetic field (128-channel HydroCel Geodesic 
Sensor Net [14]) was used to acquire the EEG data. Two normal subjects participated 
in this study. They had no history of brain diseases and are normal or corrected to 
normal vision. The informed consent form was given prior to the experimentation and 
was signed. The study was approved by local ethics committee of Universiti Teknolo-
gi Petronas (UTP), Malaysia and was conducted according to the given guidelines. 
Two types of datasets were recorded. In the first, the subjects were instructed to stay 
relaxed and keep their eyes closed, while in the second, an oddball paradigm of two 
stimuli was presented on a magnetic-compatible projector [15]. Stimuli were divided 
into target stimuli (10% of the content) and standard stimuli (40% of the content). For 
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the remaining 50% of the content, a fixation symbol appeared between every stimu-
lus. The subjects were instructed to press a button when they saw the target stimulus 
and do nothing when they saw a standard stimulus. The fMRI scanner used for simul-
taneous EEG-fMRI acquisition has the magnetic field of 3.0 T. T2*-weighted echo 
planar imaging (EPI) sequence was used for the acquisitions. In addition, the same 
tasks have been repeated outside the fMRI scanner and were considered as EEG data-
sets at 0 T. 

2.2 Pre-Processing and Data Analysis 

The contaminations of gradient artifact and ocular artifacts (when eyes were not 
closed) were removed in the pre-processing. To remove the gradient artifact, EGI’s 
Net Station 4.5 EEG software was used with default settings in which Average Arti-
fact Subtraction (AAS) is implemented. Then, the data was filtered using bandpass 
filter of 0.3-40 Hz and exported to Matlab. The scalp regions used in this study for 
analysis are: Frontal (F): (19, 4, 24, 124, 27, 123, 33, 122, 32, 1 and 11), Central (C): 
(30, 105, 36, 104, 41 and 103), Temporal (T): (45, 108, 44, 114, 108, 34, 116, 38 and 
121), Occipital (O): (70, 83 and 75), and Parieto-Occipital (PO): (67, 77, 65 and 90). 
The division of electrodes into the regions was based on 10/10 international system of 
electrode placement. 

2.3 Methods 

A reference-free hybrid method EMD-PCA is presented in this paper. In this me-
thod, Empirical Mode Decomposition (EMD) is used to decompose the BCG conta-
minated signal into set of components named Intrinsic Mode Functions (IMFs). The 
IMFs have different frequency with varying amplitudes [16]. The process to compute 
the IMFs is known as sifting process. The advantages of using the EMD are: it is 
adaptive to temporal changes in the original signal, and unlike other decomposition 
methods, it does not require prior information about the sources mixed in the signal 
[16]. The PCA is applied then to decompose the correlated set of signals into linearly 
uncorrelated components i.e. Principal components (PCs) [9]. The components are 
generally arranged in descending order with respect to the computed variances. The 
procedure of extracting BCG artifact using the proposed method is as follows: 

1. Extract the first four frequency bands using band pass filter (the range 0.3-25 Hz is 
the typical BCG frequency range [10]). 

2. Select first frequency band 
3. Decompose the contaminated signal into different components of variable fre-

quency and amplitude called as IMF. 
4. Compute the PCs by implementing the PCA over set of IMFs. 
5. Calculate the similarity index of each PC with the contaminated signal. 
6. From all PCs, select the PC which has maximum similarity index (computed in 

step 5) as the BCG related component. 
7. Repeat the steps 3 to 6 for all bands. 
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8. Add all the extracted BCG related components to get the BCG template. 
9. Subtract the extracted template from the contaminated data to get the artifact free 

EEG. 

The mathematical illustration of proposed method is as follows: 

Let , j  1, 2, 3, … , n be the band of the contaminated EEG data of sample . ,  of dimension N × n is the decomposed matrix of IMFs, where N is the total 
number of IMFs. The residual left behind after the EMD decomposition, symbolized 
by r is a row vector i.e. , , , … ,  

The decomposed contaminated data into IMFs and the residue can be recovered us-
ing following equation  ∑ , , 1, 2, 3, … ,  (2) 

For further analysis, the set of IMFs and residual were arranged in a matrix form 

 

where C has M = N+1 rows and n columns. The PCA method is then implemented on 
the matrix C, in which Eigen decomposition is used to compute the eigenvalues and 
eigenvectors of the covariance matrix of C. Then C can be denoted as   

where is the transpose of the matrix of eigenvalues; PC is the matrix containing the 
eigenvectors. The uncorrelated components or projected signals can be obtained by 
matrix multiplication of PC with C i.e. 

 

From the set of uncorrelated components S, one component is selected as a BCG 
related component i.e. the component that has the maximum similarity index with the 
contaminated data. Hence, from four bands, a total of four such components were 
extracted and summed to get the BCG artifact template. Then the extracted BCG tem-
plate was subtracted from the contaminated data to get the artifact-free EEG data. _                (3) 

In addition to the proposed method, three existing methods; Average Artifact Sub-
traction (AAS) [8], Optimal Basis Set (OBS) [9] and Statistical Feature Extraction for 
artifact removal (SFE) [17], have been implemented. The implementation of AAS and 
OBS is done using open source EEGLAB 10.2.2.4b toolbox plugin named FMRIB1.21 
and SFE using the MATLAB code, provided by the authors at http://www.amri.ninds. 
nih.gov/software.html. The comparison with these implemented methods will help in 
providing the practical significance of the proposed method. 
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3 Results 

The results of the evaluated parameters after reducing the BCG artifact via proposed 
method, AAS, OBS and SFE have been presented in this section. In this study, the 
reconstructed EEG datasets (eyes closed and ERP) has been assessed using the quali-
tative parameters. The qualitative measures help in the evaluation of original brain 
activities preserved while reducing the BCG artifact. The parameters are: power spec-
trum, sample entropy and extraction of ERP. Power spectrum and sample entropy are 
measured using eye closed dataset, while ERP is extracted from dataset of oddball 
paradigm. 

The power spectrum of eyes closed data has been calculated using Fast Fourier 
Transform (FFT) in which the welch window of 500 samples with an overlap of 50% 
and 1024 points are used. Since, the alpha power increases in eyes closed data [18], 
this parameter is used to analyse whether the power of alpha band is preserved while 
reducing BCG artifact or not. Two scalp regions have been analysed where the alpha 
waves are dominant than the other scalp regions which are Occipital and Parieto-
occipital region. Figure 1 presents the power spectrum of two subjects. 

 

  
Fig. 1. Power spectrum of two subjects: (a) Occipital region, (b) Parieto-occipital of subject 1 
and similarly (b), (d) of subject 2, using contaminated data, reconstructed data via four methods 
(including proposed method) and dataset recorded outside the scanner 

Another way to evaluate the quality of the reconstructed eye closed data i.e. alpha 
rhythm is to measure the complexity or randomness in the signals [18]. The sample 
entropy (SE) appears to be a more influential tool to measure the variations in the data 
and is computed by ln                                               (4) 

(a) (b) 

(c) (d) 
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4 Discussion 

The capability of the proposed method in preserving the brain signal after reduction of 
the BCG artifact has been evaluated using three qualitative parameters. First, the 
power spectrum in Fig. 1 shows that the method reduces the BCG influence effec-
tively while alpha waves are not attenuated. The comparison with AAS, OBS and 
SFE describes that the proposed method is more capable of preserving the alpha 
rhythm. Secondly, the SE evaluation in Fig. 2 shows that the reconstructed dataset has 
the closer SE values to the outside the scanner data, compared to the other methods. 
The pattern of variations in SE values of proposed method is also similar to the out-
side the scanner data i.e. the complexity in the frontal region is more compared to the 
Parieto-occipital region. 

The ERP database is used to extract the P300 peak from electrode Pz. Fig. 3 shows 
that ERP can be extracted from all the reconstructed datasets. However, to further 
investigate the difference between extracted ERP waveforms, latency (the time differ-
ence between stimulus onset and P300 peak) and SNR were computed. From Table 1, 
it can be seen that the latency of ERP extracted from the dataset reconstructed via 
EMDPCA has less delay compared to others and is closer to the latency of outside the 
scanner data. However, SFE method has a little high SNR than the proposed method. 

5 Conclusion and Future Work 

In this research article, the BCG artifact which contaminates EEG data recorded inside 
the fMRI scanner has been reduced using the proposed reference-free reduction method. 
The quality of the reconstructed data evaluated in the results shows that the method effi-
ciently reduces the BCG artifact while preserving the brain activities. The method is also 
compared to the existing studies and the results show that the reduction of BCG has been 
improved. In addition, the prior information about the data or any reference signal is not 
required for the extraction of the BCG artifact. The method will be further tested on a 
large datasets to provide the significant improvement in the utilization of simultaneous 
EEG and fMRI. 
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Abstract. Complex and heterogeneous data sets can often be inter-
preted as having multiple clustering, each of which are valid but distinct
from the others. Several algorithms involving multiple objective func-
tions have been reported for such alternative clusterings. We propose a
genetic algorithm based approach for obtaining valid but diverse clus-
tering. A variable length genetic algorithm approach is used to enable
varying number of clusters in each interpretation. A suitable method for
population initialization and appropriate crossover and mutation oper-
ators are also used. Experimental results on benchmark data sets show
that the method is comparable with related alternative clustering tech-
niques.

Keywords: Alternative clustering, non-redundant clustering,multi-view
clustering, genetic algorithm.

1 Introduction

Data clustering is an important task of exploratory data mining, which deals with
finding homogeneous patterns within the data objects. Conventional clustering
methods are focused on creating single good clustering result. However, most real
datasets are high dimensional and can be interpreted in different ways. There
are more than a single pattern in dataset, each is reasonable and interesting in
different perspectives. Alternative clustering aims to find all different groupings
of data such that every clustering solutions are of high quality and distinct from
each other.

Current approaches for alternative clustering can be broadly divided into two
classes: (a) objective-function oriented approach, wherein alternative clusterings
are evaluated based on the designed objective function which drives the search
away from one or more existing clusterings, (b) data transformation-oriented ap-
proach in which the alternative clusterings are found by transforming the data
into alternate projections such that transformed data will preserve most sta-
tistical characteristics of original data. Most of the approaches for alternative
clustering works with fixed number of clusters, which is unworthy in most situ-
ations where number of clusters are not known as a prior. The paper proposes
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a novel objective function-oriented approach for alternative clustering using ge-
netic algorithm based optimization. It utilizes variable length genetic algorithm
which gives alternative clusterings with optimal number of clusters. Two objec-
tives must be accomplished to generate alternative clusterings– clustering quality
should be good and distinctness between different alternative clusterings should
be high. We utilize davies bouldin index to quantify clustering quality, and jac-
card and rand index to judge the distinctness between different clusterings. We
propose a clustering algorithm VLGAAC (Variable Length Genetic Algorithm
based Alternative Clustering) that optimizes both objectives of quality and dis-
tinctness along with finding optimal number of clusters. Some of the salient
features of VLGAAC are as follows: (a) utilizes variable length GA which gives
optimal number of clusters in a clustering, (b) initial population is generated us-
ing GA which gives much promising result for further execution of the proposed
algorithm, (c) recombination operator are newly defined to accompany variable
length chromosomes, (d) elitism is incorporated which guarantees passing of best
solution over next generation, (e) objective function is designed to optimize dual
objectives of quality and distinctness.

We present some of the related work on alternative clustering in Section 2
and discuss the proposed method in Section 3. We analyse and illustrate the
experimental results in Section 4 and finally conclude in Section 5.

2 Related Work

In objective function based alternative clustering, Vinh and Epps [1] proposed
an information theoretic approach, using havrda-charvat’s α structural entropy
to evaluate alternative clustering. Dang and Bailey [2] proposed a hierarchical
information theoretic approach to evaluate alternative clustering by maximiz-
ing the mutual information between cluster labels and data, and minimizing
the information sharing between different clusterings. Bae and Bailey proposed
COALA [3], an agglomerative hierarchical clustering which attempts to satisfy
the cannot link constraints generated from a pre-existing clustering.

In the transformation approach, Cui et al. [4] proposed extraction of non
redundant clustering via orthogonalization. The first approach orthogonalized
data based on existing clustering solutions, while the second seeks orthogonality
in feature space. Davison and Qi proposed a method [5], that projects the original
data to a new space such that the data points in same cluster in pre-defined
clustering lie at a distance to obtain good alternative clusterings.

Genetic algorithm (GA) had been widely used in alternative clustering prob-
lems. Maulik and Bandyopadhyay [6] proposed a GA based clustering technique
to search for appropriate clusters by optimizing the similarity metric of result-
ing clusters. In [7], chromosomes were taken of different length to frame differ-
ent number of cluster centres. Variable length chromosomes were used for proper
clustering with unknown number of clusters. Bandhopadhyay and Maulik [8] used
variable length GA to optimize the number of hyperplanes to build the pattern
classifier. Truong and Battiti [9] proposed multi-objective GA algorithm, that
performs the recombination operation at cluster level instead of object level.
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3 Methodology

3.1 Objective Measures for Alternative Clustering

Davies Bouldin Index (DBI ): DBI is utilized to evaluate clustering quality.
It is expressed as the ratio of intra-cluster distance to inter cluster distance.
Lower value is preferred and is described by Equation 1.

DBI =
1

n

n∑

i=1

maxi�=j

(
σi + σj

d (ci, cj)

)
(1)

where n is the number of clusters, cx is the centroid of cluster x, σx is the average
distance of all elements in cluster x from centroid cx, d (ci, cj) is the distance
between centroids ci and cj .

Rand Index (RI ) and Jaccard Index (JI ): RI and JI are used to quan-
tify the similarity between two clusterings. Lower value is preferable for two
alternative clusterings. It is shown by Equation 2 and 3 respectively.

RI
(
C+, C−) = TP + TN

TP + FP + FN + TN
(2)

JI
(
C+, C−) = | C+ ∩ C− |

| C+ ∪ C− | =
TP

TP + FP + FN
(3)

TP is number of pair of data points in the same cluster in clusterings C+ and
C−, TN is number of pair of points in the different clusters in C+ and C−, FP
is number of pair of points in the same cluster in C+ and different clusters in
C−, FN is pair of points in the different clusters in C+ and same cluster in C−.

DBI is taken as fitness function and is minimized over run of GA to build
initial population of clusterings with variable number of clusters. Proposed al-
gorithm VLGAAC takes combination of DBI, RI and JI as the fitness function
and minimize the measure to obtain a set of alternative clusterings. The fitness
objective function is defined by Equation 4.

Fitness function = α ·DBI +
(1− α)

2
· RI +

(1− α)

2
· JI (4)

where α is the trade-off weightage between clustering quality and distinctness,
which is ascertained empirically.

3.2 Initial Population by Variable Length Chromosome Encoding

Chromosomes are framed by incorporating the cluster centres of a clustering,
where each chromosome represents a clustering. A random number Li repre-
senting number of clusters in clustering (2 � Li � √

p) is generated, where p
denotes number of objects. The chromosomes are built by selecting Li number
of data points as cluster centres from data. GA based optimization method pro-
duces set of variable length chromosomes having different number of clusters,
used as initial population to VLGAAC.
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3.3 Genetic Operators for Alternative Clustering

Cluster-Oriented Crossover Operator: Chromosomes are variable length so
two things need to be focussed– (a) cross-over point is chosen between the cluster
centres, as cluster centres are indivisible, (b) discard the child that exceeds

√
p

allowed number of clusters. Two parent chromosomes having L1 and L2 number
of cluster centres are chosen by roulette wheel selection. Single-point crossover
is performed with crossover probability βc, where crossover point is selected
as cpi = rand()modLi to produce children chromosomes. It helps in selecting
randomized cross-over point which results in good clustering solution.

Cluster-Oriented Mutation Operator: Cluster-oriented mutation operation
is defined by three methods and one of them is chosen randomly with mutation
probability βm– (a) adding random number of new cluster centres to the chro-
mosomes, (b) deletion of randomly chosen random number of cluster centres of
the chromosomes, (c) modifying certain cluster centres of the chromosome.

Elitism: Top ranked fittest chromosomes are carried forward from the current
to next generation, unaltered. It helps to hold back the best chromosomes over
generation and attain the global optimum quickly.

3.4 Proposed VLGAAC

The main objective of proposed alternative clustering algorithm VLGAAC is to
generate a set of alternative clusterings of high quality and distinctness.

The population size is taken as half the number of objects in the data set.
The values assigned to βc, βm, α are 0.7, 0.2 and 0.35 empirically. Model runs
the whole process until there is no further improvement in fitness function. The
flow diagram of VLGAAC is presented in Figure 1.

Fig. 1. Flow diagram of proposed method VLGAAC
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4 Result and Analysis

4.1 Data sets

VLGAAC approach is applied on two synthetic data and three real image data:
CMU face image [10], bird and flower escher images [9]. Two synthetic data
are built by 4 and 6 gaussian clusters respectively, each with 20 2-D points.
CMU face data consists of 624, 32 × 30 pixels images of 20 persons, taken in
various pose– straight, left, right, up, expression– neutral, happy, sad, angry and
eyes– wearing sun-glass or not. Escher images of bird and flower having different
interpretations to human eye perception are 106 × 111 and 120 × 119 pixels
respectively. Data sets are described in Table 1.

Table 1. Data sets description

Data sets # of objects # of features # of classes

Syndata1 80 2 4
Syndata2 120 2 6
CMU face 624 960 4

Bird 11766 2 2
Flower 14280 2 2

4.2 Results for Population Initialization

Initial population is evaluated in terms of DBI of the fittest chromosome of
the population. To validate our result, we execute k-means clustering algorithm
over data with different values of k. We have executed k-means for a number of
iterations and considered the best outcome. It is observed– (a) K-means clus-
tering algorithm gives best DBI for same k value as the number of clusters m
found in our fittest chromosome, (b) DBI of the fittest chromosome of the initial
population is either equal or better than that obtained by k-means clustering
algorithm. Table 2 verifies the above claims. An efficient initial population, ef-
fective for extracting alternative clustering by our proposed VLGAAC method
is obtained.

Table 2. No. of clusters of fittest chromosome of initial population and cluster quality

Data set #clusters of fittest chroms DBI (our method) DBI (k-means)

Syndata1 4 0.147 0.147
Syndata2 6 0.232 0.389
CMU face 2 0.625 0.888

Bird 3 0.252 0.258
Flower 2 0.295 0.314
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4.3 Results for Final Alternative Clusterings by VLGAAC

Synthetic Data: The bounded area depicts a particular cluster of the cluster-
ing. The resultant clusterings for syndata1 and syndata2 are shown in Figure 2
and 3 respectively. The result clearly shows that VLGAAC correctly identify a
set of alternative clusterings, even with different number of clusters in different
clusterings. The clusters obtained in different alternative clusterings are rational
and comprehensive.

Fig. 2. Alternative clustering for syndata1 Fig. 3. Alternative clustering for syndata2

CMU Face: Two most important alternative clusterings of CMU face data
with respect to ground truth are presented. There are twenty different persons’
face in data, the first alternative clustering groups images into twenty clusters,
each represents face of an individual. The second alternative clustering groups
images according to pose of faces namely, straight, left, right, and up. The results
are shown in Figure 4 and 5. Each cluster represents average image of the im-
ages grouped in the corresponding cluster and the value represents the fraction
of belongingness of images to particular cluster. It is a confidence measure of

Fig. 4. Average clustered images with
confidence measure, grouped by persons

Fig. 5. Average clustered images with con-
fidence measure, grouped by head pose
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identification of correctly clustered images. VLGAAC has identified alternative
clusterings with correctly determined number of clusters in each clustering from
different knowledge domain.

Escher Data Set: Four alternative clusterings for escher image of bird and
flower are shown in Figure 6 and 7 respectively. Different gray shades represent
different clusters of a particular clustering. Different alternative clusterings with
varied number of clusters, help to view the escher image from different perspec-
tive. It clearly brings up the essence of escher image– different views of the same
image, which visibly emerges in different alternative clusterings.

Fig. 6. Alternative clustering of bird Fig. 7. Alternative clustering of flower

4.4 Clustering Quality and Clustering Distinctness

Alternative clusterings are evaluated in terms of cluster quality (DBI ) and dis-
tinctness (JI and RI ). The results are depicted for best two alternative clustering
for each data set and shown in Table 3.

Table 3. Clustering quality: DBI and clustering distinctness: JI and RI

Data Clusterings DBI JI (best) JI (worst) RI (best) RI (worst)

Syndata1 AltClust1 0.388 0.281 0.591 0.463 0.746
AltClust2 0.140 0.381 0.880 0.620 0.971

Syndata2 AltClust1 0.624 0.215 0.548 0.495 0.775
AltClust2 0.419 0.202 0.659 0.202 0.926

Cmu face AltClust1 1.07 0.102 0.529 0.497 0.796
AltClust2 1.76 0.067 0.465 0.494 0.617

Bird AltClust1 0.262 0.019 0.570 0.445 0.752
AltClust2 0.270 0.032 0.719 0.672 0.900

Flower AltClust1 0.453 0.020 0.444 0.469 0.679
AltClust2 0.741 0.109 0.372 0.498 0.948

4.5 Comparison with Existing Algorithms

VLGAAC is compared with standard approaches, mentioned in literature,
following two different principles of evaluating alternative clusterings. First,
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objective-function oriented approach– minCEntropy [1], and second, data-
transformation oriented approach– clustering via orthogonalization(ortho-
method1 and ortho-method2) [4]. The results for syndata1, syndata2 and CMU
face image data are shown in Figure 8. The bar graph shows VLGAAC gives
comparable results with existing approaches in terms of clustering quality (DBI )
and clustering distinctness (JI and RI ).

Fig. 8. Comparison of VLGAAC with minCEntropy, ortho-method1, ortho-method2

5 Conclusion

We present a genetic algorithm approach VLGAAC for alternative clustering.
VLGAAC frames the clustering problem with variable length chromosomes and
design a fitness function for the purpose. The fitness function has two objec-
tives, namely maximizing the clustering quality and minimizing the clustering
distinctness. Genetic operators are also modified. VLGAAC yields alternative
clusterings with variable number of clusters. The results of VLGAAC are better
or comparable with other existing state of art methods in terms of clustering
quality and distinctness. In future, other fitness functions may be evaluated and
multi-objective genetic algorithm can be used to improve the performance.
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Abstract. Massive books with social information, e.g. reviews, rates and tags, 
have emerged in large numbers on the web. However, there are several limita-
tions in traditional search methods for social books, as social books include 
complicated and various social information. Relevance feedback is always an 
important and concerned technique in information retrieval. Therefore in this 
paper we propose a search system based on pseudo-relevance feedback (PRF) 
for expanding and enriching the social information of queries. In our system, 
First, Galago is used to get the initial rank list. Then relevance models are per-
formed to select candidate high-frequent words that can be benefit to queries. 
Next, the original queries and these selected words are combined into new que-
ries by linear smoothing. With evaluation on the INEX2012 / 2013 Social Book 
Search Track database, our proposed system has an encouraged performance 
(nDCG@10) compared to several state-of-the-art (contest) systems. 

Keywords: Social Book Search, Social Information, Pseudo-Relevance Feed-
back, Query Expansion. 

1 Introduction 

With the fashion of social networks, people are more likely to share their reading 
reviews and obtain book information from the social networks. The key difference 
between social books and traditional books is that social books have not only tradi-
tional descriptions, but also contain complex social information [1].  

For traditional books, there exist many retrieval methods. However in social book 
search, the social information is so important that investigating new methods is very 
meaningful. The INEX Social Book Search Track [1] which focuses on the social 
information of books is a typical topic about such issues. 

Existing methods for the social book search can be roughly categorized into four 
groups: preprocessing the original documents and building index with different strat-
egies, changing the query’s structures, combining different query fields as query  
                                                           
* The research was partly supported by the National Natural Science Foundation of China 
(61105018, 61175020). 
** Corresponding authors. 
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keywords, using social features to rerank. However, these methods do not show much 
enhance in Social Book Search. Therefore we propose a method, which combines 
documents preprocessing and uses social features to rerank. But we choose pseudo-
relevance feedback to extend each query. Experiments show that our approach is 
more effective. In INEX 2012 Social Book Track dataset, we achieve a considerable 
increase in nDCG@10, (enhance 15.38% than the champion) which proves the pseu-
do-relevance feedback is worth of investigating. 

In this paper, we propose a social book search system with pseudo-relevance feed-
back (PRF) to extend query topics more completely and accurately. The rest of this 
paper is organized as follows: In section 2, we introduce several used methods detai-
ledly in social book search. Section 3 describes the specific pseudo-relevance feed-
back strategy for social book search. Section 4 presents experiments on the overall 
system performance on several public databases. 

2 Related Work 

As described above, the method of reranking with social features has demonstrated 
promising performance in the social book search. However, the books have many 
social features such as user rating, tags, authorship information, etc. The selection of 
those features could be important. Hence, we should conduct different combination 
strategies of the social features to verify the effectiveness of results, and then select 
the better ones. 

The method utilizes book similarities as well as personalized re-ranking strategies 
to rerank the initial list. Book similarity calculates a new retrieval score for each 
book. The score is calculated by a linear combination of the initial score and the  
combined contributions of all other documents. The combined contributions are 
weighted by their similarity to the book. Then the relevant documents are pushed in 
the initial ranked result list through the new score. [2] In another method, the new 
personalized score is a linear combination of the original retrieval score. The book 
similarity reranking examine the usefulness of different information sources for calcu-
lation these books similarities [3]. Personalized re-ranking did not work as well as the 
non-personalized methods, which is likely due its inappropriate for the recommenda-
tion task [3].The results of the INEX 2012 Social Book Search Track shows that using 
social feature to rerank does not bring effective performances. Therefore, in our pa-
per, we just use pseudo-relevance feedback algorithms [4, 5, 6, 7, 8] to rerank which 
have better performance than the others. 

There are many ways to change query’s structures. The Sequential Dependence 
Model (SDM) is one of them. This model concerns three groups: single word, succes-
sive two meaningful words, and successive three meaningful words. All in all, SDM 
separate the query into three classes according to the language database [9]. How to 
select the successive two words or three words is difficult, as a lot of noise will be 
brought in. In our method, we not only change the query’s construction but also use 
pseudo-relevance feedback to enlarge the query’s contents. 
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Certainly, there are also several pseudo-relevance feedback techniques in IR [10, 15]. 
For example, using latent concepts [11],query-regularized estimation[12], additional 
features other than term distributions[13], and a clustered-based re-sampling method for 
generating pseudo-relevant documents. [14] However, for social information, and social 
book search topics, there are very few related methods with pseudo-relevance feedback. 
Consequently we propose a social book search system with pseudo-relevance feedback. 
It has an effective enhancement in nDCG@10 value. We also extend our work  
and design a competitive system for participating the INEX 2014 Social Book Search 
evaulation [16, 17]. 

3 Social Book Search with PRF 

By incorporating several key improvements over traditional PRF methods, we design 
a specific pseudo-relevance feedback strategy for social book search. The structure of 
proposed system is presented in figure 1. 

3.1 System Overview 

The index is built with Galago. When creating the index, stopwords are removed and 
Porter Stemmer is used for stemming. The words in title, group, query, narrative 
(TQGN) fields of each topic are used as query keywords. 

Galago is used to get the initial ranked list, and the top k documents are chosen as 
feedback collection. In order to get relevant words, relevance model is used to select 
expanding terms. The extending words are combined with original queries using li-
near smoothing, by a parameter α, and then we will get the final results. 

Original query
(choose TQGN fields)

Original rank list

galago

Expand terms of PRF
(combine with Original query)

Top w words

New query 

#weight

Final rank list 

Galago search

 

Fig. 1. The structure of our proposed system 
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3.2 Pseudo-Relevance Feedback (PRF) Strategy 

By a variety of techniques, query expansion method reassembles extending words 
associated with the original query into a new query to describe the original query 
more completely and accurately. Therefore, the information retrieval system will get 
more relevant documents. Pseudo-relevance feedback has been proved to be an effec-
tive method for query expansion. 

Pseudo-relevance feedback assumes that the top k sorted documents in the initial 
list are relevant [17]. There are two steps. First, get the initial rank list and choose the 
top k result books as relevant collection. Second, the documents in the collection are 
processed and the top w relevant words are taken as feedback words, those words are 
combined with the original query as new query keywords to retrieve again. Many 
studies have shown that pseudo-relevance feedback is extremely helpful in improving 
query precision and recall rates. 

The initial rank list is obtained with the following Equation by Galago 
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                          (1) 

Where m means the iq  appearance number in document collection D , 
iq

c indicates 

the number of query terms appear in the dataset, |C| is the total number of all the 
words appear in the collection, μ is uniform over the set, always choose 1000-

2000.The score are processed by Dirichlet smoothing.  
For different retrieval model, pseudo-relevance feedback has different strategies. In 

our system, relevance model is used within the language model. A correlation model 
is estimated from query, then the language model and the document model are com-
pared directly, documents will be sorted according to the similarity of both the docu-
ment model and relevance model. There is a KL-dispersion to compare the two mod-
els, which is defined as follows 

( )
( || ) ( ) log ,

( )x

P x
KL P Q P x

Q x
=                        (2) 

Where P is given the real probability distribution, Q is used to estimate the probability 
distribution P. 

If we assume that the true distribution is the query (R) correlation model, and the 
approximate distribution is the document language model (D), then the scores of doc-
ument are calculated as follows 

( , ) ( | ) log ( | ),
w C

score w D P w R P w D
∈

=                    (3) 

Where C is the top w words in feedback collection. 
The relevant model is considered as a multinomial distribution which estimates the 

likelihood of word w when a query Q is given. The query words 1 nq q   and word 
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w in relevant documents are sampled identically and independently from a distribu-
tion R. Hence, the probability of a word in the distribution R is estimated as follows 

( | ) ( ) ( | ) ( | )
D C

P w R P D P W D P Q D
∈

=                    (4) 

where ( )P D is a priori probability, ( | )P Q D is query likelihood score of document D . 

The following equation is used to calculate the finally result, 

( | ) ( | ) (1 ) ( | )P w Q P w Q P w Dα α′ = + −                    (5) 

The social book search system with PRF is summarized in Figure 2. 
 

Input: Query (one topic) 

Output: Search and suggestion books 

Procedure: 

Begin 

 1: Rank documents with Equation (1) and get the initial list. 

 2: Choose top k documents. 

 3: Select top w words with Equation (4) from k documents.
 

 4: Update the query by combining w words with Equation (5). 

 5: Re-rank with the new query and get the final results. 

End 

Fig. 2. The social book search flowchart with pseudo-relevance feedback 

4 Evaluation 

4.1 Evaluation Setup 

Our experimental datasets are from the INEX social book search track organizers. We 
use INEX 2011 (contains 211 topics) and 2012 (contains 96 topics) query topics as 
training set for testing the effectiveness of parameters,2012 and 2013 query topics 
(contains 286 topics) as test set. Each topic consists of three short descriptions (title, 
query and group) and a detailed description (narrative) of user request. 

In this experiment, nDCG@10 is our main evaluation measure, which focuses on 
only the first 10 books of the result list. 

4.2 Search Results in INEX 2012 Dataset 

In this experiment, our system trains the parameters in INEX 2011 set (the official 
training set for INEX 2012) and evaluates the results in INEX 2012 set. Table 1 
shows the comparison of our results (test set) and the top3 results (“p4.xml_social. 
fb.10.50”, “p54.run2.all-topic-fields.all-doc-fields.baseline” and “p54.run3.all-topic-
fields.QIT.alpha0.99”) in INEX 2012. For “p4.xml” team, only title (T) field in topics 
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is used as query keywords and SDM retrieval model is used as their retrieval model; 
for “p54”team, they choose all fields (TQGN) as query keywords. The run2 result is 
obtained by using all social features to reranking and therun3 result is obtained by 
using QIT (quotation, similar products, tag) features to reranking. For our method, we 
just use PRF method to get the result it can be seen that our method has a great im-
provement in nDCG@10.  

Table 1. Result comparison on INEX 2012 dataset 

Run nDCG@10 P@10 
Our result 0.1674 0.1872 

p4.xml_social.fb.10.50 0.1456 0.1376 
p54.run2.all-topic-fields.all-doc-fields.baseline 0.1452 0.1248 

p54.run3.all-topic-fields.QIT.alpha0.99 0.1447 0.1248 
 

Then the INEX 2012 query topic set are chosen as training set for training parame-
ters of INEX 2013, and we will introduce the training process in detail. The TQGN 
fields are used as our query keywords. First, the stopwords from topic fields’ title, 
group, query and narrative are removed. Then the TQGN fields are stemmed by Por-
ter Stemmer. 

The initial rank list is obtained by language retrieval model with Galago. The top 
10 and 20 books of each topic in initial rank list are chosen as feedback collections. 
Experiments results in Table 2 shows that it is important for choosing the number of 
feedback document (k) on the prediction quality of nDCG@10. It is obvious that the 
result performs better, when k equals 20. 

Table 2. Comparison of different feedback collection 

feedback document Best nDCG@10 

k=10 0.1652 
k=20 0.1680 

 
In the training (INEX 2012 topic set) set we obtain the optional parameters of our 

pseudo-relevance feedback system, including feedback words (w) in the collection, 
the α  value. Especially, the word select of the query extension is important. For 
each topic, the most frequent words from 0 to 40 are separately chosen as feedback 
words. Calculate the correlation between each word and document collection. Then 
take the top w related words as query terms. From Table 3, it can be seen that the 
most effective w is 15, achieves a considerable increase in the nDCG@10 value. It 
also improves the P@10 and MAP@10 value. 

In query expansion, the original query terms that reflects the user's query intent is 
always the most important part. Expansion words are just the semantics complement 
of original query. Therefore, our experiments train the balance factor α  between 
original query and expansion words from 0.85 to 0.99 step of 0.02. The results of 
different α  are showed in Table 4. 
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Table 3. Results of feedback word selection 

w nDCG10 P@10 MAP@10 
0 0.1648 0.1858 0.0911 
5 0.1677 0.1876 0.0921 
10 0.1675 0.1932 0.0921 
15 0.1680 0.1892 0.0971 
20 0.1660 0.1871 0.0906 
25 0.1663 0.1860 0.0909 
30 0.1651 0.1850 0.0903 
35 0.1646 0.1850 0.0894 
40 0.1621 0.1814 0.0882 

Table 4. Comparison the results of different α  values 

α  0.85 0.87 0.89 0.91 0.93 0.95 0.97 0.99 
nDCG@10 0.1521 0.1515 0.1513 0.1528 0.1536 0.1523 0.1637 0.1680 
MAP@10 0.0805 0.0809 0.0808 0.0644 0.081 0.0792 0.0886 0.0971 

P@10 0.1799 0.1777 0.1802 0.1819 0.1795 0.1772 0.1865 0.1892 

4.3 Search Results in INEX 2013 Dataset 

From the training set we obtain the optional parameters of our feedback system. (1) 
Get initial rank book lists with Galago, and choose the top 20 books of each topic as 
our feedback collection. (2) Select the most frequent words of each topic and calcu-
late the correlation between each word and document collection. Use the most related 
15 words as query extension. (3) The final expanded queries are combined with the 
original query using linear interpolation, weighted by a parameter α. The α is set as 
0.99. The result comparison of our method and other methods in INEX 2013 are 
shown in table 5, where “RSLIS - run3.all-plus-query.all-doc-fields”, “UAms_ILLC - in-
ex13SBS.ti_qu_gr_na.bayes_avg”, and “UAms_ILLC - inex13SBS.ti_qu.bayes_avg” are top 
3 results in the INEX 2013 contest. 

Table 5. Result comparison on INEX 2013 

Run nDCG@10 MAP@10 

RSLIS - run3.all-plus-query.all-doc-fields 0.1361 0.0653 

Our result 0.1332 0.0882 

UAms_ILLC - inex13SBS.ti_qu_gr_na.bayes_avg 0.1331 0.0771 

UAms_ILLC - inex13SBS.ti_qu.bayes_avg 0.1331 0.0771 

 
We see that, the feedback result compared with baseline (nDCG@10 0.1305, 

MAP@10 0.0841) get nDCG@10 0.1332, with improvement of 2.1%, and the 
MAP@10 value is 0.0882 with the improvement of 4.9%. Compared with other me-
thods, our MAP@10 value gets an encourage improvement. 
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5 Conclusion 

In this paper, we propose an effective social book search system with pseudo-
relevance feedback. We use relevant model to obtain the optional words. The new 
queries are constructed by original queries and optional words using learned parame-
ters. The experimental results show that our system is stable and effective. 
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Abstract. Live migration of multiple Virtual Machines (VMs) has be-
come an integral management activity in data centers for power saving,
load balancing and system maintenance. While state-of-the-art live mi-
gration techniques focus on the improvement of migration performance
of an independent single VM, only a little has been investigated to the
case of live migration of multiple interacting VMs. Live migration is
mostly influenced by the network bandwidth and arbitrarily migrating a
VM which has data inter-dependencies with other VMs may increase the
bandwidth consumption and adversely affect the performances of sub-
sequent migrations. In this paper, we propose a Random Key Genetic
Algorithm (RKGA) that efficiently schedules the migration of a given
set of VMs accounting both inter-VM dependency and data center com-
munication network. The experimental results show that the RKGA can
schedule the migration of multiple VMs with significantly shorter total
migration time and total downtime compared to a heuristic algorithm.

Keywords: Live migration, virtual machine, migration time, downtime,
random key genetic algorithm.

1 Introduction

Live migration of Virtual Machine (VM) is a prominent feature of system vir-
tualization where a VM moves across the Physical Machines (PMs) in a data
center without stopping its services. Though live migration is almost a trans-
parent phenomenon, a small downtime cannot be avoided. The performance of a
live migration is characterised by two time related metrics - migration time and
migration downtime. A bulk of studies have been devoted to improve the perfor-
mance of live migration of VM. Liu et al. [1] developed trace and replay approach
(CR/TR-Motion) to reduce the amount of memory transfer during migration.
The effects of network bandwidth and VM memory modification rate on migra-
tion time and migration downtime were studied in [2]. Ye et al. [3] investigated
the virtual cluster, a group of dependent VMs, migration with different migra-
tion granularities. Deshpande et al. [4] introduced live gang migration where
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correlated VMs on the same PM were migrated simultaneously. However, these
works do not consider the necessity of migration scheduling when multiple VMs
are required to be migrated concurrently. In a data center a large number of
VMs are required to be migrated periodically or frequently for power saving,
load balancing, server maintenance and failure recovery. Furthermore, a number
of VMs that host scientific application, MapReduce application and application
components of a multi-tier application, exhibit inter-VM data dependency and
a non-trivial amount of traffic flow takes place among these correlated VMs.
Therefore, arbitrarily migrating such a correlated VM may increase the network
bandwidth consumption for its increased inter-VM traffic flow through the data
center network, and which may negatively affect the subsequent migrations due
to less availability of network bandwidth. As a result, a proper sequencing of
migrations becomes mandatory. In this paper, we propose a Random Key Ge-
netic Algorithm (RKGA) that efficiently schedules the migrations of a set of
VMs. The experimental results show that our proposed RKGA can schedule the
migrations of a large number of VMs with significantly shorter total migration
time and total downtime compared to a heuristic algorithm [5].

The remainder of this paper is structured as follows. Section 2 formulates the
problem. Section 3 describes our proposed RKGA. Section 4 presents experi-
mental results. Finally, section 5 concludes the paper.

2 The Multiple VMs Live Migration Problem

2.1 Live Migration Attributes

As the proposed RKGA considers parallel migrations of multiple VMs from
different PMs, a migration sequence, S can be comprised the sets of parallel
migrations, i.e. S = 〈S1, S2, . . . , Sj , . . . , Sq〉, where Sj is a set of VMs that

can be migrated in parallel, Sj �= ∅, Sj ⊆ C,
q⋃

j=1

Sj = C, q ≥ 1 and C is the set

of candidate VMs that are selected for migration. As the Total Migration Time
(TMT) and Total Downtime (TDT) depend on the sequence of migrations, both
are defined as functions of a migration sequence, S.

TMT is the time required to migrate all the candidate VMs to their final
target PMs and is calculated as the summation of migration times of all parallel
migration sets, MT (Sj). Equation (1) calculates the TMT for a sequence, S.

TMT (S) =

q∑

j=1

MT (Sj) . (1)

MT (Sj) is equal to the migration time of the VM in Sj that requires maximum
time to complete its migration and is calculated using (2)

MT (Sj) = max{MTvmi|vmi ∈ Sj} . (2)

and Migration time of vmi, MTvmi , is the elapsed time between the start of
its migration and the time when vmi resumes its operation at target PM by
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terminating its all dependency with source PM. MTvmi is calculated by (3)
following the mathematical model given by Mann et al. [6].

MTvmi =

⎧
⎪⎨

⎪⎩

[
rvmi

bvmi
−fvmi

]
×
[
1−

(
fvmi

bvmi

)h
]
+ latpml

if bvmi > fvmi

h× rvmi

bvmi
+ latpml

otherwise
(3)

where h is the number of iterations required to complete the migration (h is
a user setting), bvmi is the allocated bandwidth to vmi during migration, fvmi

is the memory modification rate of vmi, latpml
is the latency at target PM,

pml and rvmi is the remaining memory on source PM to be transferred to pml,
initially rvmi = mvmi , where mvmi is the size of vmi.

TDT of a migration sequence, S is the cumulative sum of migration downtimes
of all VMs in the candidate set, C, for that S. TDT is calculated as follows.

TDT (S) =

|C|∑

i=1

DTvmi(S) . (4)

and Migration downtime of vmi, DTvmi , is the duration of time for which the
services of vmi are completely unavailable to the user and this is equivalent to
the time required in the last iteration. The mathematical model for calculating
DTvmi provided by Mann et al. [6] is given by (5).

DTvmi =

⎧
⎨

⎩

rvmi
×(fvmi

)(h−1)

(bvmi)
h + latpml

if bvmi > fvmi

rvmi

bvmi
+ latpml

otherwise
(5)

As DTvmi is very small compared to MTvmi , it is less likely that some VMs
will go to down state simultaneously. Moreover, as downtime of vmi affects its
dependent VMs directly, it is required to calculate the cumulative sum of down-
times of all VMs to evaluate the effectiveness of migration scheduling algorithm.

2.2 Problem Formulation

Input:
1. A set of m PMs, P = {pm1, pm2, . . . , pmi, . . . , pmm}, where each PM,

pmi is attributed by its initial CPU capacity, c∗pmi
and memory capacity, m∗

pmi

and its current utilization of CPU, cpmi and memory, mpmi .
2. A set of n VMs, V = {vm1, vm2, . . . , vmi, . . . , vmn}. Each VM, vmi

is characterized by its CPU requirement, cvmi , memory requirement, mvmi and
memory modification rate, fvmi .

3. A set C, of candidate VMs selected for migration, C ⊆ V with their current
placement and target placement to where they will be migrated finally.

4. A VM dependency weighted undirected graph, G = (V,E), where V is the
set of VMs and E is the set of edges. An edge (vmi, vmj) ∈ E indicates that
there is inter-VM traffic flow between vmi and vmj , where 1 ≤ i, j ≤ |V |, i �= j.
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5. A data center network represented by a weighted undirected graph, D =
(U,L,B), where U = {ui} is the set of nodes consisting of PMs and switches, L
is the set of communication links {ei,j}, where ei,j is an edge connecting nodes
ui and uj , and Bui,uj : L → B is a bandwidth function between ui and uj.

Constraints: The following three resource constraints must be satisfied whenever
migrating a VM, vmi, from a PM, pmk, to another PM, pml:

1. Available CPU resource on pml must be adequate to meet the CPU re-
quirement of vmi, which is represented as cvmi ≤ |c∗pml

− cpml
|.

2. Available memory resource on pml must be adequate to meet the memory
requirement of vmi, which is represented as mvmi ≤ |m∗

pml
−mpml

|.
3. The inter-VM traffic flow between vmi and its connected VM, vmj , on any

PM, pmt, other than pml, dvmi,vmj must not exceed the available bandwidth
capacity between pml and pmt, Bpml,pmt , i.e. dvmi,vmj ≤ Bpml,pmt .

Output: A sequence, S, of subsets of VMs in C, such that both TMT (S) and
TDT (S) are minimal.

3 The RKGA

We use RKGA to solve the VMs migration scheduling problem. RKGA efficiently
handles the sequencing problems without generating any infeasible solution [7].
Random numbers in the range [0, 1], used as sort keys, are generated to represent
the alleles of genes. The genes of a chromosome are ranked based on the sort key
values and two sort keys of same value get the consecutive ranks. Therefore, any
genetic operation applied on the chromosomes always yields feasible solutions.
In the following sub-sections, we describe our chromosome encoding scheme,
genetic operators, fitness function and proposed RKGA in details.

3.1 Chromosome Representation

A chromosome is represented by x genes, where each gene corresponds to a
candidate VM. The values of genes are real numbers generated randomly in the
range [0, 1], used as sort keys. The VMs are ranked based on these sort keys and
with the lowest value of the sort key, the VM gets the highest priority to migrate
first. These ranks represent the initial migration priorities of VMs. However, a
VM with lower priority can be migrated in parallel with other VMs of higher
ranks if all the resource constraints for that VM are satisfied. Similarly, it can
be the case that a VM with the highest priority will not be migrated until the
target PM does not meet the resource requirements of the VM.

Our RKGA scans all the genes starting from the highest priority to the lowest
and selects the queued VMs to migrating in parallel for which the resource
constraints are satisfied. The process iterates until all the VMs are not scheduled
for migration. Therefore, our proposed RKGA always finds a feasible solution
even though the initial sequence of migration cannot be followed.
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3.2 Genetic Operators

Selection: Elitist strategy is used, where a percentage of individuals with the
highest fitness values are replicated to the next generation. This approach ensures
that the elite solutions get improvement from one generation to the next.

Crossover : Parameterized uniform crossover is employed, where a new offspring
is generated from two parents of old generation. After selection of two parents a
random number between 0 and 1 is generated against each gene. If this random
number is less than a predefined value (for example, 0.7) then the allele from
the second parent is chosen; otherwise allele of the first parent retains.

Mutation: Mutation operator is applied to create genetic diversity. Multiple genes
of a selected parent are altered with the random numbers between 0 and 1.

3.3 Fitness Function

As the aim is to minimize TMT and TDT, these two attributes are used to
calculate the fitness value of a solution. As discussed previously a population
does not contain any infeasible solution, no penalty is given to the fitness value.
Fitness value of a solution, X , is calculated using (6).

F (X) = 1−
[

TMT (X)

TMT (XGen
max)

× w1 +
TDT (X)

TDT (XGen
max )

× w2

]
. (6)

where TMT (XGen
max ) and TDT (XGen

max ) are respectively the maximum TMT and
maximum TDT obtained upto current generation, Gen, w1 and w2 are weights,
and w1+w2 = 1. Equation (6) ensures that the solution that requires less TMT
and TDT always has the highest fitness value.

3.4 Algorithm Description

Algorithm 1 is the description of our proposed RKGA. Step 1 generates the
initial population. Steps 2 to 21 find the best solution in all generations. Steps 3
to 13 calculate the total migration time and total downtime for each solution in
a population. Step 7 invokes a heuristic procedure that eliminates the migration
loop by finding a suitable intermediate PM. When the VMs cannot be migrated
to their target PMs until one or more VMs are not migrated to the PMs rather
than their target PMs, a migration loop is created. Another procedure that
controls the migrations and dynamically allocates the relinquished bandwidth
by the migrated VM(s) to the continuing migrations is invoked in step 10. The
detail descriptions of these algorithms are not given in this paper because of
space limitation. Individuals’ fitness values are calculated in step 14 using (6).
Steps 16 to 18 apply genetic operators.

4 Experimental Results

As the proposed RKGA is designed to deal with the migrations of hundreds of
VMs, it is essential to evaluate it on a large-scale virtualized data center in-
frastructure. However, it is difficult to conduct large-scale experiments on a real
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Algorithm 1. Our RKGA for scheduling VMs migration

1 generate initial population
2 while termination criteria are false do
3 for each individual in the population do
4 while a complete migration sequence is not found for an individual do
5 find the set of VMs, Sj that can be migrated in parallel
6 if Sj = ∅ then
7 invoke the heuristic procedure to eliminate migration loop
8 end
9 else

10 invoke the migration control procedure
11 end

12 end

13 end
14 calculate the fitness values of all individuals in a population
15 if termination criteria are false then
16 select predefined amount of fittest individuals for the next generation
17 apply the parameterized uniform crossover operation
18 apply mutation operation
19 replace current generation by the new generation

20 end

21 end
22 output the TMT and TDT of the fittest individual in all generations

data center, especially when it is necessary to reproduce the experiment with the
same conditions to compare different algorithms. Therefore, simulation experi-
ments were conducted to show the effectiveness and scalability of our RKGA.
Since there are no benchmarks available for the research problem, we randomly
generated the test problems. The CPU and memory requirements of a VM were
arbitrarily chosen from the set {1000, 2000, . . ., 5000} MIPS and from the range
[500, 2000] MB respectively. In the experiments we created a fat tree [8] data
center network consisting of 432 PMs with a capacity of housing at least 3 VMs
on each PM, although our RKGA works for data centers of any network topol-
ogy. The memory modification rate of a VM was between 1% and 6% of its size,
a VM cluster was composed of 0 to 5 VMs and the inter-VM traffic rate between
two dependent VMs was a value from the set {0, 1, 2} Mbps. The randomly
generated attributes of PMs and VMs, i.e. CPU capacities, memory capacities
and VMs memory modification rates were same through out the experiments.

In the experiments, we fixed both w1 and w2, which are two parameters
used in the fitness function (6), to 0.5. With regards to the parameters for our
RKGA, through a series of trials we chose the following set of parameters for
our RKGA: the population size and maximum generation count were 100 and
300 respectively with the crossover, mutation and selection probabilities of 0.85,
0.07 and 0.08 respectively. The RKGA terminates when the best solutions of 50
consecutive generations remain unchanged or the number of generations becomes
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300. We implemented both the RKGA and the heuristic algorithm in Java. The
experiments were conducted on a desktop computer with 2.80 GHz Intel Core
i7-2640M CPU and 8.00 GB RAM.

4.1 Experiments on the Scalability of the RKGA

We show the scalability of our RKGA by varying the number of candidate VMs
between 20 and 200 with an increment of 20 VMs in each test problem. The total
number of VMs and the total number of PMs were kept constant for all experi-
ments to 1000 and 432 respectively. As we followed the fat tree architecture the
number of PMs became 432. The link speed was 1 Gbps. The candidate VMs for
each test problem were arbitrarily chosen from the pool of 1000 VMs in the data
center and migration plans were random as well. In this experiment we measured
the computation time required by our RKGA to schedule the migrations of dif-
ferent numbers of VMs. Due to stochastic nature of RKGA, we ran each test
problem for 20 times and the average of the 20 runs was taken to evaluate the
result. Table 1 shows the average computation time for each test problem. Fig-
ure 1 shows that the computation time for scheduling the migrations increases
almost linearly with increase of the number of candidate VMs. The near linear
trend of computation time graph indicates the good scalability of our proposed
RKGA in scheduling the migrations of different numbers of VMs.

Table 1. Experimental results

Test
problems

RKGA Heuristic Algorithm
TMT (s) TDT (ms) Computation Time (s) TMT (s) TDT (ms)

20 128.69 235.95 16.18 189.63 236.00
40 171.86 444.90 35.85 261.38 446.00
60 232.91 783.95 82.49 443.06 815.00
80 188.97 922.95 141.70 396.26 927.00
100 342.03 1548.20 180.16 640.26 1574.00
120 301.96 2141.60 309.67 687.44 2377.00
140 379.35 5355.05 369.33 897.48 5857.00
160 386.50 3834.10 426.05 716.83 4597.00
180 440.05 3340.05 480.11 953.13 3607.00
200 463.72 6902.95 545.32 957.06 7422.00

4.2 Experiments on the Effectiveness of the RKGA

In this set of experiments we illustrate the quality of solutions produced by our
RKGA. To show this we compare the total migration time and total downtime
calculated by our RKGA with those by the heuristic algorithm. As the heuristic
algorithm is a deterministic one, the result of only one run was taken for com-
parison where the average of 20 runs was taken for the RKGA. The results of the
experiments are presented in Table 1. For all test problems our RKGA schedules
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Fig. 1. Computation time of RKGA for scheduling the migrations of different numbers
of VMs

the migrations of the candidate VMs with significantly shorter total migration
time compared to the heuristic algorithm. Moreover, with the increase of the size
of the test problems the difference of total migration time between the RKGA
and the heuristic algorithm increases. This illustrates the effectiveness of our
proposed RKGA for scheduling the migrations of a large number of VMs. How-
ever, the total migration time does not increase linearly with the increase of the
size of test problems. Table 1 shows that the test problem of 80 candidate VMs
gives shorter total migration time than the test problem of 60 candidate VMs.
This is because for each test problem the candidate VMs were chosen arbitrarily
from the pool of 1000 VMs in the data center giving the chance of selecting some
or all distinct candidate VMs for each test problem. This may result in a test
problem consists of a large number of small size VMs. Consequently, the test
problem comprises small size VMs gives shorter total migration time.

The performance of the RKGA, in terms of total downtime, gives a little im-
provement over the heuristic algorithm. The reason behind this is that, the total
downtime is calculated by adding the migration downtimes of all candidate VMs
using (4) and the same dynamic bandwidth adaptation algorithm is used for
both the RKGA and the heuristic algorithm. In dynamic bandwidth adaptation
approach, the freed bandwidth by the migrated VM(s) in a batch is allocated to
the ongoing migration(s). As a result, all VMs get a significant amount of band-
width, nearly to the link speed, during the last iteration in both the strategies.
Moreover, a larger choice of h in (5), for example, h = 30 in our experiments,
causes a very small amount of remaining memory to be transferred in the last
iteration. Therefore, a VM goes to down state almost for the same duration in
both the migration scheduling strategies.
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5 Conclusion

This paper has proposed and developed a RKGA for scheduling the migrations
of multiple interacting VMs, and has evaluated the RKGA in terms of scalability
and quality of solutions through comparing with a heuristic algorithm. The ex-
perimental results have shown that the RKGA algorithm always finds a schedule
for a given set of VMs with significantly shorter total migration time compared
to the heuristic algorithm. Moreover, with the increase of number of migrating
VMs, the difference of total migration time between the RKGA and the heuris-
tic algorithm increases which illustrates the effectiveness of the RKGA over the
heuristic algorithm for scheduling the migrations of a large number of VMs. The
total downtime calculated by the RKGA gives a little improvement over that
found by the heuristic algorithm. Furthermore, the computation time increases
almost linearly with the increase of the number of migrating VMs indicating
good scalability of our RKGA.
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Abstract. This paper studies collaboration of the ART and PSO in
application to a multi-solution problem for analysis of the Hénon map.
In our algorithm, the PSO gives candidates of solutions which have no
labels. Applying the candidates as inputs, the ART classifies the can-
didates, labels the categories, and clarify the number of solutions. Per-
forming fundamental numerical experiments, the algorithm efficiency is
investigated.

Keywords: ART, PSO, Multi-solution problems, Hénon map.

1 Introduction

This paper studies collaboration of the adaptive resonance theory system (ART,
[1]-[4]) and the particle swarm optimized (PSO, [5]) in multi-solution problems
(MSPs, [5] [6]). The ART is a learning system that can make categories based on
incremental learning of a kernel object. We have studied the radial basis ART
(RB-ART) with a circle kernel for application to combinatorial optimization
problems [4]. The PSO is a population-based paradigm for solving optimization
problems inspired by flocking behavior of living beings [5]. Referring to their
past history, the particles communicate to each other and try to find an optimal
solution of an objective problem. Engineering applications are many, including
design of signal processors, filters, and switching power converters [7]-[9].

In order to consider the collaboration of the RB-ART and the PSO, we use an
MSP for analysis of the Hénon map. The Hénon map is a simple nonlinear dy-
namical system that can generate various periodic/chaotic phenomena [10]. The
Hénon map has been studied as an important example and has contributed to
develop the study of chaos and bifurcation. We consider search of periodic points
of the Hénon Map and the search problem is described as an MSP. In our algo-
rithm, the PSO gives candidates of solutions which have no labels. Applying the
candidates as inputs, the ART classifies the candidates, labels the categories,
and clarifies the number of solutions. That is, our algorithm identifies all the
solutions of the MSP automatically. Performing fundamental numerical experi-
ments, the algorithm efficiency is investigated. Note that it is hard to clarify the
number of solutions in the case of the number is unknown [11]. Note also that
this is the first paper of collaboration of ART and PSO, and its application to
analysis of dynamical systems.

C.K. Loo et al. (Eds.): ICONIP 2014, Part II, LNCS 8835, pp. 221–228, 2014.
c© Springer International Publishing Switzerland 2014
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2 Multi-Solution Problem

Here we define the objective MSP based on the Hénon map:

{
x1(n+ 1) = 1− ax1(n)

2 + x2(n)
x2(n+ 1) = bx1(n)

ab. x(n+ 1) = F (x(n)) (1)

where (x1(n), x2(n)) ≡ x(n) is the 2-dimensional state variable vector at discrete
time n. This is a typical example of discrete-time dynamical systems and can
exhibit a variety of periodic/chaotic phenomena depending on the parameters
(a, b) [10]. We define periodic points.

A point p is said to be a periodic point with period m if p = Fm(p) and
p �= F l(p) for 0 ≤ l < m where Fm is the m-fold composition of F . A periodic
point with period 1 is referred to as a fixed point.

Search of periodic points is a basic problem to analyze the dynamics. We
define a basic function

Gm(x) ≡‖ Fm(x)− x ‖≥ 0, x ∈ SA ≡ {x|XLj ≤ xj ≤ XRj , j = 1, 2} (2)

where SA is the search space. ‖ · ‖ denotes a distance and the Euclidean distance
is used in this paper. Gm(x) = 0 gives periodic points with period m and divisors
of m. For simplicity, this paper considers a basic problem:

G4(x) = 0, x ∈ SA, for a = 1, b = 0.3 (3)

In this case, the Hénon map has 7 periodic points as shown by blue crosses in
Fig. 1: four periodic points with period 4, two periodic points with period 2, and
one fixed point. Eq. (3) has 7 solutions corresponding to the 7 periodic points.
Our MSP is search and identification of all the solutions of Eq. (3) when the
number of solutions is unknown.

3 Search Algorithm

The search algorithm consists of the PSO- and ART-subroutines. First, we define
the PSO-subroutine. Let pt

i ≡ (xt
i,v

t
i) denote the i-th particle characterized by

its position xt
i and velocity vti , where i = 1 ∼ Np and Np is the number of

particles. In order to solve the two-dimensional MSP of Eq. (3), we consider the
two dimensional search SA in which the positions are potential solutions:

xt
i ≡ (xt

i1, x
t
i2) ∈ SA, vt

i ≡ (vti1, v
t
i2) (4)

The position is evaluated by the fitness function G4. Here we introduce a thresh-
old parameter Ct

0 ≤ G4(x
t
i) < Ct, xt

i ∈ SA (5)

If this is satisfied, the particle position xt
i is referred to as a solution candi-

date. Let xP
i denote the personal best (Pbest) of the i-th particle that gives the
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smallest (the best) value of G4 in its own past history. Let xL
i denote the local

best (Lbest) of the i-th particle that is the best of the Pbest in the neighbor of
the i-th particle. Although the neighbor depends on the topology of the particle
swarm and we adopt the ring topology in which the both sides particles con-
struct the neighbor. It is known that, in the MSP, the ring topology can realize
better performance than the complete graph. The PSO-subroutine is defined by
the following 5 steps.

Step 1 (Initialization): Let search step t = 0. The particle positions x0
i are as-

signed randomly SA. Let v
0
i = 0.

Step 2: Positions and velocities are updated.

xt
ij ← xt

ij + vtij , vtij ← wvtij + c1(x
P
ij − xt

ij) + c2(x
L
ij − xt

ij) (6)

Step 3: Pbest and Lbest are renewed.

xP
i ← xt

i(t) if G4(x
t
i) < G4(x

P
i )

xL
i ← xt

j(t) if G4(x
P
j ) < G4(x

L
i ) for x

P
j ∈ Bi

(7)

where Bi is the neighbor of the i-th particle.

Step 4: Let t ← t+ 1, go to Step 2, and repeat until t = tmax.

Step 5: If G4(x
P
j ) < Cs then the Pbest xP

i is declared as a solution candidate
where Cs is a criterion for the solution candidates. Let Ns denote the number of
solution candidates and let X1 = (X1, Y1) to XNs = (XNs , YNs) be the solution
candidates that will be inputs of the ART-subroutine.

Next, we define the ART-subroutine. Let So ≡ SA be the 2-dimensional input
space. The ART map consists of categories the number of which is time variant.
Let Xj = (Xi, Yi) be the i-th input (i-th solution candidate) where i = 1 ∼ Ns.
Let N τ

c denote the number of categories at discrete time τ . The j-th category
W τ

j at discrete time τ is characterized by a circle at center xj with radius rj

W τ
j = (xτ

j , r
τ
j ), xτ

j ≡ (xτ
j , y

τ
j ), j = 1 ∼ N τ

c (8)

The ART-subroutine is defined by the following 5 steps.

Step 1: Let τ = 0, N τ
c = 1(j = 1) and let rτj = 0. The category center xj is

initialized randomly in So.

Step 2 (winner selection): An input Xi is selected. If the input belongs to a
category then go to Step 5. Otherwise, we find the winning category Wc that is
the nearest to the input:

Tc = minj Tj, Tj =‖ xj −Xi ‖ −krτj (9)

where k ∈ [−1, 1] is a selection parameter. If Tc > ρ then go to Step 3 where ρ
is the vigilance parameter. If Tc ≤ ρ then go to Step 4.
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Step 3 (Birth of a new category): Let N τ
c ← N τ

c + 1 and j ← j + 1. A new
category with radus 0, WNτ

c
= (XNτ

c
, YNτ

c
, 0), is inserted and go to Step 5.

Step 4 (Category enlargement): The winning categoryW τ
c is enlarged such that

the input Pi is on the border and go to Step 5.

Step 5: Let τ ← τ + 1, go to Step 2 and repeat until the maximum time limit
τmax.

After this subroutine,Nc at τ = τmax is the number of categories. IfNc is equal
to the number of solutions Ns then the MSP is said to be solved successfully.

4 Numerical Experiments

We have applied the algorithm to the search problem defined by Eq. (3): search
of 7 periodic points of the Hénon map. We select the vigilance parameter ρ and
the number of particles N as control parameters. Other parameters are fixed
after trial-and-errors:

N = 100, ω = 0.7, c1 = c2 = 1.4, tmax = 100, Cs = 0.03
k = −0.5, ρ = 0.35, τmax = Ns.

In the ART-subroutine, all the solution candidates are input once and the order
of application is randomized. Figures 1 and 2 show several snapshots in the
successful and failure search processes, respectively. In the successful case, we can
see that the PSO-subroutine has found solution candidates (Ns = 69) near all the
seven regions; however, the algorithm has not recognized the seven regions yet.
In the failure case, we can see that the PSO-subroutine has not found solution
candidates near 7 solutions but near 6 solutions (Ns = 67). In both the cases,
the ART-subroutine has constructed one category each in all the solution regions
(7 categories in Fig. 1 and 6 categories in Fig. 2) . It suggests that the ART-
subroutine can recognize the number and approximate value of solutions if the
PSO-subroutine can find solution candidates near all the solutions.

Next, we have performed 100 × 100 trials for all the combinations of the
parameter values

PSO : N ∈ {60, 80, 100, 120, 140, 160}
ART : ρ ∈ {0.2, 0.24, 0.28, 0.32, 0.36, 0.4}, k ∈ {−1,−0.5, 0}

The 100 × 100 means 100 different initial particle positions for the PSO and
100 different order of Ns inputs for the ART. The results of the success rate
(SR) are summarized in Tables 1 to 3 where SR means rate of successful runs
in all the trials. SR> 50% is achieved around (k,N, ρ) = (−0.5, 140, 0.32) as
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suggested by bold figures. We have confirmed that almost all the failure runs are
due to the failure of the PSO as suggested in Fig. 2. The ART-subroutine can
identify almost all the solution regions given by the PSO if ρ is selected suitably
as suggested in Figs. 1 and 2. Note that we have used a standard version of the
local-best PSO without improvement. If we apply the ART-subroutine to some
improved PSO, the algorithm efficiency must be improved.

Table 1. Success rate (SR) in 10000 trials for k = −1

ρ \N 60 80 100 120 140 160

0.2 16.3 26.0 21.9 18.7 9.9 12.5
0.24 20.9 32.2 29.8 27.4 24.0 20.4
0.28 24.8 34.8 31.6 32.6 30.3 28.3
0.32 24.9 36.1 32.6 36.6 41.5 33.5
0.36 24.3 34.0 35.3 39.2 45.8 36.7
0.4 14.2 19.8 20.4 20.2 26.0 21.4

Table 2. Success rate (SR) in 10000 trials for k = −0.5

ρ \N 60 80 100 120 140 160

0.2 18.9 31.9 26.9 26.3 23.4 21.8
0.24 23.8 36.0 31.5 30.0 36.7 28.5
0.28 25.0 36.2 33.4 36.3 48.8 35.4
0.32 25.5 35.2 34.2 39.5 55.0 38.7
0.36 22.3 32.6 34.3 39.2 55.0 38.0
0.4 8.3 13.8 17.3 18.6 26.0 16.7

Table 3. Success rate (SR) in 10000 trials for k = 0

ρ \N 60 80 100 120 140 160

0.2 30.8 34.1 27.4 36.5 33.3 28.1
0.24 32.0 35.9 32.2 42.9 45.0 34.5
0.28 32.0 36.4 34.7 45.7 49.2 38.7
0.32 31.4 31.9 33.4 50.2 56.4 40.5
0.36 28.2 28.6 30.0 45.1 49.3 37.3
0.4 8.4 11.0 9.7 16.4 16.3 11.9
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Fig. 1. Successful run. (a) to (c): PSO-subroutine. Black points denote particle po-
sitions and red points denote solution candidates (Ns = 69) that attain the criterion.
(d) to (f): ART-subroutine. Green circles denote categories for solutions identification.
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Fig. 2. Failure run. (a) to (c): PSO-subroutine (Ns = 67). (d) to (f): ART-subroutine.
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5 Conclusions

The collaboration of the ART and PSO is considered in application to identifica-
tion problem of periodic points in the Hénon map. The problem is described by
the MSP and MOP. Performing fundamental numerical experiments, it is shown
that the ART-subroutine can identify all the solutions if the PSO-subroutine
can find suitable solution candidates. Future problems include analysis of the
classification process, improvement of the PSO-subroutine, optimization of the
algorithm parameters and application to bifurcation analysis.
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Abstract. Inferring regulations among the genes is a well-known and
significantly important problem in systems biology for revealing the fun-
damental cellular processes. Although computational models can be used
as tools to extract the probable structure and dynamics of such networks
from gene expression data, capturing the complex nonlinear system dy-
namics is a challenging task. In this paper, we have proposed a method
to reverse engineering Gene Regulatory Network (GRN) from microarray
data. Inspired from the biologically relevant optimization algorithm ‘Par-
ticle Swarm Optimization’ (PSO), we have enhanced the PSO incorpo-
rating two genetic algorithm operators, namely crossover and mutation.
Furthermore, Linear Time Variant (LTV) Model is employed to modeling
the GRN appropriately. In the evaluation, the proposed method shows
superiority over the state-of-the-art methods when tested with synthetic
network, both for the noise free and noise in data. The strength of the
proposed method has also been verified by analyzing the real expression
data set of SOS DNA repair system in Escherichia coli.

Keywords: Genetic Network, Microarray, Linear Time Variant.

1 Introduction

After the introduction of genomic sequence, the gene expression data are pro-
vided on the basis of DNA microarrays (DNA chips). Primarily, these data are
used for revealing the mechanism of gene regulations and protein interactions.
Therefore, researchers are trying to uncover the underlying regulation circuits
using model-based identification methods. The GRN reconstruction is the way
of modeling genetic network from the genetic information. The study of GRN is
made much easier because of the microarray technology, where expression levels
for a very large number of genes can be measured simultaneously.

There are two important aspects of reverse engineering GRN: i) selecting an
appropriate model ii) selecting an efficient optimizer. Among numerous linear
formalism, Linear Time Variant (LTV) model is the only one that can discover
non-linear interactions among genes similar to the non-linear models, even with
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noisy gene expression profiles. Hence, in this research, LTV model [1] is used to
represent the GRN during the reverse engineering process. On the other hand,
Particle Swarm Optimization (PSO), an emerging evolutionary computation pro-
posed by Kennedy and Eberhart [2], has been successfully applied on many real
life applications e.g., job shop scheduling, vehicle routing, object recognition etc.
Due to PSO’s promising performance in the same kind of problems solved by
GAs, it has received enormous attention to the researchers. Furthermore, PSO
has overcome the difficulties of GA and possesses additional facilities over GA, as
mentioned in [2]. In this paper, we have proposed an enhanced PSO algorithm,
or PSO*, by including the GA operators: Crossover and Mutation, to further
strengthen the efficiency of PSO for solving complex and multimodal problems.

Rest of the paper is organized as follows: Section 2 discusses about various
modeling techniques along with standard PSO algorithm. The proposed PSO* is
thoroughly discussed in Section 3. Reverse engineering GRN with a LTV model
and the proposed PSO* is discussed in Section 4. Evaluation of the proposed
method is shown in Section 5 along with discussions. Section 6 concludes the
paper.

2 Literature Review

A variety of models have been proposed in literature for GRN reconstruction
where each of them have their own strength and weakness. Among the available
models, linear and non-linear models [1], Boolean networks [3], Bayesian and dy-
namic Bayesian networks [4], the system of differential equations are well-known
and widely used for their own merits and application domain [5–7]. However,
estimating the appropriate model parameters is the most challenging part of the
reconstruction procedure and normally formulated as optimization problems.
Based on gene expression microarray time series data, these optimization tech-
niques enable genetic network architectures to be reconstructed. To optimize the
network parameters and to capture the dynamics in gene expression data, Evo-
lutionary Computation (EC) is becoming a popular approach that refers to a
class of population-based stochastic optimization search algorithms [8]. Among
the varieties of ECs, evolutionary optimization is becoming prevalent in solving
critical and real-world problems in industry, medicine, and defense [8]. Amongst
the EAs that aim to learn the parameters of a GRN, GA, Differential Evolution
(DE), Particle Swarm Optimization (PSO) are suitable for handling complex,
multidimensional and multi-modal problems.

Particle Swarm Optimization (PSO) [2], a relatively newer addition to a class
of population based search technique for solving numerical optimization prob-
lems, is used in this research for training the LTV model parameters. PSO is
a simple and elegant nature-inspired metaphor for heuristic search that has
achieved good performance across a broad range of optimization problems. PSO
has been used extensively in the last decade on various real applications, and suc-
cessfully solved many difficult optimization problems. It is very efficient because
of the simple conceptual framework.
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In PSO, a solution is represented as a particle, and a swarm of particles is
considered as a population where each particle has two main properties: position
and velocity. Each particle moves to a new position using the velocity, and once a
new position is reached, the best position of each particle and the best position of
the swarm are updated as needed. The velocity of each particle is then adjusted
based on the experiences of the particle. The process is repeated until a stopping
criterion is met. The computational steps for PSO are given below:

vid = w ∗ vid+ c1 ∗ rand ∗ (lbest− xid) + c2 ∗ rand ∗ (gbest− xid) (1)
xid = vid+ xid (2)

The first part of Eqn. (1) represents the inertia of the previous velocity, the
second part is the cognition part which implies the personal thinking of the par-
ticle, the third part represents the cooperation among particles and is therefore
named as the social component [2]. Acceleration constants c1, c2 [2] and inertia
weight w [9] are predefined by the user and r1, r2 are the uniformly generated
random numbers in the range [0, 1]. For basic PSO algorithm, the number of
required constants is three: c1, c2 and w.

3 PSO*: The Improved PSO

We propose an enhanced PSO algorithm which is applied to reconstructing GRN
from microarray data. The traditional PSO is extended incorporating the mech-
anism of simulated binary crossover (SBX) [10] and polynomial mutation [11].
SBX is an effective operator used in well-known Genetic Algorithm (GA), while
mutation, another important operator of GA, is used to maintain the diversity
in the population. Previously, SBX has been used in the optimization proposed
in [12] to infer the target GRN from gene expression data sets. To the best of
our knowledge, both SBX and polynomial mutation are introduced with PSO as
the first endeavor in literature.

3.1 Simulated Binary Crossover (SBX)

The crossover operator is considered to be the key operator of GA. Since PSO has
no genetic operator, the key idea of this work was to investigate the performance
of PSO with the presence of genetic operator(s). A number of crossover operators
exist in the GA literature (e.g., binary coded crossover (BCC), SBX etc), where
the search power to reach to the solution differs from one crossover to another.
BCC is successful at solving problems with discrete search space shown in [10],
whereas, SBX operator is successful at continuous search space. We describe the
SBX [10] with the following equations:

c1,k = 0.5∗[(1−βk)p1,k+(1+βk)p2,k], c2,k = 0.5∗[(1+βk)p1,k+(1−βk)p2,k] (3)

where, ci,k is the ith child with the kth component, pi,k is the selected parent
and βk(≥ 0) is a sample from a random number generated having the density:

C(β) =

{
0.5 ∗ (n+ 1)βn if 0 ≤ β ≤ 1
0.5 ∗ (n+ 1) ∗ (1/βn+2) if β > 1

(4)
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This distribution can be obtained from a uniformly sampled random number u
between (0, 1). n is the distribution index for crossover. β is calculated using the
following equations:

β(u) =

{
(2u)1/(n+1) if u ≤ 0.5

(2(1− u))−1/(n+1) otherwise u > 0.5
(5)

Thus, the basic steps to create two children solutions (c1,k and c2,k) from two
parent solutions (p1,k and p2,k) are i) select a random number u ε [0, 1) ii)
calculate β using Eqn. (5), and iii) compute children solutions using Eqn. (3).

3.2 Polynomial Mutation

We define the polynomial mutation [11] using the following equation

ck = pk + (puk − plk)δk (6)

Here, ck is the child and pk is the parent with puk being the upper bound on
the parent component, plk is the lower bound and δk is small variation which is
calculated from a polynomial distribution by using the following equation:

δk =

{
(2rk)

1/(nm+1) − 1 if rk < 0.5
1− [2(1− rk)]

1/(nm+1) otherwise rk ≥ 0.5
(7)

Here, rk is an uniformly sampled random number between (0, 1) and nm is
mutation distribution index.

4 Reverse Engineering GRNs with PSO* and LTV Model

The Linear Time Variant (LTV) model is used in this research work which can
represent a much wider class of time-series data than linear time-invariant(LTI)
models. This model is very simple and can be applied to very large scale net-
works. All the methods based on LTI-based models have fundamental limitations
to infer certain non-linear network interactions. However, the LTV-based model
can provide meaningful insight in capturing the nonlinear dynamics of genetic
networks [1] and revealing genetic regulatory interactions. Let, the total regula-
tory input to a gene-i of an N gene GRN is:

Zi(t) =
N∑

j=1

Wi,j(t)Xj(t) (8)

Here, Zi(t) is the total regulatory input to gene-i, at time t, Xj(t) is the expres-
sion level or mRNA level of gene-i, at time t and Wi,j(t) indicates the strength
(weight coefficient) of the influence of gene-j on the regulation of gene-i at time
t. The weight matrix W provides all the essential interactions among genes in
the underlying network. A positive value of Wi,j represents gene-j is inducing
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gene-i whereas a negative value is the sign of repression. On the other hand,
a zero value on W implies that gene-j does not influence the transcription of
gene-i. According to [1] Wi,j(t) can be written as a finite sum of Fourier series
given as the following:

Wi,j(t) = αi,j sin(ωit+ ψi,j) + βi,j , ∀i (9)

Here, αi,j , βi,j , ψi,j , ωi are the constants to be determined ∀i, j = 1 . . .N . These
are the model parameters for the LTV model. Thus, the LTV model is defined by
the parameters set {α, β, ψ, ω}. βi,j represents the linear part of the interactions
and the sinusoidal term approximates the nonlinear terms in the interactions.
The response of the gene-i to the regulatory input is the expression level at time
t + 1, i.e. Xi(t+ 1). Thus, the value of Xi(t+ 1) is obtained by normalizing Zi

using the following “squashing” function:

Xi(t+ 1) = (1 + exp−Zi(t))−1 (10)

where Xi,j lies between 0 and 1. We have used MSE based fitness function, also
used in [1]. Now, we propose the reverse engineering GRN using PSO* and LTV
model in the following algorithm (Algorithm 1).

Algorithm 1. PSO* with LTV(N)

Input: N= Number of genes
Output: Optimal LTV parameters
1: Initialize the Swarm
2: Initialize the PSO parameters (c1, c2, w)
3: While until stopping criteria is reached do
4: For each particle do
5: Update Velocity and Location using Eqn. (1) & (2), respectively
6: Apply SBX and mutation on the updated location using Eqn. (3)

& (6), respectively
7: Calculate fitness value
8: Keep the location with better fitness
9: Update personal best fitness
10: Update global best fitness
11: End For
12: End While

5 Experimental Results and Discussions

The proposed PSO* is tested with a synthetic network (with and without noise
in microarray data) and a real-life network called SOS DNA repair network
of the Escherichia coli. The proposed method is also evaluated with state-of-
the-art optimization methods, e.g., Genetic Algorithm (GA), standard Particle
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Swarm Optimization (PSO) and PSO incorporated with Differential Evolution
(PSODE). For the synthetic network, we have calculated the well-known per-
formance metrics sensitivity (Sn) and specificity (Sp) to verify the efficacy of
the proposed method, while known inferred regulations are reported for the
real-life network. In LTV, each individual is represented by the parameter set
{α, β, ψ, ω}. The parameters for each of the individuals are set randomly within
a given range [1] as follows: α = [-5.0, 5.0], β = [-4.0, 4.0], ψ and ω = [-90.0,
90.0]. We have used the common parameters for all training algorithms, such
as number of generations G=5000, population size=50. For PSO, PSODE and
PSO* the common parameters are c1=c2=2 and w. w changes dynamically with
respect to each iteration. The crossover probability and mutation probability for
PSODE and PSO* are set to 0.9 and 1/n respectively, where n is the number of
decision variables, which is 80.

We have used the 5-gene synthetic network of Kikuchi et al. [13], and using
their given parameter set, the 5 sets synthetic target data sets were generated,
each having 11 samples. For the noisy data, 5% and 10% Gaussian noise has been
added at the time data were generated. After inferring the target networks using
the proposed method, the sensitivity and specificity values are shown in Table 1.
We note that, the specificity values are also satisfactory for all three situations
(i.e., 0 noise, 5% noise, and 10% noise). Next, we consider the well-studied SOS
DNA repair network within Escherichia coli (E. coli). The entire DNA repair
system of E.coli involves more than 100 genes [4], however, only its 30 genes
contribute towards key regulations at the transcription level. We make use of the
expression data set collected by Ronen et al. [14], which contains information
about 8 genes namely uvrD, lexA, umuD, recA, uvrA, uvrY, ruvA, and polB. The
data sets are obtained from four different experiments under various UV light
conditions, with the gene expression levels being measured at 50 instants evenly
spaced at a 6-minute interval. As the exact ground truth for this network is not
precisely known, it is not possible to calculate the two performance metrics, i.e.,
sensitivity, specificity. However, from the functional description of each gene in
the original paper [14], it is generally recognized that suppression of all genes
from lexA and activation to lexA from recA are considered as true regulations.
From the four data-set, Exp3 and Exp4 are used for our experiment.

Table 1. Summary of the investigations on the synthetic data

Noiseless 5% Noisy 10% Noisy
Sn 1.000 1.000 1.000
Sp 0.923 0.846 0.769

The expression profiles for 5 genes SOS DNA repair system, shown in Figure 1,
implies that the proposed PSO* infers the target expressions very closely for all
the 5 genes. Table 2 shows the summary of the known regulations and predicted
regulations identified by the proposed algorithm from SOS DNA repair network.
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(a) umuD (b) uvrA (c) recA

(d) lexA (e) uvrD

Fig. 1. Target and inferred expression profiles SOS DNA repair system

Table 2. Predicted gene regulations for SOS DNA repair system

Gene Inferred Regulations References
uvrD uvrD � uvrD, lexA → uvrD [15–17]
lexA uvrD → lexA, lexA � lexA, umuD → lexA, recA � lexA [16–18]
umuD lexA � umuD, recA � umuD [15, 18, 19]
recA lexA � recA, umuD → recA, recA � recA [17, 18]
uvrA lexA � uvrA, uvrA � uvrA [15]

6 Conclusion

This paper presents an effective use of Simulated Binary Crossover and Polyno-
mial Mutation operators in Particle Swarm Optimization algorithm for inferring
the transcriptional regulations in a biochemical network represented based on
the Linear Time Variant model. The proposed is tested with widely used 5-gene
synthetic network, both in noise free and noisy environment, and to reconstruct
the real-life E. coli network. For both the evaluations, we observe superior per-
formance of the proposed method over state-of-the-art methods.
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Abstract. Metaheuristic algorithm is one of the most popular methods in solv-
ing many optimization problems. This paper presents a new hybrid approach 
comprising of two natures inspired metaheuristic algorithms i.e. Cuckoo Search 
(CS) and Accelerated Particle Swarm Optimization (APSO) for training Artifi-
cial Neural Networks (ANN). In order to increase the probability of the egg’s 
survival, the cuckoo bird migrates by traversing more search space. It can suc-
cessfully search better solutions by performing levy flight with APSO. In the 
proposed Hybrid Accelerated Cuckoo Particle Swarm Optimization (HACPSO) 
algorithm, the communication ability for the cuckoo birds have been provided 
by APSO, thus making cuckoo bird capable of searching for the best nest with 
better solution. Experimental results are carried-out on benchmarked datasets, 
and the performance of the proposed hybrid algorithm is compared with Artifi-
cial Bee Colony (ABC) and similar hybrid variants. The results show that the 
proposed HACPSO algorithm performs better than other algorithms in terms of 
convergence and accuracy. 

Keywords: Metaheuristic algorithm, Neural network, Cuckoo search, Particle 
Swarm Optimization, Optimization. 

1 Introduction 

Artificial Neural Network (ANN) is one of the widely used techniques for dataset 
classification in data mining. It is also known as a powerful prediction tool and has 
been applied in a wide variety of areas such as engineering, finance, military, tele-
communication and so on. In general, the ANN presents and emulates the actual bio-
logical nervous systems with layers of interconnected individual artificial neurons. 
The ANN are structured by their number of layers (architecture), types of topology 
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and learning process. One of the most popular supervised network classifiers is the 
Multilayer Perceptron (MLP) or the feed-forward ANN [1]. The MLP consists of 
three layers architecture. The first layer receives input, the second layer is the hidden 
layer, and the third layer produces output. Each of these layers contains nodes.  
Every node in these layers is connected to every adjacent layer [2]. There are different 
types of datasets: the training (supervised learning) and testing data set. The trained 
data sets results provide the flexibility to the learning process and can be used to make 
projections by using the pre-set target value. The MLP utilizes the Error Back Propa-
gation (EBP) learning algorithm that is mainly used for solving classification tasks by 
sorting patterns in the datasets. The Back Propagation Neural Network (BPNN) [3-5] 
learning algorithm uses the gradient-descent technique in adjusting weights and biases 
for training an ANN in many domains. Along various advantages of ANN there are 
some downsides. Unfortunately, the EBP learning algorithm is not efficient enough in 
handling such large learning problems. The classifiers tend to make wrong selection 
of the characteristics for a specific task. Therefore, the whole network will be af-
fected. It is also not easy to find the appropriate ANN architectures. Also, as ANN 
generate multifaceted error-planes with multiple local minimum, the BPNN fell prey 
to local minima instead of converging to global minimum [6]. 

A number of research studies have attempted to overcome these problems by intro-
ducing different techniques to analyze the performance of the standard steepest des-
cent algorithm. These methods include the gradient descent with adaptive learning 
rate, gradient descent with momentum, gradient descent with momentum and adaptive 
learning rate, the resilient algorithm and standard steepest descent [6-8]. However, 
one limitation of gradient-descent technique is that it requires a differentiable neuron 
transfer function. Also, as neural networks generate complex error surfaces with mul-
tiple local minimum, the BPNN fall into local minima instead of a global minimum 
[7, 9-10].  

In this paper, we solved the above optimization problems by improving the accura-
cy and decrease number of training errors with a fast convergence rate by using hybr-
id metaheuristic algorithms. Among the various metaheuristic populations based 
search algorithms for training BPNN are the Artificial Bee Colony (ABC) [1], Genet-
ic Algorithm (GA) [11], Particle Swarm Optimization-Back Propagation (PSO-BP) 
[12], Ant Colony Optimization (ACO) [13] Cuckoo Search (CS) Algorithm [14-21], 
Bat Algorithm  [22] and so on. 

This paper proposes an improved Accelerated Particle Cuckoo Swarm Optimiza-
tion (HACPSO) algorithm. In the proposed HACPSO algorithm the communication 
ability for the cuckoo bird has been added. The Accelerated Particle Swarm Optimiza-
tion (APSO) algorithm searches a better place with the best nest and share the  
information with Cuckoo bird. The convergence behavior and performance of the 
proposed HACPSO on classification datasets is analyzed. The results are compared 
with artificial bee colony using BPNN algorithm, and similar hybrid variants.  

The remaining paper is organized as follows: Section 2 describes the proposed me-
thod. Section 3 describes result and discussion. Finally, the paper is concluded in the 
Section 4. 
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2 The Proposed HACPSO Algorithm 

In this section, we examine the detail of the proposed hybrid algorithm. As mentioned 
above, the nature of cuckoo birds is that instead building their own nests, they lay 
their eggs in the nest of the other host bird. If the host bird detects an unknown egg, it 
will either throw the egg away or simply abandon its nest and build a new nest else-
where. Thus, the cuckoo birds are always looking for a better place in order to reduce 
the chance of their eggs to be discoursed. In this proposed hybrid algorithm, the CS 
initializes the population for the nest, and randomly selects the best nest via levy 
flight. In addition, the communication ability for the cuckoo birds has been added, 
where the APSO search better place that has the best nest, and share the information 
with cuckoo search. Then cuckoo search selected the best nest among all via levy 
flight using the Equation (1) as follow ,                   (1) 

where    is the velocity vector generated from Equation (2) as follow ,                  (2)  

where  and  be the position vector for the particle  ,   is the learning pa-
rameter or accelerating constant,  is random vector which is draw from N(0, 1). 
The pseudo code of the proposed algorithm is given as follow. 

Generate initial population of N host nest    for i= 1,...,n 
While (fmin<MaxGeneration) or (stop criterion) 
    Get a cuckoo bird randomly 

 Choose randomly a nest j among n. 
Move cuckoo bird using Equation (1) and (2) 
Calculate the fitness  F  
IfF F  

Then, Replace j by the new solution. 
End if 

A fraction (probability (pa)) of worse nest are abandoned and new ones are built. 
Keep the best solutions (or nest with quality solutions). 
Rank the solutions and find the current best. 
End while

3 Results and Discussion 

3.1 Preliminary Study 

The performance of the proposed Hybrid Cuckoo Particle Swarm Optimization 
(HACPSO) algorithm was tested on benchmark classification datasets. The proposed 
HACPSO algorithm is compared Artificial Bee Colony (ABC) with Levenberg  
Marquardt algorithm (ABCLM), Artificial Bee Colony Back Propagation (ABCBP) 
algorithm and standard BPNN based on Mean Squared Error (MSE), no of epochs, 
accuracy and CPU time. The minimum error for benchmark classification datasets is 
set to 0.00001 and a total of 20 trials is run for each case. The network results are 
stored in a separate file for each trial. 
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3.2 7 Bit Parity Dataset 

The first dataset used for this experimentation is the 7 Bit Parity datasets that consist a 
mixture of even and odd parity tuples. The network structural design has 7 inputs 5 
hidden neurons in the hidden layer, and 1 output in the output layer. It has forty con-
nection weights and six biases. Due to the structure of this dataset, the learning 
process for a neural network is quite complex and slow. Tables 1 shows the CPU 
time, number of epochs, the MSE, and accuracy for the 7 Bit Parity dataset.  

Table 1. CPU Time, Epochs, MSE Accuracy, and Standard deviation for 7-bit Parity dataset 

Algorithm BPNN ABCBP ABCLM HACPSO 

CPUTIME 22.07 183.3 134.88 409.24 
EPOCHS 1000 1000 1000 1000 
MSE 0.263 0.217 0.083 0.001 
SD 0.014 0.008 0.0124 0.0001 
Accuracy (%) 85.12 82.12 69.137 95.09 

 
From the Table 1, it is clear that the proposed HACPSO converged to a global min-

imum with an MSE of 0.001 with an average accuracy of 95.09. While, the standard 
deviation (SD) for all the MSE’s was recorded to be a mere 0.0001for all 20 trials.  

ABCLM, BPNN and ABCBP algorithms failed to provide a smaller MSE within 
1000 epochs throughout the entire cycle of 20 trials. Figure 1 illustrates the conver-
gence performance of the proposed HACPSO and other algorithms used in this study. 

 

Fig. 1. Convergence Performance for7 Parity Bit Classification dataset on selected algorithms 
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3.3 IRIS Classification Dataset 

The Iris classification datasets is one of the best pattern recognition multivariate data-
set used since 1936. Iris dataset consists of 150 samples from three Iris species, i.e. 
Iris setosa, Iris virginica and Iris versicolor. The classification of IRIS involves the 
length and width of sepal and petals from each sample of three selected species. The 
selected network configuration for Iris classification dataset comprises of 4 inputs, 5 
hidden, and 3 outputs nodes. A total of 95 instances are used for training the algo-
rithms, while the rest is used for testing purpose. Table 2 illustrates the MSE, SD, 
Epochs, CPU time and accuracy of the proposed HACPSO algorithms when com-
pared with simple BPNN and other hybrid variants.  

Table 2. CPU Time, Epoch, MSE Accuracy, and Standard deviation for IRIS dataset 

Algorithm BPNN ABCBP ABCLM HACPSO 

CPUTIME 28.47 156.43 171.52 163.36 

EPOCH 1000 1000 1000 1000 
MSE 0.312 0.155 0.058 0.0009 

SD 0.022 0.023 0.005 0.0001 

Accuracy (%) 87.19 86.88 79.559 99.01 

Based on the simulation results in Table 2, it is clear that the proposed HACPSO 
model has better performance in terms of MSE, SD, and accuracy. HACPSO 
converged with the MSE of 0.0001 and an accuracy of 99.01, compared to other 
algorithms.  Figure 2 shows the MSE convergence performance of the proposed 
HACPSO and the other compared models used in this study. It can be clearly seen 
that the proposed HACPSO algorithm has far better performance than the BP, 
ABCBP, and ABCLM, in terms of MSE. 

 

Fig. 2. Convergence Performance forIRIS Classification dataset on selected algorithms 
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3.4 Breast Cancer (Wisconsin) Classification Dataset 

This dataset consists of a total 699 instances. The selected network architecture used 
for the breast cancer classification problem consists of 9 inputs nodes, 5 hidden nodes 
and 2 output nodes. Table 3, shows the simulation results of all the algorithms used in 
this study. From the Table 3, one can easily understand that the proposed HACPSO 
algorithm achieves better results than the ABCBP, ABCLM, and BPNN in terms of 
MSE, SD, epochs and accuracy. The proposed HACPSO converged to global minima 
with an MSE of 0.0004, a 9.9E-05 SD and 98.08 percentile of accuracy. While the 
comparison algorithms such as BPNN, ABCBP, and ABCLM, showed bigger MSE’s; 
as they converged to global minima with 0.271, 0.184, and 0.0139, MSE’s respective-
ly. The SD values of 0.05, 0.0011, and 0.01 respectively, which show less perfor-
mances than the proposed methods in term of MSE, SD, and accuracy.  

Table 3. CPU Time, Epochs, MSE Accuracy, and Standard deviation for Breast Cancer dataset 

Algorithm BPNN ABCBP ABCLM HACPSO 

CPUTIME 95.46 1482.9 1880.64 1335.83 

EPOCH 1000 1000 1000 1000 

MSE 0.271 0.184 0.0139 0.0004 

SD 0.01 0.05 0.0011 9.90E-05 

Accuracy (%) 90.71 92.02 93.831 98.08 

 

Fig. 3. Convergence Performance forBreast Cancer Classification dataset on selected algorithms 
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From the Table 3, it is clearly seen that proposed HACPSO outperforms the other 
algorithms in terms of MSE, and convergence accuracy. Figure 3 represents the MSE 
convergence of the proposed HACPSO algorithm compared with the previous me-
thods. 

4 Conclusion  

This paper presents a combination of Cuckoo Search (CS) and Accelerated particle 
swarm optimization (APSO) for training neural network. The approach is proposed to 
achieve faster convergence rate, minimize the training error, and to increase the accu-
racy. In standard CS, cuckoo bird gets anew place by levy flight.  In the proposed 
HACPSO algorithm, the communication ability for the cuckoo birds has been added 
by introducing APSO, thus giving cuckoo bird the ability to search the best nest that 
has higher survival chances. The experiments were carried out on benchmarked data-
sets. Finally, as a comparison between the performance of the proposed HACPSO 
algorithm with Artificial Bee Colony (ABC) and other similar hybrid variants, it can 
be concluded that in terms of convergence rate and accuracy, the HACPSO algorithm 
outperforms the other individual and hybrid variants algorithms. 
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Abstract. The Levenberg Marquardt (LM) algorithm is one of the most effec-
tive algorithms in speeding up the convergence rate of the Artificial Neural 
Networks (ANN) with Multilayer Perceptron (MLP) architectures. However, 
the LM algorithm suffers the problem of local minimum entrapment. Therefore, 
we introduce several improvements to the Levenberg Marquardt algorithm by 
training the ANNs with meta-heuristic nature inspired algorithm. This paper 
proposes a hybrid technique Accelerated Particle Swarm Optimization using 
Levenberg Marquardt (APSO_LM) to achieve faster convergence rate and to 
avoid local minima problem. These techniques are chosen since they provide 
faster training for solving pattern recognition problems using the numerical op-
timization technique.The performances of the proposed algorithm is evaluated 
using some bench mark of classification’s datasets. The results are compared 
with Artificial Bee Colony (ABC) Algorithm using Back Propagation Neural 
Network (BPNN) algorithm and other hybrid variants. Based on the experimen-
tal result, the proposed algorithms APSO_LM successfully demonstrated better 
performance as compared to other existing algorithms in terms of convergence 
speed and Mean Squared Error (MSE) by introducing the error and accuracy in 
network convergence. 

Keywords: Artificial Neural Networks, Particle Swarm Optimization, Leven-
berg Marquardt Back Propagation, Meta-heuristic optimization, Nature inspired 
algorithms. 

1 Introduction 

Artificial Neural Networks (ANN) is one of the best approaches in Machine Learning. 
An ANN is modeled and designed based on the actual human brain concept with  
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interconnected neurons. It simulates the exact way of a processing information.  
Unlike other conventional techniques, the key element of an ANN is known as super-
vised learning, in which a set of input/output complex patterns is analyzed and classi-
fied [1-7]. As a multilayer perceptron feed-forward network, an ANN is used for  
random nonlinear function approximation and information processing which other 
techniques do not have [8]. There are many different types of ANNs depending on 
their structure and training model, but we will only focus on the most basic one is the 
Back Propagation Neural Network (BPNN) [9]. A Back-Propagation (BP) algorithm 
is designed to reduce error between the actual output and the desired output and adjust 
the ANN weights (and biases) of the network in a gradient descent manner.  

However, despite of its reputation, simple architecture and easy to understand 
learning process, the BPNN has few limitations. The limitations are the risk of getting 
trapped in a local minima [10-12], possibility of overshooting the minima of the error 
surface [13-16], slow rate of convergence and so on. Therefore to get faster and more 
efficient trainings process, second order learning algorithms have to be used. 

The Levenberg Marquardt (LM) algorithm is one of the most successful algorithm 
in speeding up the convergence rate of the ANN with Multilayer Perceptron (MLP) 
architectures [17]. It is ranked as one of the most efficient training algorithms for 
small and medium sized patterns. The LM algorithm was developed only for layer-by-
layer ANN topology, which is far from optimal [18]. It combines Gauss–Newton 
Algorithm (GNA) with gradient descent [19]. It inherits speed from Newton method 
but it also has the convergence capability of steepest descent method. It suits specially 
in training neural network in which the performance index is calculated in Mean 
Squared Error (MSE). Unfortunately, along with its benefits, LM algorithm can also 
suffer the problem of local minimum entrapment [20-23].  

Alternatively, there is no one size fits all solution exist. Researchers have been try-
ing to find the optimal solution by proposing different approaches and robust algo-
rithm. Therefore, our focus is finding the best and efficient algorithm(s) of optimizing 
the neural network using genetic algorithms. In order to overcome the drawback of 
the Levenberg Marquardt Back Propagation (LMBP), the solution will be converged 
to the meta-heuristic algorithm. Among the examples of the meta-heuristic nature 
inspired algorithms are Evolutionary Algorithm (EA) [24], Ant Colony Optimization 
(ACO) Algorithm [25], Artificial Bee Colony (ABC) Algorithm [26], Genetic Algo-
rithm (GA) [27], Cuckoo Search (CS) Algorithm [6], Bat Algorithm (BA) [28], Par-
ticle Swarm Optimization (PSO) Algorithm [29].  

Specifically for this paper, The LMBP is combined with APSO, which was origi-
nally proposed by Yang in 2008 [30]. In this paper, the convergence behavior and 
performance of the proposed APSO_LM algorithm is analyzed on selected bench-
mark classification datasets obtained from UCI machine learning repository. This 
method is based on the imitation of the social behavior of bird flocking and fish 
schooling. The LM and scaled conjugate gradient based back-propagation training 
algorithms are used to train the network. These two training algorithms have been 
chosen since they provide faster training for solving pattern recognition problems 
using the numerical optimization technique [13]. Their classification performances 
with different network architecture are reported in the result section. The results are 
compared with Artificial Bee Colony (ABC) Algorithm using BPNN algorithm, and 
other similar hybrid variants. The objective of the optimization is to minimize the 
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computational cost and to accelerate the learning process using a hybridization  
method. 

The outline of this article is as follows. In section 2, the proposed APSO_LM algo-
rithm is explained, and simulation results are discussed in Section 3. Finally, the con-
clusion of this work is presented in Section 4. 

2 The Proposed APSO_LM Algorithm 

The APSO is a population based optimization global search algorithm, which has 
strong ability to find global optimistic result, the LM algorithm has the strong ability 
to find local optimistic result, but its ability to find the global optimistic result is 
weak. By combining the APSO with LM, a new algorithm referred to as APSO_LM 
hybrid algorithm is formulated. Similar to many other meta-heuristic algorithms, 
APSO starts with a random initial population. The searching process is also started 
from initialization a group of random particle. First all particle are update according 
to the Equation (5), and (6), until a new generation set of particle are generated, and 
then those new particle are used to search the global best position in solution space. 
Finally the LM algorithm is used to search around the global optimum. In this way the 
hybrid algorithm may find as optimum more quickly. 

In the proposed Accelerated Particle Swarm Optimized Levenberg-Marquardt 
(APS_LM) algorithm, each best particle or solution represents a possible solution 
(i.e., the weight space and the corresponding biases for NN optimization in this study) 
to the considered problem and the size of a population represents the quality of the 
solution. The initialization of weights is compared with output and the best weight 
cycle is selected by APSO. The APSO will continue searching until the last cycle to 
find the best weights for the network. The main idea of this combined algorithm is 
that APSO algorithm is used at the beginning stage of searching for the optimum to 
select the best weights. Then, the training process is continued with the LM algorithm 
using the best particle as weights of APSO algorithm. The LM algorithm interpolate 
between the Newton method and gradient descent method. The pseudo code for the 
ASPO-LM algorithm is given as follow. 

1. Initialized APSO population size, dimensions, and NN structure. 
2. Evaluate each initialized particle is fitness value, and    is set as the position 

of the current particle, while    is set as the best position of initialized par-
ticle. 

3. Load training data 
4. While (MSE<Stopping criteria) 
5. Pass the current best particle as weights to the network. 
6. Present all inputs to the network and compute the corresponding network out-

puts and errors using Equation (1) over all inputs. And compute sum of square 
of error over all input. ∑ ,                            (1) 

7. The sensitivity of one layer is calculated from its previous one and the calculation 
of the sensitivity start from the last layer of the network and move backward. 
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8. Compute the Jacobin matrix using Equation (2). 

J t
… . .… . .... … . .

                       (2) 

9. Solve Equation (3) to obtain  . 

                     (3) 

10. Recomputed the sum of squares of errors using Equation (3) if this new sum of 
squares is smaller than that computed in Step 6, then reduce  by λ=10, update 
weight using 1  and go back to Step 6. If the sum of 
squares is not reduced, then increase   by λ =10 and go back to Step 8. 

11. The algorithm is assumed to have converged when the norm of the gradient Eq-
uation (4) is less than some prearranged value, or when the sum of squares has 
been compact to some error goal. 

                         (4) 

12. Chose the particle with the best fitness value of all the particle as gbest 
13. For each particle 
14. Calculate particle velocity according Equation (5) 

,                     (5) 

15. Update particle position according Equation (6)     .                           (6) 

  
End 

16. APSO keep on calculating the best possible weight at each epoch until the net-
work is converged. 
End while  

3 Results and Discussion 

Basically, the main focus of this paper is to compare the performance of different 
algorithms introducing the error and accuracy in network convergence. Some simula-
tion results, tools and technologies, network topologies, testing methodology and the 
classification problems used for the entire experimentation will be discussed further in 
the this section.  
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3.1 Wisconsin Breast Cancer Classification Problem 

This problem tried to diagnosis of Wisconsin breast cancer by trying to classify a 
tumor as either benign or malignant based from continues clinical variable. This data-
set consist of 9 inputs and 2 outputs with 699 instances. The input attribute are, for 
instance, the clump thickness, the uniformity of cell size, the uniformity of cell shape, 
the amount of marginal adhesion, the single epithelial cell size, frequency of bare 
nuclei, bland chromatin, normal nucleoli, and mitoses. The selected network architec-
ture is used for the breast cancer classification problem is consists of 9 inputs nodes, 5 
hidden nodes and 2 output nodes.  

Table 1. Summary of algorithms performance for breast cancer classification problem 

Breast Cancer Benchmark Classification Problem 
Algorithms Accuracy MSE SD 

ABC-BP 92.02 0.184 0.459 
ABC-LM 93.83 0.0139 0.001 
ABCNN 88.96 0.014 0.0002 
BPNN 90.71 0.271 0.017 

APSO_LM 99.9 2.40E-06 2.80E-06 
 
Table 1, illustrate that the proposed algorithm (APSO_LM), shows superior perfor-

mance than BPNN, ABC-BP, ABCNN, and ABC-LM. The proposed models such as 
APSO_LM, have achieve small MSE (2.4E-06) and SD (2.8E-06) with 99.95 percent of 
accuracy. While the other algorithms such as ABCNN, BPNN, ABC-BP, and ABC-LM 
fall behind of the proposed algorithms with large MSE (0.014, 0.271, 0.184, and 0.013), 
and SD (0.0002, 0.017, 0.459, and 0.001) and low accuracy. Similarly, Figure1 shows the 
performances of MSE convergence for the used algorithms. The proposed APSO_LM 
algorithm convergences only in 3 epochs. While the other algorithm take more epochs 
for their convergence. From the simulation results its can easily understand that the pro-
posed algorithms such as APSO_LM shows better performance than the BPNN, ABC-
BP, and ABC-LM, algorithms in term of MSE, SD and accuracy. 

 

Fig. 1. MSE via Epochs Convergence for breast cancer classification problem 
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3.2 IRIS Classification Problem 

The Iris classification dataset was created by Fisher. Who used it to demonstrate the 
values of differentiate analysis. This is maybe the best famous database to be found in 
the pattern recognition literature. There were 150 instances, 4 inputs, and 3 outputs in 
this dataset. The classification of Iris dataset involving the data of petal width, petal 
length, sepal length, and sepal width into three classes of species, which consist of Iris 
Santos, Iris Vermicular, and Iris Virginia. The selected network structure for Iris clas-
sification dataset is 4-5-3. Which consist of 4 inputs nodes, 5 hidden nodes and 3 
outputs nodes. 75 instances are used for training dataset and the rest as for testing 
dataset.  

Table 2. Summary of algorithms performance for Iris Benchmark Classification Problem 

Iris Benchmark Classification Problem 
Algorithms Accuracy MSE SD 

ABC-BP 86.87 0.155 0.022 
ABC-LM 79.55 0.058 0.0057 
ABCNN 80.23 0.048 0.004 
BPNN 87.19 0.311 0.022 

APSO_LM 99.99 1.21E-05 1.84E-06 
 

Table 2 shows the comparison performances of the proposed algorithm such as 
APSO_LM, with the BPNN, ABCNN, ABC-BP, ABC-LM algorithms in term of 
MSE, SD, and accuracy. From the table 2 it’s clear that the proposed APSO_LM 
models have better performances achieved less MSE, SD, and high accuracy than the 
BPNN, ABCNN, ABC-BP, ABC-LM algorithms. Meanwhile, the Figure 2 illustrates 
the MSE’s convergence performances of the algorithm. Form these figure it’s clear 
that the proposed algorithms show high performances than the other algorithms in 
term of MSE, Standard deviation (SD), and accuracy. 

 

Fig. 2. MSE via Epochs Convergence on Iris Benchmark Classification Problem 
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4 Conclusion  

APSO algorithm is one of the latest addition among the meta-heuristic nature inspired 
algorithms, which provide derivative-free solutions to solve complex problems.  
This paper studies the data classification problem using the dynamic behavior of 
LMBP, trained by nature inspired meta-heuristic APSO algorithm, in-order to achieve 
fast convergence rate and to avoid local minima problem. The performances of the 
proposed models APSO_LM is compared with the Artificial Bee Colony using BPNN 
algorithm, and other hybrid variants. Specifically, 7-Bit Parity, and some selected 
benchmark classification datasets are used for training and testing the network. The 
simulation results show that the proposed APSO_LM is far better than the previous 
methods in terms of convergence rate, and achieved higher accuracy and less MSE on 
all the designated datasets. 
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Abstract. This paper presents the fission-and-recombination particle
swarm optimizer (FRPSO) and its application to search of periodic
points of a nonlinear dynamical system. The search problem is trans-
lated into a multi-solution problem evaluated in a multi-objective prob-
lem. The FRPSO is based on the ring topology. The FRPSO is effective
to escape from trap of partial/local solutions and to find all the solu-
tions. Performing basic numerical experiments, the algorithm efficiency
is investigated.

Keywords: particle swarm optimizers, multi-solution problems, multi-
objective problems, Hénon map.

1 Introduction

The particle swarm optimizer is a population-based paradigm for solving op-
timization problems inspired by flocking behavior of living beings [1]-[3]. The
particles correspond to potential solutions and construct a swarm. Referring to
their past history, the particles communicate to each other and try to find an
optimal solution of an objective problem. The PSO is simple in concept, is easy
to implement and has been applied to optimization problems in various systems,
e.g., signal processors, artificial neural networks, and power electronics [4]-[8].

This paper presents the fission-and-recombination particle swarm optimizer
(FRPSO) and its application to search of periodic points of the Hénon map [9].
This map can exhibit various interesting bifurcation phenomena [10] and search
of periodic points is the first step to analyze the phenomena. In our algorithm,
the search problem is translated into a multi-solution problem (MSP [11]-[13])
evaluated in a multi-objective problem (MOP). The MOP consists of plural cost
functions and logical operation. The FRPSO is based on the ring topology and
has a lifetime parameter that controls timing of fission-and-recombination. If the
parameter is selected suitably, the FRPSO is effective to escape from traps of
partial/local solutions and to find all the solutions of the MSP. Performing basic
numerical experiments, the algorithm efficiency is investigated.

Note that the FRPSO can realize a global search. Although there exist several
tools for search of periodic points of dynamical systems, the tools employ the
Newton-Raphson method whose initial value setting is trial-and-errors. The tools
have been developed for the local search and are not available for the global
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search [10]. This is the first paper of application of PSO with variable number of
particles to combination problem of MSP and MOP in continuous search space.

2 The Multi-Solution Problem

The Hénon map is described by

{
x1(n+ 1) = 1− ax2

1(n) + x2(n)
x2(n+ 1) = bx1(n)

ab. x(n+ 1) = FH(x(n)) (1)

where n denotes discrete time and (x1(n), x2(n)) ≡ x(n). Depending on the
parameters a and b, this map can exhibit various chaotic/periodic phenomena:
The Hénon map is an important example of nonlinear dynamical systems [9].
We define the MSP for this map. Replacing FH with an N -dimensional map,
the definition can be generalized. A point p is said to be a periodic point with
period m if p = Fm

H (p) and p �= F l
H(p) for 0 ≤ l < m where Fm

H is the m–
fold composition of FH . Search of desired periodic points is basic to analyze
bifurcation phenomena. First, we define the basic function

Gm(x) ≡ ‖Fm
H (x)− x‖ ≥ 0, x ∈ SA ≡ {x | xj ∈ [XLj , XRj ]} (2)

where j = 1, 2 and SA is the search space. ‖·‖ denotes distance and the Euclidean
distance is used in this paper. If m is not a prime number, we have the prime
factorization: m = mn1

1 × · · · × mnK

K where mk ≥ 2 is the k − th submultiple
and k = 1 ∼ K. The periodic points with period m are given by the solutions
(minima) of

Gm(x) = 0, Gm/mk
(x) �= 0, k = 1 ∼ K, x ∈ SA (3)

In general, Eq. (3) has multiple-solutions. Let Ns denote the number of solutions.
For simplicity, we fix parameters a = 1 and b = 0.3. In this case, the map has

Fig. 1. (a) Contour map of G4 of the Hénon map. (b) Contour map of G2 of the Hénon
map. (c) Regions I to IV on the evaluation plane.
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four periodic points with period 4 that are solutions of

G4(x) = 0, G2(x) �= 0,x ∈ SA (4)

where XLi = −XRi = 1.5 and i = 1, 2. Figure 1 (a) and (b) show contour maps
of G4 and G2, respectively. Search of he four solutions (Ns = 4) is the objective
MSP. The solutions are denoted by s41, s

4
2, s

4
3 and s44 hereafter.

3 Fission and Recombination PSO

Here we present the FRPSO where the number and topology can vary depend-
ing on the situation of the search process. The FRPSO has two kinds of particle
swarms: one main-swarm and its sub-swarms. Depending on the search situ-
ation, a sub-swarm can be generated from the main-swarm (fission) and the
sub-swarm can be return into the main-swarm (recombination). The fission and
recombination are controlled by the life-time parameters.

First, we define the algorithm for the main swarm (FRPSO-main) for the MSP
(4) of two fitness functions G4 and G2. Replacing (G4, G2) with (Gm, Gm/mk

),
the algorithm can be generalized. Let P t

i be the i-th particle at a discrete time
t and let N t denote the number of particles that is time-variant. This particle
is characterized by the position xt

i ≡ (xt
i1, x

t
i2) and the velocity vt

i ≡ (vti1, v
t
i2).

The particles are updated based on the personal best position (Pbest, xP
i ) and

local best position (Lbest, xL
i ).

The Pbest evaluation is based upon two fitness functions (G4, G2) as defined
afterward. In usual PSO, the evaluation is based on a single fitness function. The
Lbest is the best of Pbest within the neighbor. Let V (i) be the neighbor of the
i-th particle position. The neighbor depends on the topology of particles. For
simplicity, we adopt the ring topology that is more suitable than the complete
graph in the MSP. As shown in Fig. 2, a particle and both sides particles con-
struct the neighbor: V (i) = {xt

i−1,x
t
i,x

t
i+1} (i mod N t). The i-th particle has a

life time parameter Lt
i (time-variant) that controls the fission. The FRPSO-main

is defined by the following 6 steps.

Step M1: Let t = 0. Particle positions, velocities, Pbests, and Lbests are all
initialized: xt

i be assigned randomly in SA, v
t
i = 0, xP

i = xi, andx
L
i = xt

i where

Fig. 2. Ring topology, fission and recombination
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i = 1 ∼ N . The life-time parameter Lt
i is also initialized. Let L0 denote the

initial value.

Step M2: The particle position xt
i is declared as an approximate solution if

G4(x
t
i) ≤ T4, G2(x

t
i) ≥ T2 (5)

where T4 and T2 are thresholds for the approximation. For convenience, we di-
vide the G4-vs-G2 plane into four regions as shown in Fig. 1 (c): I: G4(x

t
i) ≤ T4,

G2(x
t
i) < T2; II: Eq. (3); III: G4(x

t
i) > T4, G2(x

t
i) < T2; IV: G4(x

t
i) > T4,

G2(x
t
i) ≥ T2.

Step M3: Pbests and Lbests are updated in the two cases.
Case 1: G4(x

t
i) > T4 OR G2(x

t
i) ≥ T2 (Region II ∪ III ∪ IV in Fig. 1(c).)

xP
i =

{
xt
i if G4(x

t
i) < G4(x

P
i )

xP
i otherwise

xL
i =

{
xt
c if G4(x

t
c) < G4(x

L
i )

xL
i otherwise

(6)

where G4(x
t
c) is the minimum on V (i) in Case 1.

Case 2: G4(x
t
i) ≤ T4 AND G2(x

t
i) < T2 (Rregion I in Fig. 1(c).)

xP
i =

{
xt
i if G2(x

t
i) > G2(x

P
i )

xP
i otherwise

xL
i =

{
xt
c if G2(x

t
c) > G2(x

L
i )

xL
i otherwise

(7)

where G2(x
t
c) is the maximum on V (i) in Case 2. In Case 2, the function(s) G2 is

the object to increase and the function G4 can increase. Such flexible movement
can be effective to escape form the local/partial solution(s).

Step M4 (Lifetime and fission): If Pbest is not updated then Lt
i ← Lt

i − 1.
If Lt

i = 0 then the i-th particle is deactivated (N t ← N t − 1) and the i-th
sub-swarm of ring topology is generated. The sub-swarm is governed by an al-
gorithm defined afterward, If recombination occurs in the sub-swarm, the i-th
particle is activated (N t ← N t + 1).

Step M5: The positions and velocities are updated.

xt
i ← xt

i + vt
i , vt

i ← wvi + c1r1
(
xP
i − xt

i

)
+ c2r2

(
xL
i − xt

i

)
(8)

where r1 and r2 are random numbers in [0, 1]. w, c1 and c2 are parameters.

Step M6: Let t ← t+ 1, return to Step M2 and repeat until t = tmax.

If the fission occurs in the i-th (min) particle in Step M4 then a sub-swarm
is generated. We define the algorithm for the sub-swarm (FRPSO-sub). Let yt

ij

and ut
ij be the j-th particle position and velocity, respectively. For simplicity, we

omit the subscript i hereafter: yt
j ≡ yt

ij and ut
j ≡ ut

ij . Let N
t
s be the number of

particles. Let yP
j and yL

j be the Pbest and Lbest, respectively. The j-th particle
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has a life time parameter Lt
j that controls the recombination. The FRPSO-sub

is defined by the following 4 steps.

Step S1: Let N t
s = M where M is an initial number of particles. Since the

initial time t means the time of fission in the main swarm. Particle positions
yt
j , j = 1 ∼ M are assigned randomly in the square with width Et around the

deactivated i-th particle of the main swarm where the width is time-variant:
Et = Emax × (tmax − t)/tmax. The velocities, Pbest, Lbest and lifetime are all
initialized as is Step M1.

Step S2: The particle position xt is declared as an approximate solution if the
Condition (5) is satisfies. Pbest and Lbest are updates as is Step M3.

Step S3(Lifetime and recombination): If Pbest is not updated then Lt
j ← Lt

j−1.
If Lt

j = 0 then the j-th particle is deactivated (N t
s ← N t

s−1). If N t
s = 1 then the

i-th sub-swarm is deactivated and the particle is returned into the main-swarm
as the i-th particle. This is the recombination at the last of Step M4.

Step S4: Positions and velocities of particles are updated as is Step M5. Let
t ← t+ 1, return to Step S2 and repeat until t = tmax.

4 Numerical Experiments

We apply the FRPSO to the MSP of Eq. (4), We have selected the initial life-time
L0 as the control parameter and fix the other parameters after trial-and-errors:

N0 = 10, tmax = 100, w = 0.7, c1 = c2 = 1.4
Emax = 1.5, M = 5, T4 = T2 = 0.03,

Fig. 3 shows snapshots of Pbests in a typical run. On the evaluation plane,
we can see that the four approximate solutions have found at time t = 29, 33,
39, and 45, respectively. In the early stage of the run, almost all particles exist
in region III. As time elapses, several particles reach region II of the approximate
solutions. However, some particles fall into region I where G2 is too small. G2

increase in the region I and the particle can reach region II as shown in the figure.
In order to consider the search process, Fig. 4 shows trajectories and G4 of

Pbests that reaches the four approximate solutions. The initial particles exist
in region III In (a) the Pbest reaches region II direcrly. In (b) the fission to the
sub-swarm is effective to avid trapping into region II and the sub-particle can
reach region II. In (c) the main particle is trapped into local minimum in the
early stage. In (d) the main particle enters into region I, retuns to region III, and
is trapped into local mimimum. In these cases, the fission is effective for escape
from the trap and the sub-particle can reach region II.

We have performed 1000 trials of different initial particle positions and the
results are summarized in Table 1 with the following measures.
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Fig. 3. Search process in evaluation plane. Black dots denote the personal bests.

SR: the average rate of successful runs where all the four solutions are found.
#SOL: the average number of solutions found until the time limit tmax.
#ITE: the average number of iterations until all solutions are found in successful

runs.
Pav: the average number of particles per one discrete time until all the solutions

are found in successful runs.

In the table, we can see that initial lifetime L0 = 20 gives the highest SR and
the largest #SOL are highest. Table 2 shows results of RPSO that is defined by
removing fission and recombination of the FRPSO. The number of particles N
is time-invariant and is selected as a control parameter. For N ∈ {10, 20, 30, 40},
SR is lower than the FRPSO of L0 ∈ {8, 10, 20} where Pav is at most 30. These
results may suggest effectiveness of fission and recombination.
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Fig. 4. Trajectories of four Pbests that reaches the four approximate solutions. Blue
and red trajectories means main- and sub-swarms, respectively. Black arrows show
timing of fission.
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Table 1. Basic results of FRPSO for MSP

L0 1 2 4 6 8 10 20 40 60 80 100

SR[%] 21.1 26.7 39.8 53.8 56.4 62.5 65.5 47.6 33.2 6.7 0.4
#SOL 2.9 3.0 3.2 3.4 3.5 3.5 3.6 3.3 3.0 2.3 1.8
#ITE 79.9 78.3 76.7 72.2 69.3 66.3 60.2 67.2 83.2 90.5 48.3
Pav 18.3 24.9 27.9 28.8 28.9 28.8 27.1 21.5 16.2 11.6 10.0

Table 2. Basic results of RPSO for MSP

N 10 20 30 40 50

SR 0.4 10.8 38.0 54.8 69.4
#SOL 1.8 2.6 3.2 3.5 3.7
#ITE 48.2 43.8 39.1 36.2 31.5

5 Conclusions

The FRPSO and its application to search of periodic points are considered in
this paper. The number and topology of the particle swarm can vary by fission
and recombination controlled by the lifetime parameter. Performing fundamental
numerical experiments, the algorithm efficiency is confirmed.

Future problems include analysis of the search process, analysis of parameters’
effects and application to bifurcation analysis.
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Abstract. Fuzzy C-means algorithms (FCMs) incorporating local in-
formation has been widely used for image segmentation, especially on
image corrupted by noise. However, they cannot obtain the satisfying
segmentation performance on the image heavily contaminated by noise,
sensitivity to initial points, and can be trapped into local optima. Hence,
optimization techniques are often used in conjunction with algorithms
to improve the performance. In this paper, Particle Swarm Optimization
(PSO) is introduced into fast generalized FCM (FGFCM) incorporating
with local spatial and gray information called PFGFCM, where the mem-
bership degree values were modified by applying optimal-selection-based
suppressed strategy. Experimental results on synthetic and real images
heavily corrupted by noise show that the proposed method is superior
to other fuzzy algorithms.

Keywords: particle swarm optimization, image segmentation, local
information, Fuzzy c-means, fuzzy algorithm.

1 Introduction

Image segmentation is one of the most important tasks in image analysis and
computer vision. In the literature, various methods have been proposed for ob-
ject segmentation and feature extraction [1]. However, it remains a challenge
due to overlapping intensities, low contrast of images, and noise perturbation.
The image segmentation can be divided into four categories: clustering, thresh-
olding, edge detection, and region extraction. In this paper, clustering method
for image segmentation will be considered. In the last decades, fuzzy segmen-
tation methodologies, especially the fuzzy C-means algorithms (FCM) [2], have
been widely studied and applied in image segmentation. Their fuzzy makes the
clustering procedure able to retain more original image information than the
crisp or hard clustering methodologies [3]. Although the conventional FCM al-
gorithm works well on most noise-free images, it is very sensitive to noise and
other imaging artifacts, since it does not consider any information about spatial
context.
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J. L. Fan et al. [4] proposed a method called S-FCM to speed up the con-
vergence of FCM. L. Szilagyi et al. [5] proposed an enhanced FCM algorithm
(called EnFCM) to accelerate the image segmentation process by performing on
the basis of gray level histogram instead of pixels of the summed image. In 2007,
Cai et al. [6] proposed the fast generalized FCM algorithm (FGFCM) which in-
corporates the spatial information, the intensity of the local pixel neighborhood
and the number of gray levels in an image. The computational time of FGFCM is
very small, since clustering is performed on the basis of the gray level histogram.
The quality of the segmented image is well enhanced.

Apart from the drawbacks of FCMs above, they also often get stuck at local
minima and the result is largely dependent on the choice of the initial cluster
centers. In addition, a fuzzy clustering problem is a combinatorial optimization
problem [9] that is hard to solve and obtaining optimal solutions to large prob-
lems can be quite difficult. The methods above are no exception. In order to deal
with these issues, there are several approaches such as combination of heuristic
method, chaos, etc... Particle Swarm Optimization (PSO) [10,11] is a heuristic
technique suited for search of optimal solutions and based on the concept of
swarm. Using PSO with image segmentation is not new, however, the method
and heuristics used are unique. In this paper, the method PFGFCM is to in-
corporate PSO with FGFCM algorithm [6]. In addition, in order to improve the
convergence speed of FCM, a optimal-selection-based suppressed strategy is ap-
plied. To evaluate the performance of the proposed methods, the synthetic, and
real images were used in experiments.

The rest of paper is organized as follows: Section 2 briefly describes the al-
gorithms of FCM, PSO, and related fuzzy clustering algorithms. Two proposed
PEFCM and PFGFCM methods are introduced in Section 3. Experimental re-
sults are presented in Section 4 and conclusions are drawn in Section 5.

2 Preliminaries

2.1 Fuzzy C-means Algorithm

Fuzzy C-means clustering algorithm (FCM) was proposed by Bezdek [2] to deal
with the problem of clustering N multivariate data points of data set X into K
clusters. In the original FCM algorithm, the fuzzy objective function that need
to be minimized is given as follows:

Jm =
N∑

i=1

K∑

k=1

um
ki · d2ik =

N∑

i=1

K∑

k=1

um
ki · ‖yi − μk‖2 (1)

where N is the number of image pixels, K is the number of clusters, uki is the
membership of pixel yi to the kth cluster identified by its center μk,
and m is the weighting exponent controlling the fuzziness of the membership.
The membership of pixel yi to the kth cluster identified by its center μk is defined
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according to Eq. (2), and the cluster centers are iteratively updated as Eq. (3).

uki = 1/
K∑

j=1

(
d2ik
d2jk

)1/(m−1)

(2)

μk =

N∑

i=1

(um
ki · yi)/

N∑

i=1

um
ki (3)

with the constraint
K∑

k=1

uki = 1.

2.2 Fast Generalized Fuzzy C-means Clustering

W.Cai et al. [6] proposed the fast generalized fuzzy C-means algorithm (FGFCM)
to improve clustering results. FGFCM exploits a local similarity measure that
combine both spatial and gray level image information, in terms of

Sij =

{
e−max(|pi−pj |,|qi−qj |)/λs −‖xi−xj‖/λgσ

2
i i �= j

0 i = j
(4)

where the ith pixel is the center of the local window and the jth pixel represents
the set of the neighbors falling into window centered at ith pixel. (pi,qi) are the
coordinates of ith pixel and xi is its gray level value. λs and λg are two scale
factors playing a role similar to factor α in EnFCM, and σi is defined as follows:

σi =

√∑

j∈Ni

‖xi − xj‖2/NR (5)

FGFCM incorporates local and gray level information into its objective func-
tion generating in advance a new image ξ as follows:

ξi =
∑

j∈Ni

Sij · xj/
∑

j∈Ni

Sij (6)

where ξi denotes the gray level value of the ith pixel of the image ξ, xj represents
the gray level value of neighbors of xi,Ni is the set of neighbors falling in the local
window centered at ith pixel, and Sij is the local similarity measure between
the ith and jth pixel.

the objective function in this case is defined as follows:

Jm =

M∑

i=1

K∑

j=1

γi · um
ki · (ξi − μk)

2
(7)

where μk represents the prototype of the jth cluster, uki represents the fuzzy
membership of gray level value i with respect to cluster j, M denotes the number
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of gray levels of image ξ, which is generally much smaller than N , and γi is the
number of pixels having gray level value equal to i. The membership degree
values and the cluster centers are calculated as follows:

uki = 1/
K∑

j=1

(
ξi − μk

ξi − μj

)2/(m−1)

(8)

μk =
M∑

i=1

(γi · um
ki · ξi)/

M∑

i=1

(γi · um
ki) (9)

The iterative process of the FGFCM algorithm is similar to FCM, but it is
applied to the new image ξ by using Eqs. (8) and (9). Due to in fact that the
gray level value of the pixels is generally encoded with 8 bit resolution (256 gray
levels), the number M of gray levels is generally much smaller than the size N
of the image. Thus, the execution time is significantly reduced.

2.3 Particle Swarm Optimization

Particle swarm optimization algorithm (PSO) was proposed by J. Kennedy
[10,11], in which each particle has a velocity vector (V ) and a position vec-
tor (X ). PSO remembers both the best position found by all particles and the
best positions found by each particle in the search process. For a search problem
in D -dimensional space, a particle represents a potential solution. The velocity
and position of particle are updated according to Eqs. (10) and (11) as follows:

vij = w · vij + c1 · rand1ij · (pbestij − xij) + c2 · rand2ij · (gbestj − xij) (10)

xij = xij + vij (11)

where i =1, 2, ..., NP is the particles index, NP is the population size, xi is
the position of the ith particle, vi represents the velocity of ith particle, pbesti
is the best previous position yielding the best fitness value for the ith particle,
and gbest is the global best particle found by all particles so far, rand1ij and
rand2ij are two random numbers independently generated within the range of
[0, 1], c1 and c2 are two learning factors which control the influence of the social
and cognitive components, w is the inertia factor.

3 The Methodology

In this Section, two proposed methods PEFCM and PFGFCM will be described
in details. Two proposed PEFCM and FGFCM approaches are respectively im-
proved from EnFCM and FGFCM and perform on gray level image. Firstly, the
new image ξ is formed. Then PSO algorithm introduced into FCM is applied
in new image ξ to segment image, where the membership degree values uki is
modified by using optimal-selection-based strategy.
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In S-FCM algorithm, the membership degree values are modified for all data
point in image X are modified during each iteration step. According to [13], F.
Zhao et al. pointed out that if the biggest membership degree value of xi is close
to 0.5, this data point may be located in the boundary of some clusters. Once the
membership degree values of xi were compulsively altered in this iteration step,
it may be wrongly grouped into a specific cluster. Therefore, it is unreasonable
to compulsively modify the membership degree values for all the data points
during each iteration step. To overcome this drawback of S-FCM F. Zhao et
al. [13] proposed the method called optimal-selection-based suppressed strategy,
where membership degree values are modified as follows:

upi = 1− β
∑
k �=p

uki = 1− β + β · upi

uki = β, k �= p
xi ∈ Xr (12)

where Xr is a data set formed as follows: firstly, all the data points in X are
ranked based on their biggest membership degree values. Then the membership
degree values of only top r ranked data points.

Due to S-FCM algorithm’s sensitivity to the factor β that affects the relation-
ship between HCM’s fast convergence speed and FCM’s good clustering perfor-
mance, in our approach the factor β is calculated based on Gaussian distribution
as follows:

β = Gaussian (x, μ, σ) (13)

where x is uniform random number between 0 and 1, μ is the mean value equal
to 0.5, the variance value σ2 = 0.2. By this method, the factor β obtained by
Gaussian distribution makes the algorithm more flexible and effective.

In the proposed approach, PSO is introduced into FCM, each particle is a
potential candidate solution for the optimal cluster centers. A particle is encoded
according to Eqs. (14), (15) for position and velocity vectors, respectively. In this
case, clustering based on clustering can be seen as solving the global optimization
with fitness function is the objective functions Jm.

xi = (xi1, xi2, ..., xiK) (14)

vi = (vi1, vi2, ..., viK) (15)

where xij represents the jth cluster center centroid of ith particle, K is the num-
ber of clusters, i = 1, 2, ..., NP , NP is the size of the population. In this paper,
the proposed approach of image segmentation is based on clustering algorithm
and for gray level image with 8 bit resolution (256 gray levels).

3.1 The Proposed PFGFCM Approach

Firstly, the new image ξ is in advance formed from the original image and its local
neighbor average image according to Eq. (6). Then, the PSO algorithm is applied
to the image ξ, where the fitness function is the objective function calculated
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Table 1. The main steps of PEFCM

1 Initialize parameter values used in the algorithm;
2 Compute the new image ξ according to Eq. (6) in advance;
3 Initialize the population by selecting randomly from 256 gray levels;
4 While(iteration ≤ MaxIteration)
5 For i = 1 to NP
6 Update the ith particle by using Eqs. (10), (11);
7 Calculate the fitness value of ith particle by using Eq. (7)

where uki is first calculated by Eq. (8), then modified by Eq. (12);
8 End for
9 Update pbest and gbest ;
10 iteration + +;
11 End while

by Eq. (7), the membership degree values uki are modified by the optimal-
selection-based suppressed strategy Eq. (12). The main steps of the algorithm are
described in Table 1, whereMaxIteration is the maximum number of iterations,
NP is the population size.

4 Experimental Results

In this Section, we perform segmentation experiments on synthetic and real im-
ages and adopt FCM [2], S-FCM [4], EnFCM [5], and FGFCM [6] as comparative
methods. In order to make a fair comparison, similar to the proposed methods
PFGFCM the size of the neighbor window for S-FCM, EnFCM,FGFCM is set
3 × 3 (NR = 8). The parameter α for EnFCM is set to 6. According to the
results and the parameter analysis of FGFCM preseneted by W. Cai et al. [8],
the parameters λs and λg of FGFCM and PFGFCM are set to 3 and 6, respec-
tively. The parameter r used in Eq. (12) for PEFCM and PFGFCM is set to
158 [13]. The population size for PEFCM and PFGFCM is experimentally set
to 40. Furthermore, the fuzzyness index m for all methods is set to 2. The PSO
inertia factor w = 0.7298, the maximum number of iterations MaxIteration for
all methods is set to 500, each experiment has been performed over 20 times
with different random initialization.

4.1 Experiments on Synthetic Image

In this section, a synthetic images with size of 256× 256 is used for evaluating
the performance of competitive algorithms. It includes four clusters with the
corresponding gray values as 0, 85, 175 and 255, respectively. The noisy image
corrupted Gaussian noise (0 means, 0.024 normalized variance)is presented in
Fig. 1(a). The segmentation accuracy (SA) [12] is used to evaluate the algorithm
performance in terms of accuracy. The segmented images with Gaussian noise is
present in Figs. 1(b)–(f). Results of SA demonstrate that the proposed method
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PFGFCM has results better than other comparative algorithms. Visually, from
Fig. 1, PFGFCM, EnFCM and FGFCM remove most of the noise, while FCM
and S-FCM are much poorer.

(a) with noise (b) FCM (c) S-FCM (d) EnFCM (e) FGFCM (f) PFGFCM

Fig. 1. Synthetic image,FCM(SA=0.6286), S-FCM(SA=0.6963),EnFCM(SA=0.9824),
FGFCM(SA=0.9812), PFGFCM(SA=0.9924)

4.2 Experiments on Real Images

In this experiments, we try to segment the real images into three classes: two
original images, namely eight and MRI, and adding Gaussian noise are used and
presented in Figs. 2 and 3. The images segmented by the comparative algorithms
are shown in Figs. 2(b)–(f) and Figs. 3(b)–(f). From results of segmented images
in Figs. 2(b)–(f), it can be seen that most noise in the images was removed by
PFGFCM method, while most of image noise was not removed in the segmen-
tation results of FCM, S-FCM, EnFCM, and FGFCM. From Figs. 3(b)–(f), the
results show that FCM, S-FCM are very poor, while most noise was removed by
EnFCM, FGFCM, and PFGFCM.

(a) with noise (b) FCM (c) S-FCM (d) EnFCM (e) FGFCM (f) PFGFCM

Fig. 2. The results on the image eight with Gaussian noise

(a) with noise (b) FCM (c) S-FCM (d) EnFCM (e) FGFCM (f) PFGFCM

Fig. 3. The results on the image MRI with Gaussian noise
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5 Conclusions

In this paper, the proposed PFGFCM algorithm is proposed, in which PSO algo-
rithm was introduced into FGFCM. The algorithm can overcome the disadvan-
tage of FGFCM in terms of being trapped into local optima solution, sensitivity
to initial points, especially in case of image heavily corrupted by noise. There
are two contributions were introduced into the existing method FGFCM, firstly,
the optimal-selection-based suppressed strategy was applied to modify the mem-
bership degree values. Secondly, PSO algorithm is hybridized with used FCM
method. Experiments on synthetic, real images reveal that the proposed method
outperforms the comparative methods.
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Abstract. This paper studies the cellular automaton (CA) governed by
combination of two rules. First, we analyze a class of CA that generates
several isolated spatiotemporal patterns without transient phenomena.
Second, we present an evolutionary algorithm that tries to optimize the
combination of two rules to stabilize the desired isolated patterns. Per-
forming basic numerical experiments, it is shown that the evolutionary
algorithm can make transient phenomena and can stabilize the desired
isolated patterns.

Keywords: cellular automaton, genetic algorithm, stability.

1 Introduction

The cellular automaton (CA) is a dynamical system in which time, space and
state variables are all discrete [1]. The time evolution of the state variable is
governed by a single rule. Depending on the rule and initial condition, the CA
can generate a variety of spatiotemporal phenomena. The CAs have been stud-
ied not only in study of fundamental nonlinear dynamics but also in various
engineering applications such as signal processing, information compressions,
self-replications, and ciphers [2]-[5].

This paper studies the cellular automaton with mixed rules (MCA). Although
the CAs are governed by a single rule, the MCA is governed by combination of
two rules and can generate rich phenomena. Since general discussion of the MCA
is hard, we focus on a class of MCA and consider stability of a class of steady
state as the following. First, we analyze a class of the elementary CA (ECA,
[1]) that generates several steady states without transient phenomena. Such a
steady state is referred to as an isolated pattern. Using the mapping procedure
[6], the number and kinds of the steady states are visualized. Second, we present
an evolutionary algorithm that tries to optimize the combination of two rules to
stabilize the desired isolated patterns given by the ECA. The algorithm is based
on the genetic algorithm (GA, [7]). Performing numerical experiments for typical
isolated patterns, it is shown that the GA-based algorithm can make transient
phenomena and stabilize the desired isolated patterns. It means that the MCA
can generate more robust patterns than ECA.

The results may be developed into analysis of wider class of MCAs and into
engineering applications such as error correction and robust signal generation.

C.K. Loo et al. (Eds.): ICONIP 2014, Part II, LNCS 8835, pp. 271–278, 2014.
c© Springer International Publishing Switzerland 2014
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2 Mixed-Rule Cellular Automata

We define the ECA and MCA on the ring of N cells. Let xt
i ∈ {0, 1} ≡ B be

the binary state of the i-th cell at discrete time t where i = 1 ∼ N . The time
evolution of xt

i governed by the a Boolean function of xt
i and its closest neighbors:

xt+1
i = Fi(x

t
i−1, x

t
i, x

t
i+1) (1)

where xt
−1 = xt

N and xt
i+1 = xt

1 on the ring. Fi is referred to as a rule table. In
the ECA, Fi does not depend on i (Fi = F ) and the dynamics is defined by one
rule table of 23 rules

f0 = F (0, 0, 0), f1 = F (0, 0, 1), f2 = F (0, 1, 0), f3 = F (0, 1, 1)
f4 = F (1, 0, 0), f5 = F (1, 0, 1), f6 = F (1, 1, 0), f7 = F (1, 1, 1)

(2)

where fj ∈ B and j = 0 ∼ 7. The rule table is equivalent to one of 8 bits
binary number and the number is referred to as the rule number (RN). There

exist 22
3

rule tables of the ECA. Figure 1 (a) shows rule table of RN56 and a
spatiotemporal pattern. Note that this pattern is a steady state with period 8
to which no transient phenomenon exists.

In the MCA, the rule table depends on the cell i, however, it is hard to
consider all the combinations of N rules. For simplicity, this paper considers the
case where the rule table is given by combination of two rules: Fi is either rule A

Fig. 1. Spatiotemporal patterns and rule tables (The red part is the steady state and
the blue part is the transient state.) (a) ECA of RN56 (b) MCA of RN56 and 43
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Fig. 2. Digital return map of RN56. (a) PEO with period 8 corresponding to Fig. 1
(a). (b) PEO with period 2 (c) PEO with period 4 (d) PEO with period 8.

or B. Figure 1 (b) shows a spatiotemporal pattern of MCA consisting of RN56
and RN43. Note that this MCA (RN56 and 43) has the same steady state as
ECA (RN56) and that the steady state has transient phenomenon.

In order to visualize the dynamics of the MCA, we introduce the digital return
map (Dmap, Fig. 2). The MCA of N cells is equivalent to the N -dimensional
mapping from BN to itself:

xt+1 = FD(xt), xt ≡ (xt
1, · · · , xt

N ) ∈ BN (3)

Since BN is equivalent to a set of 2N lattice points ID ≡ {C1, · · · , C2N }, FD is
equivalent to the mapping from ID to itself. This is the Dmap and Fig. 2 shows
examples. We give basic definition for the Dmap.
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Definition 1 : A point p ∈ ID is said to be a periodic point (PEP) with period k
if p = F k

D(p) and p �= F l
D(p) for 0 < l < k where F k

D is the k-fold composition of
FD. A sequence of the periodic points {FD(p), F 2

D(p), · · · , F k
D(p)} is said to be a

periodic orbit (PEO). The PEO is the steady state of the Dmap.

Definition 2 : A point q ∈ ID is said to be an eventually periodic point (EPP)
of a PEO if q is not a PEP and falls into the PEO. For an EPP q, there exists
some positive integer m such that Fm

D (q) is a PEP. An EPP is an initial point
of a transient phenomenon to a PEO. A PEO is said to be isolated if it has no
EPP (no transient state).

Figure 2 (a) shows Dmap of RN56 with an isolated PEO with period 8 that
corresponds to the spatiotemporal pattern in Fig. 1 (a). Note that the Dmap
has other eight PEOs, three of which are shown in Fig. 2 (b) to (d). That is,
the RN56 can generate 9 PEOs (a PEO with period 1, a PEO with period 2, a
PEO with period 4, six PEOs with period 8 ) and the ECA exhibits either PEO
depending on the initial state. However, mixing RN56 and RN43, we obtain an
MCA where the PEO with period 8 has EPPs as shown in Table 1( the same
PEO is isolated in the CA of RN56 and RN43). The EPP corresponds to the
transient phenomenon to the steady state of MCA in Fig. 1 (b). This MCA has
2 PEOs (period 2 and period 8) and 246 EPPs. The number of PEOs and EPPs
of the ECA (RN56) and MCA (RN56 and 43) are summarized in Table 1.

Table 1. The typical example of ECA and MCA (TPEO = Teacher signal PEO)

cell index 1 2 3 4 5 6 7 8 #PEOs #EPPs of TPEO

RN of ECA 56 56 56 56 56 56 56 56 9 0

RN of MCA 43 56 43 56 43 43 43 56 2 246

3 GA-Based Algorithm

In order to synthesize an MCA, we present an algorithm based on the GA. Since
there exist a huge variety of MCA, this paper focuses on a fundamental case:
MCA by mixture of two CAs with isolated PEOs. The teacher signal is one
isolated PEO of the ECA. The purpose is generation of EPPs to the teacher
signal PEO as many as possible (reinforcement of stability).

There exists various RNs that generate isolated PEOs, this paper focus on
the isolated PEO in Table 2 (Fig. 1 (a)) that is generated by either element in
the set of rule numbers (RNS).

RNS = { RN40, RN41, RN42, RN43, RN56, RN169, RN170} (4)

These rules and their isolated PEOs are introduced in Ref. [1] as typical exam-
ples. In the GA-based algorithm, two rules are selected from the RNS and are
referred to as rule A and rule B. The algorithm has K chromosomes with length
8 whose elements are either of rule A or B, e .g., ”ABABAAAB” for the MCA
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in Table 2. The length of each chromosome is the number of cells in the ring
space. The algorithm is defined by the following.

Step 1: Let generation g = 0. Let half of initial chromosomes be ”AAAAAAAA”
and let the other half be all ”BBBBBBBB”.

Step 2: Chromosomes are evaluated by

Convergence rate: CR =
#EPPs of teacher signal PEO

2N −#PEPs of teacher signal PEO
(5)

It can measure the domain of attraction to the teacher signal PEO. If CR=100
then all the initial states fall into the teacher signal PEO: the PEO is completely
stable. If CR=0 then the PEO is isolated.

Step 3: Apply the one-point crossover with probability Pc and mutation with
probability Pm. Chromosomes are selected by the elite strategy. Preserve some
chromosome having the largest CR to the next generation.

Step 4: Let g ← g+1, go to Step 2 and repeat until the maximum generation G.

4 Numerical Experiments

In order to investigate the algorithm and the MCA, we have performed funda-
mental numerical experiments. The teacher signal PEO is periodic point with
period 8 in Table 2 (Fig. 1 (a)) and two rule number candidates are selected
from the RNS (4).

We have fixed GA parameters: population size K = 8, crossover probability
Pc = 0.9, mutation probability Pm = 0.1, and the maximum generation G = 30.
Since all the rule number candidates can generate the teacher signal PEO, the
storage of the PEO is guaranteed for all generations. Figure 3 shows evolution
process for the MCA of RN56 and RN43. In this example, the CR increases
rapidly in young generations and saturates as the algorithm evolves. As CR in-
creases, #PEOs decreases as expected. After the saturation, the MCA has two

Table 2. Teacher signal; isolated PEO with period 8

z1 (1, 0, 1, 1, 0, 1, 0, 1)

z2 (0, 1, 1, 0, 1, 0, 1, 1)

z3 (1, 1, 0, 1, 0, 1, 1, 0)

z4 (1, 0, 1, 0, 1, 1, 0, 1)

z5 (0, 1, 0, 1, 1, 0, 1, 1)

z6 (1, 0, 1, 1, 0, 1, 1, 0)

z7 (0, 1, 1, 0, 1, 1, 0, 1)

z8 (1, 1, 0, 1, 1, 0, 1, 0)

z9 = z1 (1, 0, 1, 1, 0, 1, 0, 1)
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Fig. 3. CR and #PEOs in an evolution process for MCA of RN56 and RN43

PEOs as shown in the example of Dmap in Fig. 4. Using the Dmap, we can
confirm that teacher signal PEO with period 8 is stabilized almost completely
(#EPPs=246) and the other PEO with period 2 is isolated (#EPPs=0). In ad-
dition, we have confirmed that the algorithm exhibits such saturation character-
istics for smaller/largerK as shown in Fig. 5: the increase becomes faster/slower
for larger/smaller K.

We have applied the algorithm to all the combination of two rules in RNS
and the results are summarized. In Table 3 (a), the diagonal components show
#EPPs to the teacher signal PEO of ECA (rule A = rule B, #EPPs=0 for iso-
lated PEOs). Non-diagonal components show #EPPs to the teacher signal PEO
of MCA for all the combination of two RNs (rule A and rule B) at the maximum
generation g = G. In Table 3 (b), the diagonal components show #PEOs of
ECA and non-diagonal components show #PEOs of MCA. In almost all com-
binations, the MCA can have larger number of #EPPs and smaller number of
#PEOs than the ECA. These results suggest that the MCA is convenient to
generate stable spatiotemporal patterns.
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Fig. 4. Digital return map of MCA of RN56 and 43. (a) PEO with period 8, #EPPs
to which is 246. (b) PEO with period 2, #EPPs to which is 0.

Fig. 5. GA results (a) K = 6 (b) K = 10

Table 3. Evolved MCA of two isolated rules in RNS (rule A and B)

(a) #EPPs of the teacher signal PEO

B \ A 40 41 42 43 56 169 170

40 0 2 0 2 0 21 20

41 0 2 0 147 21 20

42 0 2 136 21 20

43 0 246 21 20

56 0 169 168

169 0 1

170 0

(b) #PEOs

B \ A 40 41 42 43 56 169 170

40 3 4 3 4 3 6 3

41 9 4 6 5 8 3

42 19 8 3 4 19

43 13 2 6 7

56 9 4 3

169 19 9

170 36
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5 Conclusions

MCA of two isolated rule tables are considered in this paper. In order to stabi-
lize the isolated PEO of ECA, a GA-based algorithm is presented. In order to
visualize the MCA dynamics, the Dmap is introduced. Performing basic numer-
ical experiment, we have confirmed that the GA-based algorithm is effective to
stabilize the teacher signal PEO. This is the first step to construct a variety of
MCAs with interesting/desired dynamics.

Future problems include analysis of the dynamics of the MCA, analysis of
evolution process, and engineering applications.
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Abstract. In this paper, we present a method to leverage radical for learning
Chinese character embedding. Radical is a semantic and phonetic component of
Chinese character. It plays an important role for modelling character semantics
as characters with the same radical usually have similar semantic meaning and
grammatical usage. However, most existing character (or word) embedding learn-
ing algorithms typically only model the syntactic contexts but ignore the radical
information. As a result, they do not explicitly capture the inner semantic connec-
tions of characters via radical into the embedding space of characters. To solve
this problem, we propose to incorporate the radical information for enhancing the
Chinese character embedding. We present a dedicated neural architecture with a
hybrid loss function, and integrate the radical information through softmax upon
each character. To verify the effectiveness of the learned character embedding, we
apply it on Chinese word segmentation. Experiment results on two benchmark
datasets show that, our radical-enhanced method outperforms two widely-used
context-based embedding learning algorithms.

Keywords: Chinese character embedding, radical, neural network.

1 Introduction

Chinese radical (��) is a graphical component of Chinese character, which serves
as an indexing component in Chinese dictionary1. In general, a Chinese character is
phono-semantic, with a radical as its semantic and phonetic component suggesting part
of its meaning. For example, “�(water)” is the radical of “� (river)”, and “� (foot)”
is the radical of “� (run)”.

Radical plays an important role for modelling the meaning of Chinese character.
The reason lies in that characters with the same radical typically have similar seman-
tic meanings and play similar grammatical roles. For example, the verbs “ � (hit)”
and “� (pat)” share the same radical “�(hand)” and usually act as the subject-verb
in sentences. Accordingly, the radical information can be used to enhance the meaning
of characters by capturing the inner semantic connections of characters. In the vector
space model, an effective character (or word) representation method is to encode each

� Corresponding author.
1 http://en.wikipedia.org/wiki/Radical_(Chinese_character)
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character into a dense, low-dimensional and real-valued vector, a.k.a character embed-
ding [1,2]. The character embedding has been proven effective in many Chinese lan-
guage processing tasks, such as word segmentation and POS-tagging [3,4]. However,
to our best knowledge, existing studies for learning Chinese character representation
typically only utilize the context information yet ignore the radical information of char-
acter. Unlike the previous studies that utilize the radical as discrete features in hypernym
discovery [5] and similarity judgements of Chinese word pairs [6,7], we leverage the
radical information to enhance the character embedding, which can be easily adopted
off-the-shell in other Chinese language processing tasks like parsing [8].

In this paper, we extend an existing embedding learning algorithm [1] and propose
a tailored neural architecture to leverage radical for enhancing the continuous repre-
sentation of Chinese character. Our neural model integrates the radical information by
predicting the radical of each character through a softmax layer upon each charac-
ter. The hybrid loss function is the linear combination of the loss of C&W model [1]
and the cross-entropy error of softmax. To evaluate the effectiveness of the radical-
enhanced character embedding, we apply it as the unique feature for Chinese word
segmentation. Experiment results on two benchmark datasets show that, the radical-
enhanced character embedding outperforms two widely-accepted embedding learning
algorithms, C&W [1] and word2vec [2], which do not utilize the radical information.
The major contributions of this paper are summarized as follows.

– To our best knowledge, this is the first work that leverages the radical information
for learning Chinese character embedding.

– We report the results that our radical-enhanced method outperforms two existing
context-based character embedding algorithms on Chinese word segmentation.

2 Related Work

The representation of word plays an important role in natural language processing
[9,10]. In the early studies, a word is represented as a one-hot vector2, whose main
drawback is that it cannot reflect the semantic relations between words. With the re-
vival of deep learning [11], many researchers focus on learning the continuous repre-
sentation of words (word embedding). Bengio el al. [12] propose a feed-forward neural
probabilistic language model to predict the next word based on its previous contextual
words. Collobert et al. [1] propose a feed-forward neural network (C&W) which learns
word embedding with a ranking-type cost. Mikolov et al. introduce the Recurrent neu-
ral network language models (RNNLMs) [13], Continuous Bag-of-Word (CBOW) and
skip-gram model [2] to learn embedding for words and phrases. Huang et al. [14] pro-
pose a neural model to utilize the global context in addition to the local information.
Tang et al. [15] propose a method to learn sentiment-specific word embedding.

We argue that the representation of words heavily relies on the characteristic of lan-
guage. The linguistic feature of English has been studied and used in the word em-
bedding learning procedure. Specifically, Luong et al. [16] utilize the morphological

2 One-hot representation is a vector whose length is the size of vocabulary, and only one dimen-
sion is 1, others are 0.
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property of English word and incorporate the morphology into word embedding. In
this paper, we focus on learning Chinese character embedding by exploiting the radical
information of Chinese character, which is tailored for Chinese language. Unlike Lu-
ong et al. [16] that initialize their model with pre-trained embedding, we learn Chinese
character embedding from scratch.

3 Radical-Enhanced Model for Chinese Character Embedding
Learning

In this section, we describe the details of leveraging the radical information for learn-
ing Chinese character embedding. Based on C&W model [17], we present a radical-
enhanced model, which utilizes both radical and context information of characters. In
the following subsections, we first briefly introduce the C&W model, and then present
the details of our radical-enhanced model.

3.1 C&W Model

C&W model [17] is proposed to learn the continuous representation of a word from its
context words. Its training objective is to assign a higher score to the reasonable ngram
than the corrupted ngram. The loss function of C&W is a ranking-type cost:

lossc(s, s
w) = max(0, 1− score(s) + score(sw)) (1)

where s is the reasonable ngram, sw is the corrupted one with the middle word replaced
by word w, and score(.) represents the reasonability scalar of a given ngram, which
can be calculated by its neural model.

Lookup 

   character 

Linear 

HTanh 

Linear 

Linear 

Softmax 
radical    

Concatenated 
Lookup 

   

syntactic 
radical 

(a) C&W (b) Radical-Enhanced Model 

Fig. 1. C&W (a) and our radical-enhanced model (b) for learning character embedding

C&W is a feed-forward neural network consisted of four layers, as illustrated in
Figure 1(a). The input of C&W is a ngram composed of n words, and the output is a
score which evaluates the reasonability of the ngram. Each word is encoded as a column
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vector in the embedding matrix We ∈ R
d×|V |, where d is the dimension of the vector,

and V is the vocabulary. The lookup layer has a fixed window size n, and it maps
each word of the input ngram into its embedding representation. The output score(s)
is computed as follows:

score(s) = W2a+ b2 (2)

a = HTanh(W1[x1...xn] + b1) (3)

where [x1...xn] is the concatenation of the embedding vectors of words x1, ...xn,
W1,W2,b1, b2 are the weights and biases of the two linear layers, and function
HTanh(.) is the HardTanh function. The parameters of C&W can be learned by
minimizing the loss through stochastic gradient descent algorithm.

3.2 Radical-Enhanced Model

In this part, we present the radical-enhanced model for learning Chinese character em-
bedding. Our model captures the radical information as well as the context information
of characters. The training objective of our radical-enhanced model contains two parts:
1) for a ngram, discriminate the correct middle character from the randomly replaced
character; 2) for each character within a ngram, predict its radical. To this end, we
develop a tailored neural architecture composed of two parts, context-based part and
radical-based part, as given in Figure 1(b).

The context-based part captures the context information, and the radical-based part
utilizes the radical information. The final loss function of our model is shown as follows:

Loss(s, sw) = α · lossc(s, sw) + (1− α) · (
∑

c∈s

lossr(c) +
∑

c∈sw

lossr(c)) (4)

where s is the correct ngram, sw is the corrupted ngram, lossc(s, sw) is the loss of the
context-based part, lossr(.) is the loss of the radical-based part, and α linearly weights
the two parts.

Specifically, the context-based part takes a ngram as input and outputs a score, as
described in Equation 1. The radical-based part is a list of feed-forward neural networks
with shared parameters, each of which is composed of three layers, namely lookup →
linear → softmax (from bottom to top). The unit number of each softmax layer is
equal to the number of radicals. Softmax layer is suitable for this scenario as its output
can be interpreted as conditional probabilities. The cross-entropy loss of each softmax
layer is defined as follows:

lossr(c) = −
N∑

i=0

pg
i (c)× log(pi(c)) (5)

where N is the number of radicals; pg(c) is the gold radical distribution of character c,
with

∑
i p

g
i (c) = 1; p(c) is the predicted radical distribution.

Our model is trained by minimizing the loss given in Equation 4 over the training
set. The parameters are embedding matrix of Chinese characters, weights and biases of
each linear layer. All the parameters are initialized with random values, and updated via
stochastic gradient descent. Hyper-parameter α is tuned on the development set.
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4 Neural CRF for Chinese Word Segmentation

In this section, we briefly introduce the neural CRF [4,10], which can be utilized for
Chinese word segmentation with the character embedding as features. The illustration
of neural CRF is shown in Figure 2.

Lookup

Linear

HTanh

Linear

Input

Fig. 2. Neural CRF for Chinese word segmentation. Each input character xi is denoted with its
embedding vector, and window(xi) is the input of the neural network

Given an observation sequence x and its gold tag sequence y, neural CRF models
their conditional probability as follows,

P (y|x) = exp φ(y,x)∑
y′ exp φ(y′,x)

(6)

φ(y,x) =
∑

i

[f(yi, yi−1,x)w1 + f(yi,x)w2] (7)

where f(yi, yi−1,x) is a binary-valued indicator function reflecting the transitions
between yi−1 and yi, andw1 is its associated weight. f(yi,x)w2 reflects the correlation
of the input x and the i-th label yi, which is calculated by a four-layer neural network
as given in Figure 2. The neural network takes a ngram within a window of xi as input,
and outputs a distribution over all possible tags of xi such as “B/I/E/S”. The neural CRF
is trained via maximizing the likelihood of P (y|x) over all the sentences in the training
set. We use Viterbi algorithm [18] in the decoding procedure.

5 Experiments

In this section, we evaluate the radical-enhanced character embedding by applying it
on Chinese word segmentation through neural CRF. We compare our model with C&W
[17] and word2vec3 [2], and learn Chinese character embedding with the same set-
tings. To evaluate the embedding learned by different models, we only use the char-
acter embedding as features in neural CRF without feature engineering. We extract a
radical mapping dictionary from an online Chinese dictionary4, which contains 265

3 Available at https://code.google.com/p/word2vec/. We utilize Skip-Gram as
baseline.

4 http://xh.5156edu.com/

https://code.google.com/p/word2vec/
http://xh.5156edu.com/
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radicals and 20,552 Chinese characters including both the simplified and traditional
format. Each character listed in the radical dictionary is attached with its radical, such
as 〈�(eat),�(mouth)〉. We use 1M randomly selected sentences from Sougou corpus5

to train character embedding.
We empirically set the embedding size as 30, window size as 5, learning rate as 0.1,

and the length of hidden layer as 30. The parameters of the neural CRF are empirically
set as follows, the window size is 3, the hidden layer is set with 300 units, and the
learning rate is set to 0.1. The evaluation criterion is Precision (P ), Recall (R) and F1-
score (F1). We conduct experiments on Penn Chinese Treebanks 5 (CTB5) and CTB7.
CTB5 is split according to [19], and CTB7 is split according to [20]. The size of the
training, development and test set of CTB5 is 18085, 350 and 348. The size of the
training, development and test set of CTB7 is 31088, 10036 and 10291.

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
65

70

75

80

85

90

alpha

F1

CTB5
CTB7

Fig. 3. F1 on the development set of CTB5 and CTB7. alpha is the weight of the context-based
loss in our model.

We investigate how the alpha of the radical-enhanced model affects the performance
of character embedding for word segmentation. The results on the development set
is given in Figure 3. The trends of our model are consistent on CTB5 and CTB7.
Both performances increase sharply at alpha = 0.2 because context information is
crucial for this sequential labeling task yet not utilized in the purely radical-driven
model (alpha = 0). The best performances are achieved with alpha in the range of
[0.6,0.8], which is balanced between the radical and context information. We select
alpha=0.8 in the following experiment.

We compare our radical-enhanced model with C&W model and Word2Vec in the
framework of Neural CRF. Table 1 shows that, our model obtains better P , R and
F1 than C&W and word2vec on both CTB5 and CTB7. One reason is that the radial-
enhanced model is capable to capture the semantic connections between characters with
the same radical, which usually have similar semantic meaning and grammatical usage
yet not explicitly modeled in C&W and word2vec. Another reason is that, the em-
beddings of lower-frequent characters are typically not well estimated by C&W and
word2vec due to the lack of syntactic contexts. In the radical-enhanced model, their
radicals bring important semantic information thus we obtain better embedding results.

5 http://www.sogou.com/labs/dl/c.html

http://www.sogou.com/labs/dl/c.html
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Table 1. Comparison of F1 on the test set of CTB5 and CTB7

Method
CTB5 CTB7

P R F1 P R F1

NeuralCRF(C&W) 0.9215 0.9306 0.9260 0.8956 0.8974 0.8965
NeuralCRF(word2vec) 0.9132 0.9257 0.9194 0.8910 0.8896 0.8903
NeuralCRF(Our model) 0.9308 0.9451 0.9379 0.9047 0.9022 0.9034
CRF(character) 0.9099 0.9141 0.9120 0.8805 0.8769 0.8787
CRF(character + radical) 0.9117 0.9153 0.9135 0.8816 0.8778 0.8797

We also compare with two CRF-based baseline methods. CRF (character) is the
use of linear-chain CRF with character as its feature. In CRF (character + radical),
we utilize the radical information and the character as features with linear-chain CRF.
Results of CRF (character) and CRF (character + radical) show that simply us-
ing radical as feature does not obtain significant improvement. Our radical-enhanced
method outperforms two CRF-based baselines on both datasets, which further verifies
the effectiveness of our radical-enhanced model that integrates the radical information
for learning Chinese character embedding.

As a reference, we also report some existing studies on Chinese word segmentation.
Wang et al. [20] use plenty of hand-crafted features together with features derived from
large auto-analyzed data, and achieves 0.9811 in F1 on CTB5, and 0.9565 in F1 on
CTB7 using linear-chain CRF. Mansur et al. [3] propose a feature-based neural language
model and apply the learned feature embedding into a deep neural architecture. Their
system achieves 0.94 in F1 on Sighan-2005 PKU-dataset. Zheng et al. [4] propose a neu-
ral network for Chinese word segmentation. They use pre-trained character embedding
learned by C&W from 325MB Sina news, and achieve 0.9457 in F1 on CTB3.

6 Conclusion

In this paper, we propose to leverage radical for enhancing the continuous representa-
tion of Chinese characters. To our best knowledge, this is the first work that utilizes the
radical information for learning Chinese character embedding. A dedicated neural ar-
chitecture with a hybrid loss function is introduced to effectively integrate radical infor-
mation through the softmax layer. As a result, the radical-enhanced model is capable to
capture the semantic connections between characters from both syntactic contexts and
the radical information. The effectiveness of our method has been verified on Chinese
word segmentation. Experiment results show that, our method outperforms two widely-
accepted context-based embedding learning algorithms, which do not utilize the radical
information.

Acknowledgements. We thank Duyu Tang, Furu Wei, Yajuan Duan and Meishan Zhang
for their helpful discussions. This work is supported by National Natural Science Foun-
dation of China (No. 61300114), Specialized Research Fund for the Doctoral Program
of Higher Education (No. 20132302120047), China Postdoctoral Science special Foun-
dation (No.2014T70340),China Postdoctoral Science Foundation (No. 2013M530156),
the Key Basic Research Foundation of Shenzhen (JC201005260118A) and National Nat-
ural Science Foundation of China (61100094 & 61300114).



286 Y. Sun et al.

References

1. Collobert, R., Weston, J.: A unified architecture for natural language processing: Deep neural
networks with multitask learning. In: Proceedings of the 25th International Conference on
Machine Learning, pp. 160–167. ACM (2008)

2. Mikolov, T., Chen, K., Corrado, G., Dean, J.: Efficient estimation of word representations in
vector space. In: ICLR (2013)

3. Mansur, M., Pei, W., Chang, B.: Feature-based neural language model and chinese word
segmentation. In: IJCNLP (2013)

4. Zheng, X., Chen, H., Xu, T.: Deep learning for chinese word segmentation and pos tagging.
In: EMNLP (2013)

5. Fu, R., Qin, B., Liu, T.: Exploiting multiple sources for open-domain hypernym discovery.
In: EMNLP, pp. 1224–1234 (2013)

6. Jin, P., Carroll, J., Wu, Y., McCarthy, D.: Improved word similarity computation for chinese
using sub-word information. In: 2011 Seventh International Conference on Computational
Intelligence and Security (CIS), pp. 459–462. IEEE (2011)

7. Jin, P., Carroll, J., Wu, Y., McCarthy, D.: Distributional similarity for chinese: Exploiting
characters and radicals. In: Mathematical Problems in Engineering (2012)

8. Zhang, M., Zhang, Y., Che, W., Liu, T.: Chinese parsing exploiting characters. In: Proc.
ACL (Volume 1: Long Papers), Sofia, Bulgaria, pp. 125–134. Association for Computational
Linguistics (August 2013)

9. Turney, P.D., Pantel, P., et al.: From frequency to meaning: Vector space models of semantics.
Journal of Artificial Intelligence Research 37(1), 141–188 (2010)

10. Turian, J., Ratinov, L., Bengio, Y.: Word representations: a simple and general method for
semi-supervised learning. ACL (2010)

11. Bengio, Y.: Deep learning of representations: Looking forward. arXiv preprint
arXiv:1305.0445 (2013)

12. Bengio, Y., Ducharme, R., Vincent, P., Janvin, C.: A neural probabilistic language model.
The Journal of Machine Learning Research 3, 1137–1155 (2003)

13. Mikolov, T., Karafiát, M., Burget, L., Cernockỳ, J., Khudanpur, S.: Recurrent neural network
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Abstract. This paper is dedicated to the problem of the estimation of a vector of 
parameters, as losses resulting from their under- and overestimation are asym-
metric and mutually correlated. The issue is considered from an additional con-
ditional aspect, where particular coordinates of conditioning variables may be 
continuous, binary, discrete or categorized (ordered and unordered). The final 
result is an algorithm for calculating the value of an estimator, optimal in sense 
of expectation of losses using a multidimensional asymmetric quadratic func-
tion, for practically any distributions of describing and conditioning variables.  

Keywords: parameters' vector identification, conditional factors, Bayes  
approach, asymmetric loss function, distribution free method, numerical  
algorithm. 

1 Introduction 

The proper identification (estimation) of parameters values, used in a model describ-
ing the reality under consideration, is always of fundamental significance in modern 
problems of science and practice. The need to consider implications of estimations 
errors different for under- and overestimations, leads directly to the concept of asym-
metrical form of a loss function [Berger, 1980]. The significance of this problem has 
been investigated for simple cases of a single parameter [Zellner, 1985; McCullough, 
2000]. It is also worth noting the results concerning the estimation of a single parame-
ter with asymmetrical loss function, described in the paper [Kulczycki and Charyta-
nowicz, 2013] in the conditional version, i.e. where the quantity under research is 
significantly dependent on conditional factors. If the actual value of factors of this 
type is available metrologically, their inclusion can make the model used considerably 
more precise. In this paper that research is generalized for the multidimensional case, 
where one identifies a few independent parameters, treated as a vector, and the losses 
resulting from the over- and  underestimation may be asymmetrical and correlated. 
The concept presented here is based on the Bayes approach, which allows  
minimization of expected value of losses arising from estimation errors. For defining 
probability characteristics, the nonparametric methodology of statistical kernel  
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estimators was used, which freed the investigated procedure from forms of distribu-
tions characterizing both the identified parameters and conditioning quantities.  

2 Statistical Kernel Estimators 

Let the n-dimensional random variable X  be given, with a distribution characterized 

by the density f . Its kernel estimator ),0[:ˆ ∞→nf R , calculated using experimen-

tally obtained values for the m-element random sample  

mxxx  , ... ,, 21 ,                                (1) 

in its basic form is defined as  
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where }0{\N∈m , the coefficient 0>h  is called a smoothing parameter, while the 

measurable function ),0[: ∞→nK R  of unit integral 1d)(
 

= n
xxK

R
, symmetrical 

with respect to zero and having a weak global maximum in this place, takes the name 
of a kernel. The method presented here uses the one-dimensional Cauchy kernel, in 
the n-dimensional case generalized to the product kernel. For fixing the smoothing 
parameter value, the plug-in method is recommended, with the modification of this 
parameter. Details are found in the books [Kulczycki, 2005; Silverman, 1986; Wand 
and Jones, 1994].  

The above concept will now be generalized for the conditional case. Here, besides 
the basic (termed the describing) Yn -dimensional random variable Y , let also be 

given the Wn -dimensional random variable W , called hereinafter the conditioning 

random variable. Their composition 
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X  is a random variable of the dimension 

WY nn + . Assume that distributions of the variables X  and, in consequence, W  

have densities, denoted below as ),0[: ∞→+ WY nn
Xf R  and ),0[: ∞→Wn

Wf R , re-

spectively. Let also be given the so-called conditioning value, that is the fixed value 

of conditioning random variable Wnw R∈*  such that 0)( * >wfW , and also the ran-
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obtained from the variable X . The particular elements of this sample are interpreted as 
the values iy  taken in measurements from the random variable Y , when the condition-

ing variable W  assumes the respective values iw . The kernel estimator of conditional 
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density of the random variable Y  distribution for the conditioning value *w , i.e. 

),0[:ˆ
*|

∞→
=

Yn

wWY
f R , can be given by the following form helpful in practice:  
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where 1h , 
WY nnhh +, ... ,2  represent smoothing parameters for particular coordinates of 

the random variable X , while the coordinates of the vectors *w , iy  and iw  are de-

noted as  
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whereas the so-called conditioning parameters id  for mi  , ... ,2 ,1=  can be defined by  
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The value of the parameter id  characterizes the “distance” of the given conditioning 

value *w  from iw  – that of the conditioning variable for which the i-th element of 

the random sample was obtained. Then estimator (4) can be interpreted as the linear 
combination of kernels mapped to particular elements of a random sample obtained 
for the variable Y , when the coefficients of this combination characterize how repre-

sentative these elements are for the given value *w .  

3 An Algorithm  

Consider the parameters, whose values are to be estimated, denoted in the form of the 

vector Yny R∈ . It will be treated as the value of the Yn -dimensional random variable 

Y . Let also the Wn -dimensional conditional random variable W  be given. The availa-

bility is assumed of the metrologically achieved measurements of the parameters' vector 

,y  i.e. ,1y  ,, ... ,2
Yn

myy R∈ obtained for the values ,1w  Wn
mww R∈ , ... ,2  of the 

conditional variable, respectively. Finally, let Wnw R∈*  denote any fixed conditioning 
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value. The goal is to calculate the estimator of this parameter's vector, optimal in the 
sense of minimum expected value of losses arising from errors of estimation, for condi-

tioning value *w . In order to solve such a task, the Bayes decision rule will be used. 
Because of clarity of presentation, a two-dimensional case ( 2=Yn ) will be considered 

here. The idea itself may be transposed for larger dimensions, although at a natural – in 
such a situation – cost of increasing complexity.  

Let therefore the estimated parameters be treated as the two-dimensional vector 
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where 0 ,, , >durl aaaa , 0 , ≥ruld aa  and 0 , ≤rdlu aa . The coefficients lda , rua , 

lua , rda  represent the complementary correlation of estimation errors for both para-

meters.  
Assume conditional independence [Dawid, 1979] of the estimated parameters. 

Then the density *| wWY
f

=
 representing their uncertainty may be shown as the product 
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Detailed analysis [Kulczycki and Charytanowicz, 2014] shows that the criterion 
minimizing the expectation value of losses takes on the form of equations unsolvable 
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in practice. Although if estimation of the densities presented above is reached using 
the kernel estimators, then one can design an effective numerical algorithm to this 
end. Thus, with any fixed mi  ,  2, ,1 = , one can define the functions RR →:,1 iU , 

RR →:,2 iU , RR →:,1 iV  and RR →:,2 iV , given as  
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Norm also the conditioning parameters id  by introducing the positive values  
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If one denotes the left sides of the above equations as )ˆ ,ˆ( 211 yyL  and )ˆ ,ˆ( 212 yyL , 

their partial derivatives are given by  
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Then the solution of equations (14)-(15) can be calculated through Newton’s multi-
dimensional algorithm [Stoer and Bulirsch, 2002] as the limit of the two-dimensional 
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for   ,1 ,0=j ,                                (21) 

while the quantities in the above dependencies are given by equations (14)-(19), whe-
reas a stop condition takes the form of the conjunction of the inequalities  

11,11, ˆ 01,0 |ˆˆ| σjj ≤− −yy      and     22,12, ˆ 01,0 |ˆˆ| σjj ≤− −yy ,        (22) 
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where 1σ̂  and 2σ̂  denote the estimators of standard deviations for particular coordi-

nates of the vector Y . 

4 Final Comments and Summary 

This paper presents the algorithm for calculating the conditional estimator of the vec-
tor of independent parameters, where losses resulting from under- and overestimation 
are asymmetrical and mutually correlated. The conditional approach allows in prac-
tice for refinement of the model by including the current value of the conditioning 
factors. Use of the Bayes approach ensures a minimum expected value of losses, a 
statistical kernel estimators methodology frees the investigated procedure from forms 
of distributions of the describing and conditioning factors.  

The correct performance of the algorithm has been proved in many numerical  
tests with illustrative generated data, and also by simulations, as well as by applying 
them to practical problems from control engineering, biomedicine and marketing. 
Above all, the general rule was translations of the examined estimator values in direc-
tions associated with smaller losses resulting from estimation errors, defined by loss 
function (7). Specifically, an increase in the value of the parameter la  with respect to 

ra , and so a growth in the value of this function for positive estimation errors of the 

first parameter (its overestimation), implied an increase in the value of the obtained 
estimator for this parameter. In consequence it reduces the probability of an overesti-
mation. The opposite occurs when the parameter ra  value is increased with respect to 

la : the value of the obtained estimator decreases, which lowers the probability of 

underestimation. The more the ratio rl aa  differed from 1, the more intensive are 

the above effects. Analogous dependences appeared for the parameters da  and ua  

when estimating the second parameter. Subsequently the increase in the parameter 

lda  value resulted in the simultaneous growth in the two parameters' values, reducing 

in both cases the probability of overestimation. Converse effects implied changes in 
the parameter rua . And finally, an increase in the absolute value of the parameter 

rda  reduces the probability of underestimation of the first parameter as well as over-

estimation of the second, through a decrease in the value of the obtained estimator for 
the first, and an increase for the second. The opposite applies to the parameter lua .  

The conditional approach implied the appropriate correction to the estimator value 
according to the nature of the correlation between describing variables and condition-
ing factors. If a parameter was positively correlated to such factor, an in-
crease/decrease in the condition value resulted in an increase/decrease in the estimator 
value for that parameter. The opposite occurred for a negative correlation. Such rela-
tion may be more complex, according to any potential form of the dependence of the 

conditional densities *
1 | wWY

f
=

 and *
2 | wWY

f
=

 on conditioning values *w .  

An acceptable quality of results was obtained from sample sizes of just 50-100 
when the conditioning value was positioned close to the main modal value of a condi-
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tional variable, and 100-200 at distance of standard deviation. Taking into account  
the complex multidimensional character of the task, it does not seem to be an exces-
sive requirement in practice. Thanks to the averaging properties of kernel estimators, 
the algorithm proved to be robust to a small number or even lack of data from the 
neighborhood of a conditioning value.  

The procedure presented in this paper has been given in its basic form. A clear in-
terpretation means it is possible to make individual modifications. Above all this al-
lows the inclusion of conditional factors other than continuous (real). Similarly to the 
kernel estimation definition formulated above for continuous random variables, one 
can construct kernel estimators for binary, discrete and categorized (including or-
dered) variables, as well as any of their compositions, especially with continuous 
variables – for details see broad and varied literature in this subject. The above can be 
particularly useful for the modern data analysis tasks, which more and more often 
take advantage of the many different configurations for particular types of attributes.  

A broad description of the methodology introduced in this paper is presented in the 
article [Kulczycki and Charytanowicz, 2014] together with results of detailed verifica-
tions. The algorithm itself is given there in its ready-to-use form and can be applied 
directly without deep subject knowledge or laborious research.  
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with whom we commenced the research presented here. With his consent, this tex t 
also contains results of joint research.  
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Abstract. Hashing, as an efficient approach, has been widely used for
large-scale similarity search. Unfortunately, many existing hashing meth-
ods based on observed keyword features are not effective for short texts
due to the sparseness and shortness. Recently, some researchers try to
construct semantic relationship using certain granularity topics. How-
ever, the topics of certain granularity are insufficient to preserve the
optimal semantic similarity for different types of datasets. On the other
hand, tag information should be fully exploited to enhance the similarity
of related texts. We, therefore, propose a novel unified hashing approach
that the optimal topic features can be selected automatically to be in-
tegrated with original features for preserving similarity, and tags are
fully utilized to improve hash code learning. We carried out extensive
experiments on one short text dataset and even one normal text dataset.
The results demonstrate that our approach is effective and significantly
outperforms baseline methods on several evaluation metrics.

Keywords: Similarity Search, Hashing, Topic Features, Short Text.

1 Introduction

With the explosion of social media, numerous short texts become available in a
variety of genres, e.g. tweets, instant messages, and questions in Q&A (Question
and Answer) websites. In order to conduct fast similarity search in those massive
datasets, hashing, which tries to learn similarity-preserving binary codes for
document representation, has been widely used to accelerate similarity search.

Unfortunately, many existing hashing methods based on keyword space usu-
ally fail to fully preserve the semantic similarity for short texts due to the sparse-
ness of text representation. In recent years, some researchers attempt to address
the challenge by latent semantic approach. For example, Wang et al. [10] preserve
the similarity of documents by fitting certain level topic distributions.

However, topics of a certain level are not sufficient to represent the optimal
semantic information for different types of datasets. For instance, there are two
short texts: “Rafael Nadal missed the Australian Open” and “Roger Federer won
Grand Slam title”. If the number of topics is not large enough, the topic-based
methods usually preserve similarity in coarse semantic features, such as “Sport”

C.K. Loo et al. (Eds.): ICONIP 2014, Part II, LNCS 8835, pp. 295–302, 2014.
c© Springer International Publishing Switzerland 2014
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and “Tennis”, missing some more fine grained topics, such as, “Tennis Open
Progress” or “Tennis Star News”. Thus, we should select the optimal topics
for certain dataset, and as a reasonable assumption that the new feature space
integrated with latent topic features and observed keyword features are more
sufficient to set up an effective feature space for hashing learning.

On the other hand, tags are not fully utilized in many hashing methods.
Actually, in many real-world applications, documents are often associated with
multiple tags [10]. For instance, in Q&A websites, each question has tags assigned
by its questioner. Another example is microblog, some tweets are labeled with
hashtags. Thus, we should make use of these tags for hashing learning.

Based on the above observations, this paper proposes a unified short text
Hashing with Topics and Tags, dubbed HTT for simplicity.

The main contributions of our approach are listed as follows:
a). A unified short text hashing is proposed. This is the first time of incor-

porating keyword features, topic features and tags all into a unified hashing
approach to solve hashing problem as far as we know, and the experimental
results indicate that our approach outperforms the existing hashing techniques;

b). The optimal topic features can be selected automatically for certain type
of dataset, and the experimental results show that the topic feature selection
can achieve a better performance for the proposed hashing learning, compared
with no the optimal topics selection;

c). Flexible to extend. We may even consider incorporating multi-granularity
topic features to improve binary code learning in our proposed approach.

2 Related Work

Hash-based methods can be mainly divided into two categories. One category
is data-oblivious hashing. As the most popular hashing technique, Locality-
Sensitive Hashing (LSH) [1] based on random projection has been widely used
for similarity search. However, for they do not aware of data distribution, those
methods may lead to generating quite inefficient hash codes in practice [12].
Recently, more researchers focus attention on the other category, data-aware
hashing, by using machine learning algorithms. For example, the Spectral Hash-
ing (SpH) [11] generates compact binary codes by forcing the balanced and
uncorrelated constraints into the learned codes. Self-Taught Hashing (STH) [14]
is a method which decomposes the learning procedure into two steps: generating
binary code and learning hash function. A supervised version of STH is proposed
in [12] denoted as STHs. However, the previous hashing methods, directly work-
ing in keyword feature space, usually fail to fully preserve semantic similarity
for short texts due to shortness and sparseness of text representations.

More recently, the most similar to our study is probably Semantic Hashing
using Tags and Topic Modeling (SHTTM) [10], which attempts to learn bi-
nary codes by incorporating both the tags and topics. However, the problems of
SHTTM are that: Although the topic distributions are used to preserve the con-
tent similarity in hash codes, they do not utilize the topics to improve hashing
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Fig. 1. The proposed approach HTT for short text hashing

function learning; Even the number of topics must keep consistent with dimen-
sions of hash code, that this assumption is too strict to capture the optimal
semantic features for different types of datasets.

3 Algorithm Description

The proposed HTT is depicted in Fig. 1. Given a dataset of n training doc-
uments denoted as: X = {x1,x2...,xn} ∈ Rm×n. Denote their tags as: t =
{t1, t2..., tn} ∈ {0, 1}q×n, where q is the total number of possible tags associated
with each document. The goal of HTT is to obtain the optimal binary hash
codes Y = {y1,y2...,yn}T ∈ {−1, 1}n×l for X, and the hashing functions f :
Rm → {−1, 1}l, which embed each document to binary code with l bits.

3.1 Estimate and Select the Optimal Topic Model

In order to select the optimal topic model, tags are utilized to evaluate the
quality of topics. We estimate N different sets of topics, T = {T1, T2, ..., TN}.
For each entry Ti, the probability topic distributions over documents are denoted
as θ = p(z|x). μ = {μ(T1), μ(T2), ..., μ(TN )} is the weight vector, where μ(Ti)
indicate the importance of topic set Ti. The purpose is to select the optimal
topic model TO. Inspired by [5,4], we propose the optimal selection method as
following. Firstly, a sub-set X̂ = {x̂1, x̂2, ..., x̂m} with tags t̂ = {t̂1, t̂2, ..., t̂m} is
sampled from training dataset, and we find two groups of k nearest neighbors
for each text x̂i: one group (k+nn+(x̂)) is from the texts sharing any common
tags, and the other (k−nn−(x̂)) is from the texts not sharing any common tags.
Then the weight value is updated as follows:

μ(Ti) = μ(Ti)+

k−∑

j=1

DKL(Ti(x̂), Ti(nn
−
j (x̂)))

k−
−

k+∑

p=1

DKL(Ti(x̂), Ti(nn
+
p (x̂)))

k+
(1)

Where, DKL(Ti(x̂), Ti(nn
−
j (x̂))) =

1
2

∑
zk∈Ti

(p(zk|x̂) · log( p(zk|x̂)
p(zk|nn−

j (x̂))
)+

p(zk|nn−
j (x̂)) · log(

p(zk|nn−
j (x̂))

p(zk|x̂) )), so is the value of DKL(Ti(x̂), Ti(nn
+
p (x̂))).
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Algorithm 1. The Optimal Topic Selection Procedure

Input:
A set of n training texts X = {x1,x2, ...,xn} with tags t = {t1, t2, ..., tn},
N candidate topic sets T = {T1, T2, ..., TN}.

Output: The optimal topic TO.
1: Sample a sub-set X̂ = {x̂1, x̂2, ..., x̂m} with tags t̂ = {t̂1, t̂2, ..., t̂m};
2: Initialize weight vector μ ← 0;
3: for each text x̂ ∈ X̂ do
4: Find k+nn+(x̂) and k−nn−(x̂)
5: for i ← 1 to N do
6: Update μ(Ti) by Eq. 1;
7: end for
8: end for
9: return TO = argmaxTi∈Tμ(Ti);

After updating μ(Ti), we can obtain the optimal topic TO with a highest
weight value. In summary, the selection procedure is described in Algorithm 1.

3.2 Hash Codes Learning with Topic Features and Tags

Here, we adopt a simple but powerful way to combine original features and topics,
similar as [8,4], and create new features x̃ = [W, λθ], where W is TF-IDF (Term
Frequency-Inverse Document Frequency) vector, θ is topic distribution, and λ is
a non-negative combination coefficient for balancing those two features. In order
to utilize tags, we construct n× n local similarity matrix S as follows:

Sij =

{
cij · x̃T

i x̃j

‖x̃i‖·‖x̃j‖ , if xi ∈ Nk(xj) or vice versa

0, otherwise
(2)

where Nk(x) represents the set of k-nearest-neighbors of the document x, and
cij is a confidence coefficient. If two documents xi and xj share any common
tag denoted as Tij = 1, we set cij a higher value as follows:

cij =

{
a, if Tij = 1
b, if Tij = 0

(3)

where a and b are parameters satisfying 1 ≥ a ≥ b > 0. For a particular dataset,
the more trustworthy the tags are, the greater difference between a and b we set.
As mentioned in [11], a natural way to measure the similarity quantity can be
formulated as follows:

n∑

i,j=1

Sij ‖yi − yj‖2F (4)

By introducing a diagonal n × n matrix D whose entries are given by Dii =∑n
j=1 Sij , Eq. 4 can be rewritten as tr(YT (D− S)Y) = tr(YTLY), where L is

the graph Laplacian and tr(·) is the trace function. If we relax the discreteness
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condition Y ∈ {−1, 1}n×l, the optimal l-dimensional real-valued vector Ỹ can
be obtained by solving the following LapEig problem [2]:

argmin
Ỹ

tr(ỸTLỸ)

subject to ỸTDỸ = I

ỸTD1 = 0

(5)

where ỸTDỸ = I requires the different dimensions to be uncorrelated, and
ỸTD1 = 0 requires each dimension to achieve equal probability as positive
or negative. Then, we can convert the l-dimensional real-valued vectors Ỹ into
binary codes Y via the median vector m = median(Ỹ).

3.3 Training Hash Function

In order to generate hash code for query text, we are inclined to introduce linear
SVM f(x) = sgn(wTx) which is consistent with previous hashing methods [14,7]

and easy to learn the kernel SVM f(x) = sgn(
∑n

i=1 αiy
(p)
i K(x,xi)). Since we

have obtained the their binary labels for the p-th bit y
(p)
1 , ...y

(p)
n of training texts

X, the corresponding linear SVM can be trained as solving quadratic optimiza-
tion problem.

In accordance with the binary code learning, the combination features x̃ are
equally used to instead of the original features x for liner SVM classifiers training
and predicting. The whole training and predicting procedure of the proposed
approach HTT is described in Table 1.

4 Experiment and Analysis

Five alternative hashing methods compared with our proposed approach are
STHs [12], STH [14], LSI [9], LCH [13] and SpH [11]. The parameter λ is tuned
by 5-fold cross validation on the training set through the grid {0.125, 0.5, 1, 2, 4,
8, 16, 32}, and we fix the parameters a = 1 and b = 0.01 in Eq.3. The number of
nearest neighbors is tuned to 25 when constructing the graph Laplacian for our
approach, STHs and STH in all experiments. For LDA [3], the hyper-parameters
are tuned as α = 50/K, β = 0.01, and the candidate topicsT = { 10,50,100,200}.
We random sample 10% training texts which contain tags to select the optimal
topic. For the original keyword feature space cannot well reflect the semantic
similarity, even worse for short text, we simply test if the two documents share
any common tag to decide whether a semantic similar text, and this methodology
is used in [9,14,10]. The results reported are the average over 5 runs.

4.1 Data Set

We carried out extensive experiments on two publicly text datasets: one short
text dataset, Search Snippets1, and one normal text dataset, 20Newsgroups2.

1 http://jwebpro.sourceforge.net/data-web-snippets.tar.gz
2 http://people.csail.mit.edu/jrennie/20Neswsgroups/

http://jwebpro.sourceforge.net/data-web-snippets.tar.gz
http://people.csail.mit.edu/jrennie/20Neswsgroups/
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Table 1. The training and predicting procedures of HTT approach

Training procedure:

Input:
1. A set of n training texts X = {x1,x2, ...,xn} with tags t = {t1, t2, ..., tm}.
2. N candidate topic sets T = {T1, T2, ..., TN}, combination coefficient λ.
Output:
1. Hash codes Y for the training texts, l SVM classifiers for l-bit hash code.
2. The optimal topic TO.

1. Compute TF-IDF weights W for X and normalize it.
2. Select the optimal topic TO by Algorithm 1.
3. Obtain topic features θ = LDA(X) by TO and form new feature x̃ = [W, λθ].
4. Construct confidence matrix S with tag information t by Eq. 2

5. Obtain the l-dimensional vectors Ỹ with median vector m = median(Ỹ).

6. Generate the hash codes Y by thresholding Ỹ to the median vector m.
7. Train l SVM classifiers by the generated hash codes Y.

Predicting procedure:

Input:
1. A probe query example q, combination coefficient λ.
2. l SVM classifiers and the optimal topic TO.
Output:
The binary hash code yq for q.

1. Infer topic features by TO and construct the combined features x̃ = [W, λθ].
2. Obtain the hash code yq by l SVM classifiers.

The Search Snippets dataset collected by Phan [8] was selected from the
results of web search transaction using predefined phrases of 8 different domains.
We further filter the stop words and stem the texts. 20139 distinct words, 10059
training documents and 2279 testing documents are left.

The 20Newsgroups corpus was collected by Lang [6]. We use the popu-
lar ‘bydate‘ version which contains 20 categories, 26214 distinct words, 11314
training documents and 7532 testing documents.

In those datasets, the original features are used to estimate the candidate
topic models, and all category labels are treated as tags in our experiments.

4.2 Results and Analysis

We draw the precision-recall curves of retrieved texts in Fig. 2. For methods LCH,
LSI and STH, although these methods try to preserve the similarity between
documents in their learned hash codes, they do not utilize tag information.
Although STHs achieves a better performance, the semantic similarity between
documents that goes beyond keyword matching may not be fully reflected. Thus,
the HTT method substantially outperforms these methods.

In order to verify the our unified hashing clearly, keyword features, topic fea-
tures and tags are evaluated separately in second set of experiments. The results
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Fig. 2. Precision-Recall curves on two datasets, with 64 hashing bits
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Fig. 3. Precision-Recall curves of various formal verification methods. (HTT utilizes
TF-IDF, topic and tags; HTT-TTag contains topic and tags; HTT-Tag contains TF-
IDF and Tags; HTT-Topic contains topic, and STH only contains TF-IDF)

are shown in Fig. 3. We can see that STH method just utilizing TF-IDF leads
to inefficient hash code. On the other hand, HTT-Topic does not outperform
STH-Tag that means that topic features do not outperform TF-IDF in some
situations. In summary, the results indicate that the integration of as many as
useful features is the key for preserving semantic information and improving the
performance of hashing learning.

From the results in Tabel 2, we can see that the optimal topic set (T 50
on both two datasets) outperforms other candidate topics. On 20Newsgroups

Table 2. Results of the retrieved examples within Hamming radius 3 on 32 bits

Dataset SearchSnippets 20Newsgroups

Metrics Precision Recall F1 Precision Recall F1

HTT(T50)* 0.9618 0.0709 0.1321 0.9518 0.2476 0.3930
HTT(T10) 0.8926 0.0529 0.0999 0.8934 0.1947 0.3197
HTT(T100) 0.9312 0.0670 0.1250 0.9384 0.2248 0.3627
HTT(T200) 0.9013 0.0634 0.1185 0.9037 0.2017 0.3298

STHs 0.9337 0.0418 0.0801 0.9608 0.0732 0.1360
STH 0.8631 0.0167 0.0328 0.7541 0.0543 0.1013



302 J. Xu et al.

dataset, we achieve a competitive result in precision and bring an more than
17% improvement to recall compared with STHs.

5 Conclusions

This paper proposes a novel unified short text hashing. In particular, the pro-
posed approach can select the optimal topic features automatically from N can-
didate topic sets with the help of tags, and integrate the topic features with
original features together to preserve semantic similarity. Furthermore, tags are
fully utilized to adjust the pairwise similarity by a simple but effective method,
which can deal with the situations that tags are multiple or incomplete. The
experimental results clearly demonstrate that the proposed method can achieve
better performance than several state-of-the-art hashing methods.
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3 Óbuda University of Budapest, Hungary
4 Dept. of Informatics, Petru Maior University of T̂ırgu Mureş, Romania

Abstract. Recent achievements in graph-based clustering algorithms
revealed the need for large-scale test data sets. This paper introduces a
procedure that can provide synthetic but realistic test data to the hi-
erarchical Markov clustering algorithm. Being created according to the
structure and properties of the SCOP95 protein sequence data set, the
synthetic data act as a collection of proteins organized in a four-level
hierarchy and a similarity matrix containing pairwise similarity values
of the proteins. An ultimate high-speed TRIBE-MCL algorithm was em-
ployed to validate the synthetic data. Generated data sets have a healthy
amount of variability due to the randomness in the processing, and are
suitable for testing graph-based clustering algorithms on large-scale data.

Keywords: bioinformatics, fast Markov clustering, synthetic test data.

1 Introduction

Bioinformatics is one of the fields where there is an excessive need for clustering
algorithms that are capable to handle large-scale protein sequence or interaction
networks [2]. Graph-based algorithms usually need to store the matrix represen-
tation of the graph [5], which becomes prohibitively costly in memory storage
above 104 nodes. Sparse matrix models made it possible to extend this limit
towards one million nodes [12]. However, there are few publicly available large
data sets, and even those existing ones are not suitable for a wide variety of
algorithms.

Using synthetic test data is a frequently employed method, even if real data
is also available (e.g. [4,13]). Our main goal is to provide synthetic but real-
istic test data for clustering algorithm designed to process large-scale protein
sequence data sets. Our principal target is the Markov clustering algorithm, and
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more exactly the TRIBE-MCL [5], which groups protein sequence data based
on pairwise similarity measures stored in a similarity matrix. Synthetic data is
created in two steps: first the main properties and attributes of the 11944-node
similarity graph and corresponding similarity matrix of the SCOP95 data set [8]
are identified, and then a random data set is generated, which has similar proper-
ties and the desired size. Properties considered by the proposed method include:
four-level hierarchy of SCOP95, distribution of protein family sizes, density and
distribution of nonzero values in various locations of the similarity matrix.

The rest of this paper is structured as follows. Section 2 presents background
information on the structure and properties of the SCOP95 data set, and the
TRIBE-MCL algorithm that will be used for test purposes. Section 3 presents the
details of the proposed property identification and synthetic test data generation
process. Section 4 produces a numerical analysis to support the validity of the
produced synthetic data. Conclusions are given in the last section.

2 Background

2.1 The SCOP95 Database

The Structural Classification of Proteins (SCOP) database [10] contains protein
sequences in order of tens of thousands, which are organized in a four-level hier-
archy composed by classes, folds, superfamilies and families [2]. This hierarchy
can be employed as ground truth for protein sequence clustering algorithms.
The SCOP95 database that we use as input is a subset of SCOP (version 1.69),
which contains 11944 proteins, exhibiting a maximum similarity of 95% among
each other. Pairwise similarity matrices (e.g. BLAST [1], Smith-Waterman [9],
Needleman-Wunsch [7]) are also available at the Protein Classification Bench-
mark Collection [8]. Our purpose is best served by the BLAST matrix due to its
sparse nature: in its symmetrized version it has a density of 0.00387 indicating
that an average node in the similarity graph is connected to 45 other nodes.

2.2 TRIBE-MCL Markov Clustering

TRIBE-MCL is an efficient clustering method based on Markov chain theory
introduced by Enright et al [5]. TRIBE-MCL assigns a graph structure to the
protein set such a way that each protein has a corresponding node. Edge weights
are stored in the so-called similarity matrix S, which acts as a stochastic matrix.
At any moment, edge weight sij reflects the posterior probability that protein i
and protein j have a common evolutionary ancestor. TRIBE-MCL is an iterative
algorithm, performing in each loop two main operations on the similarity matrix:
inflation and expansion. Inflation raises each element of the similarity matrix to
power r, which is a previously established fixed inflation rate. Due to the con-
straint r > 1, inflation favors higher similarity values in the detriment of lower
ones. Expansion, performed by raising matrix S to the second power, is aimed to
favor longer walks along the graph. Further operations like column or row nor-
malization, and matrix symmetrization are included to serve the stability and
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Fig. 1. A selected part (classes e-g) of the BLAST similarity matrix of the SCOP95
data set indicating the hierarchy of classes, folds, superfamilies and families (left), and
the magnified view of superfamilies g.3.6-g.3.14 within the inset (right). Black pixels
on the right image represent the nonzero values in the matrix.

robustness of the algorithm, and to enforce the probabilistic constraint. Similar-
ity values that fall below a previously defined threshold value ε are rounded to
zero. Clusters are obtained as connected subgraphs in the graph. Further details
on TRIBE-MCL operations are available in [5,11].

3 Methods

3.1 Identification of SCOP95’s Properties

The identification of the SCOP95 matrix properties is performed in several steps.
Proteins are grouped into families of various sizes (1-557 members), each repre-
sented by a square block situated on the matrix diagonal. These diagonal blocks
are not very sparse as they contain over two thirds of all nonzero values in the
matrix. Superfamilies are small groups of families represented by larger diagonal
blocks that include the blocks of contained families. Similarity values within the
superfamily blocks but outside the family blocks are significantly less dense, and
they become sparser as the distance from the diagonal grows. The structure of
the similarity matrix is depicted in Fig. 1.

According to the recently developed theory of natural networks [3], the num-
ber of connections the graph nodes have follows a negative power distribution.
This is also valid in case of the SCOP95 graph: both the distribution of connec-
tions and the distribution of family sizes share this attribute. Figure 2 exhibits
the approximation of this distribution in the range of families with up to 80
proteins. A few larger families are also present in SCOP95, their distribution
also follows the rule of the power distribution.
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Table 1. Identified parameter values for families of various sizes

Proteins Average Families of Average density in Average
in family density full density not fully dense families similarity value

2 0.827 82.7% 0.000 0.440
3 0.809 70.4% 0.353 0.421
4-5 0.733 51.5% 0.452 0.382
6-10 0.659 31.3% 0.507 0.358
11-19 0.617 14.9% 0.547 0.318
20-99 0.485 6.67% 0.470 0.251
100+ 0.807 0.00% 0.807 0.315

Fig. 2. Family sizes follows a negative power distribution: the amount of families of
size n is proportional with n−k

Fig. 3. Distribution of nonzero similarity values in the SCOP95 matrix, in case of
protein couples situated in the same family: various distributions for all family sizes
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Fig. 4. Distribution of nonzero similarity values in the SCOP95 matrix, in case of
protein couples situated in different families, but in the same superfamily, fold, or
class, and also for proteins from different classes

Table 2. Identified densities in various parts of the SCOP95 BLAST similarity matrix

Same Different families Different superfamilies Different folds Different
family same superfamily same fold same class classes

0.7211 0.0376 0.00274 0.00161 0.00103

Table 1 exhibits some identified parameters concerning matrix density and
protein families. Average density gives us the probability that the similarity
value sij with i �= j but proteins i and j chosen from the same family is a
nonzero. Some part of the families are represented by fully dense blocks in the
similarity matrix. Larger families of such property are usually rare. The average
nonzero sij value (i �= j) present in the families are also indicated in Table 1. The
unit values situated on the diagonal are not counted into these averages. The
distribution of the nonzero similarities within families of various sizes is exhibited
in Fig. 3. These similarity values cover the whole range between 0 and 1. On the
other hand, Fig. 4 shows the distribution of nonzero similarities between proteins
of different families of the same superfamily, proteins of different superfamilies
situated in the same fold, proteins of different folds situated in the same class,
and proteins of different classes, respectively. These parts of the similarity matrix
have a decreasing density in the enumerated order. Such similarity values rarely
exceed 1/3.

The properties enumerated above are all taken in consideration when new
matrices are generated.

3.2 Generating New Large Matrices

When a new matrix is generated, there is a single input parameter to set, namely
the number of proteins (N) in the synthetic data set. This number N is supposed
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to be greater than 1000. There is no sense to define an upper limit, it will be
forced by technical constraints. The main goal is to be able to create matrices
describing pairwise similarities of 106 proteins using an ordinary PC. One im-
portant tool in matrix generation is a good-quality random number generator
[6]. The main steps of matrix generation are enumerated below:

1. First thing to create is a series of random numbers n1, n2, ... nF such a way
that they follow the identified power function distribution of family sizes,
and

∑F
i=1 ni = N . The new synthetic protein data set will consist of F

families, and family with index i will contain exactly ni proteins.
2. The second thing is to decide the hierarchy of families, which is performed

sequentially. Initially we need to create a class, a fold in the class, a superfam-
ily in the fold, and assign the first family to the newly created superfamily.
For each further family there is a pc probability to add a new class; if no
new class is created then there is a pf probability to add a new fold in an
existing class; if no new fold is created then there is a ps probability of add
a new superfamily into an existing fold and place the new family there. Oth-
erwise the new family is included into the existing superfamilies, following
the popularity rule introduced in network theory [3]. The new family will be
assigned to popular classes, folds and superfamilies with higher probability.
The current version uses pc = 0.99, pf = 0.8, ps = 0.75, but there is also an
upper limit for the number of classes, which logarithmically grows with N .

3. Nonzero similarity values are generated as random numbers in the (0, 1]
interval. Diagonal values are all 1 by default. Further nonzeros within the
blocks representing families follow the identified distribution functions shown
in Fig. 3. Nonzero values in other regions of the matrix follow the corre-
sponding distribution function indicated in Fig. 4. The density of nonzeros
in various regions of the matrix corresponds to the values given in Table 2.
The generated matrix is perfectly symmetrical.

4. Finally the randomly generated nonzeros are sorted according to row and
column and are transferred into the output file. The header of the output file
contains information on the number of proteins and the hierarchical structure
of the generated data set so that it can serve as ground truth at testing.

4 Results and Discussion

The first-order validation of the proposed method consisted of inspection of
properties and attributes of output matrices, and functional testing using the
TRIBE-MCL algorithm.

For the sake of property inspection, we have created synthetic test data of
sizes varying from 10,000 to 250,000 proteins, 25 instances of each. Table 3
indicates the average and standard deviation of the hierarchy attributes, namely
the number of classes, folds, superfamilies, and families, and finally the density if
the matrix as well. The table reflects that the randomness within the generation
process produces a considerable amount of variance among matrices of the same
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Table 3. Properties of the generated synthetic protein graphs, for various sizes of the
data set

Proteins Classes Folds Superfam. Families Density (×10−3)

10k 7 280 ± 25 557 ± 45 1389 ± 129 5.06± 1.80
15k 7 392 ± 23 770 ± 42 1926 ± 105 4.16± 1.17
20k 8 515 ± 45 1024 ± 58 2526 ± 137 3.56± 0.59
30k 9 726 ± 28 1441 ± 57 3593 ± 103 3.03± 0.37
50k 11 1136 ± 34 2254 ± 68 5677 ± 184 2.44± 0.36
70k 12 1550 ± 65 3087 ± 124 7657 ± 295 2.15± 0.16

100k 13 2138 ± 53 4283 ± 91 10671 ± 227 1.72± 0.13
150k 14 3066 ± 95 6111 ± 195 15270 ± 404 1.63± 0.15
200k 15 3992 ± 122 7964 ± 233 19915 ± 624 1.54± 0.15
250k 16 4900 ± 88 9762 ± 154 24360 ± 420 1.47± 0.17

size. Each generated matrix is different of all others and can be used to test the
TRIBE-MCL algorithm.

In order to run a set of simple functional tests, we have created test matrices
of sizes between 10,000 and 50,000 varying in small steps, 15 instances of each
size. All these matrices were fed to our ultimate high-speed and memory saving
version [11] of the TRIBE-MCL algorithm, using inflation rate r = 2.0 and
similarity threshold ε = 10−3. Simple statistical parameters were extracted from
the total runtime values, and are exhibited in Fig. 5. Generated matrices contain
a considerable amount of variability, which seemingly reduces as the size of the
matrix grows. Considerably wider test suites and detailed results using data
generated by the proposed method are exhibited in [11].

The main limitation of the proposed method is the fact that it builds on
information extracted from a single protein data set designed to test clustering

Fig. 5. Total runtime of TRIBE-MCL clustering process plotted against the protein
count in the synthetic protein graph: minimum, maximum, median and average values
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algorithms. Further efforts will be made to provide the user the opportunity to
manually tune the attributes of the output data set and similarity matrix.

Creating synthetic protein data sets and corresponding pairwise similarity
matrices of up to 250 thousand items can be performed on an ordinary Pentium4
PC with 2GB RAM in less than one minute. Creating larger data sets of up to
106 items is also possible, but it requires more memory and time.

5 Conclusions

In this paper we proposed a novel method to create test data to hierarchical
clustering methods based on pairwise similarity measures. The proposed method
was applied to generate synthetical protein data sets, their four-level hierarchical
structure and sparse similarity matrix that contains BLAST-like pairwise align-
ment scores. Test matrices were fed to the TRIBE-MCL algorithm, which proved
the validity of the synthetical data. The proposed method can efficiently support
the validation process of hierarchical clustering algorithms on large-scale data.
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Abstract. The Nyström method is an efficient technique for large-scale
kernel learning. It provides a low-rank matrix approximation to the full
kernel matrix. The quality of Nyström approximation largely depends on
the choice of landmark points. While standard method uniformly sam-
ples columns of the kernel matrix, improved sampling techniques have
been proposed based on ensemble learning [1] and clustering [2]. These
methods are focused on minimizing the approximation error for the orig-
inal kernel. In this paper, we take a different perspective by minimizing
the approximation error for the input vectors instead. We show under
some restrictive condition that the new formulation is equivalent to the
standard Nyström solution. This leads to a novel approach for optimizing
landmark points for the Nyström approximation. Experimental results
demonstrate the superior performance of the proposed landmark opti-
mization method compared to existing Nyström methods in terms of
lower approximation errors obtained.

1 Introduction

Kernel methods have been very popular in machine learning for the past two
decades [3]. By exploiting the “kernel” trick, input vectors are implicitly mapped
to a higher dimensional reproducing kernel Hilbert space (RKHS). Although the
exact feature maps usually can not be determined in closed form, inner products
in RKHS can be expressed as kernel function values over input vectors. This is
useful in dealing with nonlinear data as the form of feature transformation can
be readily controlled by using different types of kernel functions [3].

A main issue with kernel methods is the computational cost. As a standard
approach, one has to evaluate and save the kernel matrix consisting of kernel
function values between all pairs of input examples. Many problems in kerel
learning also involve calculating the inverse of the kernel matrix [3]. This leads
to an O(n3) time and O(n2) space complexity, making kernel methods infeasible
for large-scale applications.

The Nyström method is an important technique for approximating the full
kernel matrix with a low-rank representation to achieve reduced complexity [4].
Rather than accessing every entry of the full matrix, the Nyström approximation
only needs to select a subset of landmark points and use the kernel evaluations
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between training examples and the landmarks to interpolate entries of the full
kernel matrix. This leads to a low-rank approximation of the original kernel
matrix as the outer product of a feature matrix with reduced number of columns
and its transpose. Instead of applying kernel learning algorithms on the full
kernel matrix directly, one can simply treat rows of the feature matrix as feature
vectors and apply any linear algorithms to them. This leads to significant speed-
ups for large-scale applications.

Despite effective, the quality of the Nyström method largely depends on the
landmarks selected for computing the approximation. Standard Nyström imple-
mentation simply selects the landmarks from the input data randomly without
replacement [4]. This is equivalent to uniformly sampling the columns of the ker-
nel matrix and imputing the remaining entries based on the columns sampled.
Different sampling strategies have been proposed in the literature to improve
uniform sampling of columns. A non-uniform sampling technique was proposed
in [5] for selecting columns with probabilities proportional to the column norms.
An ensemble Nyström method was presented in [1] by combining individual
Nyström approximators each with different uniform sampling on columns of
the kernel matrix. The ensemble method was shown to outperform the single
Nyström approximator with either uniform or non-uniform sampling. Apart from
column sampling technique that selects landmarks directly from training data,
a clustering based sampling technique was proposed in [2]. It achieves improved
approximation quality by employing the cluster centroids as landmarks from the
clustering results.

The Nyström method is essentially a low-rank kernel approximation tech-
nique. Thus, the majority of existing methods and established theoretical bounds
were focused on minimizing the approximation error at the kernel matrix level.
We take a very different perspective in this paper. Instead of aiming at error
minimization at kernel level, we present a new approach for landmark selec-
tion that minimizes the approximation error at feature vector level. The optimal
landmarks should provide a set of linear basis vectors in RKHS capable of recon-
structing the training examples with small reconstruction errors in RKHS. We
show that this new formulation is equivalent to the standard Nyström formula-
tion when the rank of the approximation matrix equals the number of landmarks.
This unifies the two seemingly different perspectives to achieve the same goal.
The formulated problem involves two sets of variables, the landmarks and the
reconstruction weights for input vectors. It can be reformulated as an optimiza-
tion problem over optimal value function and solved effectively using a perturbed
optimization technique [6].

2 The Nyström Method

Let X = {xi|i = 1, . . . , n} denote the input data set of n vectors with xi ∈
Rd. K ∈ Rn×n is the corresponding kernel matrix consisting of kernel function
evaluations for input data. The (i, j)th element of kernel matrix K is denoted by
κ(xi,xj), where κ represents the kernel function being used. With large sample
size n, manipulating K would be computationally prohibitive.
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The Nyström method uses a small subset of landmark points to obtain a low-
rank approximation of matrix K. Without loss of generality, assume that the
first m points in the input data set were chosen as the landmarks with m � n,
we can rewrite K into a block matrix in the following

K =

[
W GT

G B

]
C =

[
W
G

]
(1)

where C represents the first m columns taken from K storing kernel values
calculated between the full data set and the landmarks, W represents the first
m rows of C with kernel evaluations between landmarks, G and B denote the
remaining blocks of C and K.

We denote the eigen-value decomposition (EVD) of matrix W by W =
UΣUT , where Σ = diag (σ1, . . . , σm) is a diagonal matrix whose diagonal ele-
ments are given by eigen-values sorted in descending order, U = [u1, . . . ,um] is
a matrix that contains the corresponding eigen-vectors in columns. The rank-r
(r < m) Nyström approximation of the kernel matrix K is then given by

K̃(r)
nys =CW+

r C
T (2)

where W+
r = UrΣ

−1
r UT

r is the rank-r pseudo-inverse of matrix W, with Ur =
[u1, . . . ,ur] and Σ−1

r = diag (1/σ1, . . . , 1/σr).

The approximate kernel matrix can be decomposed by K̃
(r)
nys = QQT , where

Q = CUrΣ
−1/2
r . One can treat the rows of matrix Q as feature vectors and

apply linear algorithms readily to the feature vectors. This avoids dealing with
the full kernel K directly, which can be computationally demanding for large n.

With special case r = m, the rank-m Nyström approximation is given by

K̃(m)
nys =

[
W GT

G GW−1GT

]
(3)

where W−1 denotes the inverse of matrix W. The only difference between the

original kernel matrix K and the approximation K̃
(m)
nys is in the bottom right

corner, where K̃
(m)
nys approximates B with CW−1CT .

3 Optimal Landmark Selection

3.1 Alternative View of Nyström Approximation

In this section, we present an alternative view of the Nyström approximation
from the perspective of minimizing reconstruction errors of input data in RKHS.
Existing Nyström methods and theoretical analyses have focused on the mini-
mization of the following approximation error for the kernel matrix

ε1 =‖K− K̃(r)
nys‖2F (4)

=
∑

i,j

(
ϕ(xi)

Tϕ(xj)− qT
i qj

)2



314 Z. Fu

where ϕ(.) denotes the explicit feature map from the input space to RKHS
induced by the kernel function. qi is the feature vector for point i. It is taken

from the ith row of matrix Q based on the rank r approximation K̃
(r)
nys = QQT .

From a feature point of view, Eq. 4 basically measures the discrepancy be-
tween feature similarities derived from the two feature representations induced

by kernels K and K̃
(r)
nys. Alternatively, one can target at the differences between

the feature representations. The key issue here is that the features are not di-
rectly comparable, as ϕ(xi) and qi have different feature dimensions. By noting
that matrix Q is indirectly controlled by the landmarks used to generate the
approximation, we can employ an alternative representation of the approximate
features as linear expansions of the landmarks in RKHS. This leads to the fol-
lowing error function for feature approximation.

ε2 =
∑

x∈X
‖ϕ(x)− ϕ̃(x)‖2 (5)

ϕ̃(x) =

m∑

j=1

αjϕ(zj) (6)

where zj denotes the jth landmark, αj denotes the jth coefficient of the linear
expansion. The purpose here is to minimize the reconstruction error for each
ϕ(x) using RKHS mapping of landmarks ϕ(zj)’s as basis.

Given fixed landmarks, Eq. (5) simply reduces to the following least squares
problem for each x

min
α

‖ϕ(x) −
m∑

j=1

αjϕ(zj)‖2 (7)

The solution of the above problem is given by

α = W−1g (8)

where α = [α1, . . . , αm]T is the coefficient vector, W ∈ Rm×m is the kernel
matrix evaluated on landmarks z’s with Wi,j = κ(zi, zj), and g ∈ Rm is a vector
of kernel evaluations between example x and landmarks whose jth element is
given by κ(x, zj).

Based on the above result, we can compute the kernel value for any two
examples xi and xj in the training data set by

K̂(xi,xj) = ϕ̃(xi)
T ϕ̃(xj) = gT

i W
−1gj (9)

where gi and gj are defined similarly with g but restricted to xi and xj respec-
tively.

Suppose the first m points from the input data were taken as landmarks.
It can be easily verified that the kernel matrix of approximate features for the
remaining n − m points is equal to GW−1GT , where G = [κ(xi,xj)]

n
i,j=m+1.

Note that W and G have the same definitions here as in Section 2, the resulting
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approximate kernel is identical to the bottom-right block of rank-m Nyström
approximation with m landmarks in Eq. (3). Hence, we provide a novel inter-
pretation of the Nyström approximation here by viewing it from the perspective
of approximating each input example with a linear combination of landmarks in
RKHS with minimum reconstruction error in the least squares sense.

3.2 Model Formulation and Optimization

The alternative view of Nyström approximation presented above motivates a
different approach for landmark selection. Instead of selecting landmarks from
training examples directly, we can treat them as target variables to be optimized
in an optimization framework. This not only allows more flexibility for landmark
selection, but more importantly enables further minimization of approximation
errors at feature and kernel level.

We formulate landmark selection as the following optimization problem

min
Z

f(Z) =

n∑

i=1

min
αi

r(Z, αi) (10)

r(Z, αi) = ‖ϕ(xi)−
m∑

j=1

αi,jϕ(zj)‖2 + λ‖αi‖2 (11)

where αi = [αi,j ]
m
j=1 is the weight vector for example i, Z = [zj]

m
j=1 is the

target variable for optimization that contains all landmarks in columns. λ is a
regularization parameter to control overfitting and ensure numerical stability.

The optimization problem defined above is special since it contains n sub-
problems in the objective function. The problem is similar to the reduced set
problem [3] which involves searching for a subset of landmarks that best approx-
imate the input data. However, since the landmarks need to be jointly optimized
for all input examples, we can not apply the fixed-point iteration procedure in
[3] to solve the problem.

Rather, we take a direct approach to solving f(Z). Note that to evaluate the
value of f(Z) for fixed value of Z, one needs to first solve the minimization
of g(z, αi) w.r.t. αi for each i. Functions like this are known as optimal value
functions in the optimization literature [6]. According to Theorem 4.1 of [6], an
optimal value function is differentiable if each sub-problem has a unique solution
and is differentiable w.r.t. the target variable. The uniqueness of optimal solution
here is ensured by the fact that each r(Z, αi) is strongly convex in αi given that
λ > 0 and thus a globally minimum solution can be attained. Differentiability
w.r.t. to Z can be established given that the kernel function is differentiable
w.r.t. each zi. This is true for the Gaussian kernel function employed in this
work with κ(xi,xj) = exp (−γ‖xi − xj‖2), where γ is the band-width parameter
that controls the decay of the kernel value with increasing distances.

For a differentiable optimal value function f(Z), we can calculate its derivative
w.r.t. Z by substituting the optimal values from each sub-problem into f as if the
function value does not depend on the αi variables. Hence we can simply employ
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Table 1. Benchmark data sets used in the experiments

mushrooms pendigits satimage segment splice usps

data 8124 7494 4435 2310 2175 7291

feat 112 16 36 19 60 256

a gradient descent algorithm to minimize the optimal value function. Note that
similar techniques on optimal value functions have been used in solving different
problems in machine learning before, such as multiple kernel learning [7] and
multiple instance learning [8].

Specifically, let αi be the solution of sub-problem r(Z;αi) given by

αi = (W + λI)−1gi (12)

where W and gi are same as defined in the previous section.
We can calculate the gradient of f w.r.t. each zj by

∂g

∂zj
=4γ

n∑

i=1

m∑

l=1

αi,lαi,jκ(zl, zj)(zl − zj) (13)

− 4γ

n∑

i=1

αi,jκ(xi, zj)(xi − zj)

Note that for each iteration of gradient descent, the value of α needs to be
updated before recomputing the gradient. We also adopt a simple line search
strategy similar to the one presented in [8] to adaptively choose the appropriate
step size in each descent step.

4 Experimental Results

In this section, we provide experimental comparisons of the proposed Nyström
method against existing Nyström implementations on benchmark data sets. The
following Nyström implementations are compared in our experiments.

– OptNys - Nyström with optimized landmark selection proposed in this paper
– RandNys - standard Nyström implementation with landmarks randomly se-
lected from data points without replacement [4]

– ClustNys - Nyström with landmarks selected from the cluster centroids by
applying K-means clustering to the training data points [2]

– EnsNys - Ensemble of 10 RandNys approximations with different random
landmarks selected for each single approximator [1]

Six benchmark data sets were selected from the UCI Machine Learning Repos-
itory 1 for performance comparison. The statistics of each data set used are shown

1 http://archive.ics.uci.edu/ml

http://archive.ics.uci.edu/ml
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in Table 1. Gaussian kernel has been used throughout our experiments, with the
bandwidth parameter chosen to be the average distance between all pairs of in-
put examples. We have fixed parameter λ in Eq. (11) to 10−6 for all experiments.
For each data set, we tested different Nyström implementations with different
numbers of landmarks m, ranging from 100 to 500 with step of 100. We have
fixed the value of r, the rank of the final approximator, to the same value asm for
each individual test. Figure 1 shows the performances of different methods being
tested on the six data sets as measured by the approximation errors defined in
Eq. (4) over different landmark sizes. Curves with different markers correspond
to the approximation errors obtained by four different methods being compared
in the experiment.

(a) mushrooms (b) pendigits

(c) satimage (d) segment

(e) splice (f) usps

Fig. 1. Performance comparison of different Nyström methods

From the figure, it can be clearly seen that OptNys achieves better perfor-
mances in terms of lower approximation errors than other Nyström implemen-
tations across all benchmark data sets being tested. For the other methods,
RandNys produces the highest approximation errors and has poor performances
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overall. ClustNys obtains better results than EnsNys on five out of the six data
sets, but produces the worst result on the segment data. OptNys is quite con-
sistent in performance and gains a margin of advantages over ClustNys and
EnsNys, the two state-of-the-art Nyström methods. The performance gap is
more pronounced with smaller landmark sizes, where the approximation quality
is sacrificed due to insufficient number of landmarks used for the approxima-
tor. OptNys can better deal with such scenarios as it aims to directly minimize
the approximation errors at feature level. The results clearly demonstrate the
importance of appropriate landmark selection for the Nyström approximation
and effectiveness of the proposed optimized landmark selection algorithm for
the improvement of approximation quality.

5 Conclusions

We present a novel algorithm for optimizing landmarks to improve the Nyström
approximation. In contrast to existing Nyström methods that focus on minimiz-
ing the matrix approximation error, the proposed approach is based on mini-
mizing the error of reconstructing input vectors from landmark points in RKHS.
This leads to a reduced set problem formulated on the training examples and
can be effectively solved using a perturbed optimization technique.

The Nyström approximation belongs to the broad category of techniques for
low-rank kernel matrix approximation. In the future, we will explore the use of
similar techniques for other low-rank approximation techniques such as sparse
greedy kernel approximation [3] and incomplete Cholesky factorization [9].
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Abstract. We study the problem of r-anonymized clustering and give a
k-means type extension. The problem is partition a set of objects into k
different groups by minimizing the total cost between objects and cluster
centers subject to a constraint that each cluster contains at least r ob-
jects. Previous work has reported an approach when the cluster centers
are constrained to be a real member of the objects. In this paper, we
release the constraint and allow a center to be the mean of the objects
in its group, similar to the settings of the classical k-means clustering
model. To address the inherent computational difficulty, we exploit linear
program relaxation to find high quality solutions in an efficient manner.
We conduct a series of experiments and confirm the effectiveness of the
method as expected.

Keywords: r-Anonymity, k-Means Clustering, Linear Programming.

1 Introduction

Clustering is to divide a set of objects into groups such that objects in the same
group, or cluster, are more similar in some sense to each other than to those in
different groups. It is a main task of exploratory data mining, and a common
technique for statistical data analysis used in many fields, including machine
learning, pattern recognition, image analysis, information retrieval, bioinformat-
ics, and so on [1, 2].

A number of clustering models and algorithms have been developed, among
which k-means clustering provides a generic method and has been applied in
different domains. The model assumes all observations are from a vector space, in
which the mean of a number of vectors makes sense. It partitions m observations
into k clusters in which each observation belongs to the cluster with the nearest
mean. The objective is to minimize the total squared distances between each
object and its centers, and results in a partitioning of the data space into k
cells [3].

A related model, in this paper we call k-exemplars clustering, operates in a
similar way as k-means clustering except that it does not require the observations
are from a vector space, but requires each center (or exemplar) be a real object
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in the data set, instead of the mean of some objects which often does not exist
in reality. Although the two clustering models seem to be similar, they usually
require quite different computational approaches to find the solutions in practice.

Among the applications of clustering techniques, we are particularly interested
in the application of data publishing. With publicly available data, people are
able to use analytical methods for intelligent data processing and hopefully yield
important new discoveries. In such applications, clustering provides a principled
way in organizing the data to be published, as well as other benefits. Unfortu-
nately, when publishing certain data (such as health diagnosis records) publicly,
non-trivial personal information is inevitably involved. The disclosure of such
personal data obviously raises serious concerns about privacy [4–6].

Given these risks, significant research effort has been devoted to developing
methods for privacy preserving data analysis. A central idea in the area of privacy
preserving data publishing has been to remove personally-identifying information
that could be used for backtracking, based on the principle of r-anonymity 1 [7].
That is, reduce the granularity of data representation by mapping each record to
an equivalence class of at least r− 1 other records in the data collection. In this
way, the probability of determining the identity of an individual (re-identification
probability) is decreased.

For a given data set, producing the optimal r-anonymized version is NP-
hard [8]. Researchers have resorted to approximating this by heuristic methods.
Common implementations of r-anonymity use transformation techniques such
as generalization and suppression [7, 9, 5].

In this paper, we investigate the problem of achieving r-anonymity in given
data. The approach we consider is based on clustering the data: mapping data
points to cluster centers while ensuring that each cluster has at least r members
to ensure r-anonymity in the resulting data representation. This is an alternative
to the common techniques of generalization and suppression that have been
employed in the data mining literature.

2 Related Work

Our work is related to several recent lines of investigation. Aggarwal et al. [10]
originally linked the concept of r-anonymity to clustering. In their work they
developed a model, called the “r-gathering” problem, where the goal is to cluster
a set of objects from some metric space, such that each cluster has at least r
objects. The specific objective they considered was to minimize maximal cluster
radius subject to the r-anonymity requirement. This problem is proved to be NP-
hard, but they show the existence of a polynomial time algorithm that produces
a 2-approximation.

Wieland et al. [11] designed an efficient data anonymization algorithm. Their
work considers in particular how to release information regarding the spatial
distribution of a disease, while preserving privacy. The algorithm operates on

1 The original name of the principle is k-anonymity. To avoid the confusion with the
use of k in k-means, here we use r-anonymity instead of k-anonymity.
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groups of data objects by computing a transition probability matrix between
each pair of groups, with the objective of achieving a low group-to-group tran-
sition cost while maintaining a low risk of revealing a single object’s profile.
Once the transition probability is obtained via linear programming, the method
uses a multi-nomial distribution to determine which group each object should
be moved to. For a user-specified threshold 0 < ξ ≤ 1, the algorithm guarantees
an expected re-identification probability no larger than ξ.

More recently, Li [12] formulated an r-anonymized clustering model and devel-
oped an iterative rounding based solution. The model assigns a set of objects into
different clusters, with the objective of minimizing the object-to-center cost while
ensuring that each cluster has no fewer than r objects, and the re-identification
probability is strictly no larger than ξ = 1

r . The work is an exemplar-based clus-
tering model, which requires each center to be a real member of the data set.

3 A k-Means Type Model

We develop a model for solving the r-anonymized clustering problem in this
paper. It is based on modelling a k-means approach.

3.1 Problem Formulation

Given a set of points P = {p1, · · · , pm} ⊆ Rd, the problem is to partition the
points into different clusters. Let ci denote the center of the cluster (the mean
of all points in the cluster) that data point pi belongs to. The objective is to

min

m∑

i=1

‖pi − ci‖2 , (1)

such that each cluster has at least r points.
Note that, unlike the classical k-means model, this problem does not specify

the number of clusters. Instead, it implicitly confines the maximal cluster num-
ber by constraining the minimal number of points in each cluster. To overcome
the difficulty of not knowing the exact cluster number, a natural way is to pro-
ceed is to solve the problem iteratively. For example, one could begin with the
upper bound

⌊
m
r

⌋
, and decrease the cluster number gradually until the objec-

tive value cannot be improved. Observe that the optimization objective tends
to favor creating more clusters to reduce the cost. Thus, an unconstrained itera-
tion will only require a few iterations, but it will tend to produce a final cluster
number equal to the upper bound. So throughout the paper, we also assume the
k (≤ ⌊

m
r

⌋
) is given. With the addition of this constraint, the problem becomes

equivalent to the minimization of the objective (1) such that we have k clusters
where each cluster has at least r points.
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3.2 Solution

To tackle the problem, we introduce decision variables X = [xij ] ∈ Rm×m where
xij is one if pi and pj are assigned to the same cluster, and zero otherwise. Using

the fact that
∑m

i=1 pi =
∑m

i=1 ci and ci =
∑m

j=1 xijpj
∑m

j=1 xij
, the objective (1) becomes

min

m∑

i=1

‖pi‖2 −
m∑

i=1

∑m
j=1 xijp

T
i pj∑m

j=1 xij
.

Then the problem can be equivalently expressed as

min −
m∑

i=1

∑m
j=1 xijp

T
i pj∑m

j=1 xij
. (2)

Here the matrix X can be further decomposed by X = Y Y T , where Y =
[yi�] ∈ Rm×k, yi� ∈ {0, 1}. Note that yi� = yj� = 1 indicates that points pi and
pj are assigned to the same cluster �. Thus we also have

Y TY = diag

(
m∑

i=1

yi1, · · · ,
m∑

i=1

yik

)
.

Let Z = [zij ] = Y
(
Y TY

)−1
Y T , we can write the objective in (2) as

−
m∑

i=1

m∑

j=1

zijp
T
i pj .

Obviously, Z is symmetric and satisfies the transition relation: Z2 = Z; moreover
each element zij ∈ [

0, 1
r

]
. Other constraints on Z include Zem = ZY ek = em

(em and ek are vectors of ones in Rm and Rk respectively), which guarantees
each point is assigned to exactly one cluster. Finally, the trace of Z should be
equal to the number of clusters tr (Z) = k.

3.3 LP Relaxation

Following the work of [13], for example, the problem could be relaxed and solved
by a semi-definite program. However, given our concerns of computational effi-
ciency, we are more interested in pursuing a linear programming (LP) relaxation:

min −
m∑

i=1

m∑

j=1

zijp
T
i pj (3)

subject to
m∑

j=1

zij = 1, for all i (4)
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m∑

i=1

zii = k (5)

0 ≤ zij ≤ 1

r
, for all i, j (6)

zij = zji, for all i, j (7)

zij + zi� ≤ zii + zj�, for all i, j, � (8)

Note that in (8), the transition relation of Z is relaxed by the MET condition
[14], which partially characterizes the relationship that if pi and pj , pi and p�
are in the same cluster, then pj and p� should also be in the same cluster.

This LP problem (3) is still not scalable due to the large number (O
(
m3

)
)

of constraints in (8). To address this difficulty, we propose an efficient but exact
incremental algorithm, similar to the idea of [15]: First we divide the constraints
in (8) into base and extended constraints, in a manner described below. Then, we
solve the problem with base constraints only. Given the relaxed solution, we then
check extended constraints. If no violations are detected, the solution is reached
and we terminate. Otherwise, all violations are moved to base constraints, and
the problem is re-solved. The procedure repeats until no violations exist.

The point is that we can exploit structure in the problem to guide how to
choose base constraints. Our separation is based on a simple yet key lemma.

Lemma 1. For any data set P , there exists an optimal partition such that each
cluster has at most 2r − 1 points.

The proof is direct. Suppose for an optimal partition, there exists a cluster
with 2r or more points. Then we can always divide the cluster into two clusters
with one of them having r points, such that the new objective value is no larger
than the original one.

Since the maximal number of points of each cluster is bounded, one point is
unlikely to be in the same cluster with the other if they are not close neighbors.
Therefore, it is natural to define the base constraints only over decision variables
xij where pi is within pj’s 2r nearest neighbors, or vice versa. Using this tech-
nique, the number of constraints is typically reduced to O

(
mr2

)
, which allows

the algorithm to run very efficiently in practice.
We now summarize our LP relaxation algorithm: Let C and C′ denote the set

of base and extended constraints in (8) respectively. Then

1. Solve the LP problem (3) with constraints (4-7) and C;
2. Check the solution by C′. Move all violated constraints from C′ to C.
3. Repeat Steps 1 and 2 until no violations found.

After each iteration, the linear program provides a lower bound on the objective.
Upon completion, we can recover a hard cluster assignment. The classical k-
means algorithm may be applied, or after a single value decomposition of Z [16].
However, the solution might not satisfy the r-anonymity criterion. In our work,
we use the iterative rounding procedure developed in [17, 12, 18] that maintains
the lower bound requirement.
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Table 1. Comparison of different algorithms on UCI data sets, showing (objective
value/maximal re-identification probability) among the clusters

Dataset(m) r k-means k-exemplars RAKM RAKE

Pyrim(74) 10 119./.333 124./.250 123./.100 129./.100
20 149./.0588 154./.0500 152./.0500 154./.0500

Iris(150) 10 30.0/.333 30.6/.333 32.2/.100 33.2/.100
20 41.4/.0833 44.1/.100 47.3/.0500 53.1/.0500

Wine(178) 10 129./.500 141./.500 134./.100 144./.100
20 153./.250 167./.0770 154./.0500 167./.0500

Triazines(186) 10 245./100 248./.333 279./.100 292./.100
20 326./.200 347./.200 360./.0500 385./.0500

Sonar(208) 10 299./.500 331./1.00 315./.100 364./.100
20 342./.167 386./.167 357./.0500 425./.0500

Glass(214) 10 63.1/1.00 62.8/1.00 76.6/.100 78.0/.100
20 88.1/1.00 86.7/.500 95.0/.0500 96.2/.0500

Liver(345) 10 92.3/1.00 94.2/1.00 95.0/.100 100./.100
20 111./.200 114./.333 118./.0500 119./.0500

Ionosphere(351) 10 474./1.00 469./1.00 514./.100 527./.100
20 550./.333 555./1.00 572./.0500 586./.0500

Housing(506) 10 214./1.00 215./.333 232./.100 240./.100
50 362./.125 383./.0430 417./.0200 438./.0200

Breast(683) 10 310./1.00 305./1.00 344./.100 348./.100
50 469./.125 479./.083 490./.0200 505./.0200

Diabetes(768) 10 273./1.00 283./1.00 291./.100 297./.100
50 393./.143 412./.0370 407./.0200 420./.0200

4 Evaluation

To evaluate the performance of the proposed algorithm, we conducted a series
of evaluations. The experiments compared the re-identification probabilities be-
tween the conventional clustering algorithms (including k-means clustering and
k-exemplars clustering) and the privacy preserving clustering algorithms (in-
cluding r-anonymized k-exemplars clustering [12], or RAKE, and our proposed
r-anonymized k-means clustering, or RAKM) on UCI data sets [19]. For k-means,
we used the standard subroutine in MATLAB with 100 random starts, and the
best cost values were reported. For k-exemplars, we used affinity propagation
algorithm [20–22]. For two privacy preserving clustering algorithms, both need
to solve a series of linear programs and we used off-the-shelf CPLEX software
as the underlying solver.

As a preprocessing step, we replaced any missing values in the data by 0 and
then the data were linearly normalized within [−1, 1]. The cost between a pair
of objects was defined by their squared Euclidean distance. In these experiments
we chose different r values, ranging from 10 to 50, depending on problem size.
For each value of r, we set k =

⌊
m
r

⌋
.
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The results are given in Table (1). Each result has two terms: the first is the
objective value, (ref. equation (1)); the second is the maximal re-identification
probability among the clusters. From these results one can see that, although
the k-means and k-exemplars achieve lower costs, the two algorithms do not
guarantee the r-anonymity bound on the privacy re-identification risk. Given
r, the risk is often beyond the preferred threshold 1

r . Thus the two algorithms
cannot be applied directly where privacy issues are a concern.

For RAKM and RAKE, the performance is just as expected. Both of them
have achieved a strong guarantee on the maximal re-identification probability.
Comparing these two, RAKM achieves smaller objective values, also as expected.

5 Conclusion

Publishing data without releasing sensitive information is an important problem.
Motivated by the idea of k-anonymity, we proposed a clustering-based method for
privacy-preserving data publishing. Our model provide a general framework for
a variety of applications. We demonstrated algorithmic approaches that provide
strong guarantees that the re-identification risk is not larger than a user-specified
threshold, if no more information is available to help identify individuals.

Although the optimal solution to the models is computationally hard, we de-
veloped an efficient technique based on linear program relaxation and iterative
rounding. Although theoretical analysis of our work remains a challenge, empir-
ical evaluations showed successful results as expected.
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Stream Quantiles via Maximal Entropy Histograms
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Abstract. We address the problem of estimating the running quantile of a
data stream when the memory for storing observations is limited. We (i) highlight
the limitations of approaches previously described in the literature which make
them unsuitable for non-stationary streams, (ii) describe a novel principle for
the utilization of the available storage space, and (iii) introduce two novel
algorithms which exploit the proposed principle. Experiments on three large real-
world data sets demonstrate that the proposed methods vastly outperform the
existing alternatives.

1 Introduction

The problem of quantile estimation is of pervasive importance across a variety of signal
processing applications. It is used in data mining, simulation modelling [1], database
maintenance, risk management in finance [2], and understanding computer network
latencies [3], amongst others. A particularly challenging form of the quantile estimation
problem arises when the desired quantile is high-valued (i.e. close to 1, corresponding
to the tail of the underlaying distribution) and when data needs to be processed as a
stream, with limited memory capacity. An illustrative practical example of when this is
the case is encountered in CCTV-based surveillance systems. In summary, as various
types of low-level observations related to events in the scene of interest arrive in real-
time, quantiles of the corresponding statistics for time windows of different durations
are needed in order to distinguish ‘normal’ (common) events from those which are in
some sense unusual and thus require human attention. The amount of incoming data is
extraordinarily large and the capabilities of the available hardware highly limited both
in terms of storage capacity and processing power.

1.1 Previous Work

Unsurprisingly, the problem of estimating a quantile of a set has received considerable
research attention, much of it in the realm of theoretical research. In particular, a sub-
stantial amount of work has focused on the study of asymptotic limits of computational
complexity of quantile estimation algorithms [4, 5]. An important result emerging from
this corpus of work is the proof by Munro and Paterson [5] which in summary states that
the working memory requirement of any algorithm that determines the median of a set
by making at most p sequential passes through the input is Ω(n1/p) (i.e. asymptotically
growing at least as fast as n1/p). This implies that the exact computation of a quantile
requires Ω(n) working memory. Therefore a single-pass algorithm, required to process

C.K. Loo et al. (Eds.): ICONIP 2014, Part II, LNCS 8835, pp. 327–334, 2014.
c© Springer International Publishing Switzerland 2014
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streaming data, will necessarily produce an estimate and not be able to guarantee the
exactness of its result.

Most of the quantile estimation algorithms developed for the use in practice are not
single-pass algorithms i.e. cannot be applied to streaming data [6]. On the other hand,
many single-pass approaches focus on the exact computation of the quantile and thus
demand O(n) storage space which is clearly an unfeasible proposition in the context
we consider in the present paper. Amongst the few methods described in the literature
and which satisfy our constraints are the histogram-based method of Schmeiser and
Deutsch [7] (also by McDermott et al. [8]), and the P 2 algorithm of Jain and Chlam-
tac [1]. Schmeiser and Deutsch maintain a preset number of bins, scaling their bound-
aries to cover the entire data range as needed and keeping them equidistant. Jain and
Chlamtac attempt to maintain a small set of ad hoc selected key points of the data
distribution, updating their values using quadratic interpolation as new data arrives.
Lastly, random sample methods, such as that described by Vitter [9], and Cormode and
Muthukrishnan [10], use different sampling strategies to fill the available buffer with
random data points from the stream, and estimate the quantile using the distribution of
values in the buffer.

In addition to the ad hoc elements of the previous algorithms for quantile estimation
on streaming data, which itself is a sufficient cause for concern when the algorithms
need to be deployed in applications which demand high robustness and well understood
failure modes, it is also important to recognize that an implicit assumption underlying
these approaches is that the data is governed by a stationary stochastic process. The
assumption is often invalidated in real-world applications. As we will demonstrate in
Sec. 3, a consequence of this discrepancy between the model underlying existing al-
gorithms and the nature of data in practice is a major deterioration in the quality of
quantile estimates. Our principal aim is thus to formulate a method which can cope
with non-stationary streaming data in a more robust manner.

2 Proposed Algorithms

We start this section by formalizing the notion of a quantile. This is then followed
by the introduction of the key premise of our contribution and finally a description of
two algorithms which exploit the underlying idea in different ways. The algorithms are
evaluated on real-world data in the next section.

2.1 Quantiles

Let p be the probability density function of a real-valued random variable X . Then the
q-quantile xq of p is defined as:

∫ xq

−∞
p(x) dx = q. (1)

Similarly, the q-quantile of a finite set D can be defined as:

|{x : x ∈ D and x ≤ xp}| ≤ q × |D|. (2)

In other words, the q-quantile is the smallest value below which q fraction of the total
values in a set lie.
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2.2 Maximal Entropy Histograms

A consequence of the non-stationarity of data streams that we are dealing with is that
at no point in time can it be assumed that the historical distribution of data values
is representative of its future distribution, regardless of how much data has been seen.
Thus, the value of a particular quantile can change greatly and rapidly, in either direction
(i.e. increase or decrease). To be able to adapt to such unpredictable variability in input
it is therefore not possible to focus on only a part of the historical data distribution but
rather it is necessary to store a ‘snapshot’ of the entire distribution. We achieve this
using a histogram of a fixed length, determined by the available working memory. In
contrast to the previous work which either distributes the bin boundaries equidistantly
or uses ad-hoc adjustments, our idea is to maintain bins in a manner which maximizes
the entropy of the corresponding estimate of the historical data distribution.

2.3 Method 1: Interpolated Bins

The first method we describe readjusts the boundaries of a fixed number of bins after
the arrival of each new data point di+1. Without loss of generality let us assume that
each each datum is positive i.e. that di > 0. Furthermore, let the upper bin boundaries
before the arrival of di be bi1, b

i
2, . . . , b

i
n, where n is the number of available bins. Thus,

the j-th bin’s catchment range is (bij−1, b
i
j ] where we will take that bi0 = 0 for all i. We

wish to maintain the condition that the piece-wise uniform probability density function
approximation of the historical data distribution described by this histogram has the
maximal entropy of all those possible with the histogram of the same length. This is
achieved by having equiprobable bins. Thus, before the arrival of di+1, the number
of historical data points in each bin is the same and equal to i/n. The corresponding
cumulative density is given by:

pi(d) =
1

n
×

[

j +
d− bij−1

bij − bij−1

]

and bij−1 < d ≤ bij . (3)

After the arrival of di but before the readjustment of bin boundaries, the cumulative
density becomes:

p̃i(d) =

⎧

⎪

⎪

⎨

⎪

⎪

⎩

i
i+1

× 1
n
×

[

j +
d−bij−1

bij−bij−1

]

for d < di

i
i+1

× 1
n
×

[

j +
d−bij−1

bij−bij−1

]

+ 1
i+1

for d ≥ di

(4)

Lastly, to maintain the invariant of equiprobable bins, the bin boundaries are read-
justed by linear interpolation of the corresponding inverse distribution function.

2.4 Method 2: Data-Aligned Bins

The algorithm described in the proceeding section appears optimal in that it always
attempts to realign bins so as to maintain maximal entropy of the corresponding ap-
proximation for the given size of the histogram. However, a potential source of errors
can emerge cumulatively as a consequence of repeated interpolation, done after every
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new datum. Indeed, we will show this to be the case empirically in Sec. 3. We now intro-
duce an alternative approach which aims to strike a balance between some unavoidable
loss of information, inherently a consequence of the need to readjust an approximation
of the distribution of a continually growing data set, and the desire to maximize the
entropy of this approximation.

Much like in the previous section, bin boundaries are potentially altered each time
a new datum arrives. There are two main differences in how this is performed. Firstly,
unlike in the previous case, bin boundaries are not allowed to assume arbitrary values;
rather, they are constrained to the values of the seen data points. Secondly, only at most
a single boundary is adjusted for each new datum. We now explain this process in detail.

As before, let the upper bin boundaries before the arrival of a new data point be
bi1, b

i
2, . . . , b

i
n. Since unlike in the case of the previous algorithm in general the bins will

not be equiprobable we also have to maintain a corresponding list ci1, c
i
2, . . . , c

i
n which

specifies the corresponding data counts. Each time a new data point arrives a new, an
(n + 1)-st bin is created temporarily. If the value of the new datum is greater than bin
(and thus greater than any of the historical data), a new bin is created after the current
n-th bin, with the upper boundary set at d(i). The corresponding datum count c of the
bin is set to 1. Alternatively, if the value of the new data point is lower than bin then there
exists j such that bij−1 < d ≤ bij and the new bin is inserted between the (j − 1)-st and
j-th bin. Its datum count is estimated as follows:

c = cj × d− bij−1

bij − bij−1

+ 1. (5)

Thus, regardless of the value of the new data point, temporarily the number of bins is
increased by 1. The original number of bins is then restored by merging exactly a single
pair of neighbouring bins. For example, if the k-th and (k + 1)-st bin are merged, the
new bin has the upper boundary value set to the upper boundary value of the former
(k + 1)-st bin, i.e. bik+1, and its datum count becomes the sum of counts for the k-th
and (k + 1)-st bins, i.e. cik + cik+1. The choice of which neighbouring pair to merge,
out of n possible options, is made according to the principle stated in Sec. 2.2, i.e. the
merge actually performed should maximize the entropy of the new n-bin histogram.
This is illustrated conceptually in Fig. 1(a).
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Fig. 1. (a) The update step in our data-aligned adaptive histogram algorithm. (b) One of the three
large data streams used in our evaluation.



Stream Quantiles via Maximal Entropy Histograms 331

3 Evaluation and Results

To assess the effectiveness of the proposed algorithms, we evaluated their performance
on three large ‘real-world’ data streams. The streams correspond to motion statistics
used by an existing CCTV surveillance system for the detection of abnormalities in
video footage. It is important to emphasize that the data we used was not acquired for
the purpose of the present work nor were the cameras installed with the same intention.
Rather, we used data which was acquired using existing, operational surveillance sys-
tems. In particular, our data comes from three CCTV cameras, two of which are located
in Mexico and one in Australia. We next explain the source of these streams and the
nature of the phenomena they represent.

3.1 Real-World Surveillance Data

Computer-assisted video surveillance data analysis is of major commercial and law en-
forcement interest. On a broad scale, systems currently available on the market can be
grouped into two categories in terms of their approach. The first group focuses on a
relatively small, predefined and well understood subset of events or behaviours of in-
terest such as the detection of unattended baggage, violent behaviour, etc [11, 12]. The
narrow focus of these systems prohibits their applicability in less constrained environ-
ments in which a more general capability is required. In addition, these approaches
tend to be computationally expensive and error prone, often requiring fine tuning by
skilled technicians. This is not practical in many circumstances, for example when hun-
dreds of cameras need to be deployed as often the case with CCTV systems operated
by municipal authorities. The second group of systems approaches the problem of de-
tecting suspicious events at a semantically lower level [13–15]. Their central paradigm
is that an unusual behaviour at a high semantic level will be associated with statisti-
cally unusual patterns (also ‘behaviour’ in a sense) at a low semantic level – the level
of elementary image/video features. Thus methods of this group detect events of in-
terest by learning the scope of normal variability of low-level patterns and alerting to
anything that does not conform to this model of what is expected in a scene, without
‘understanding’ or interpreting the nature of the event itself. These methods uniformly
start with the same procedure for feature extraction. As video data is acquired, firstly a
dense optical flow field is computed. Then, to reduce the amount of data that needs to
be processed, stored, or transmitted, a thresholding operation is performed. This results
in a sparse optical flow field whereby only those flow vectors whose magnitude exceeds
a certain value are retained; non-maximum suppression is applied here as well. Normal
variability within a scene and subsequent novelty detection are achieved using various
statistics computed over this data. A typical data stream, shown partially in Fig. 1(b),
corresponds to the values of such a statistic. Observe the non-stationary nature of the
data streams which is evident both on the long and short time scales.

3.2 Results

We started by comparing the performance of our algorithms with the three alternatives
from the literature described in Sec. 1.1: (i) the P 2 algorithm of Jain and Chlamtac [1],
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(ii) the random sample based algorithm of Vitter [9], and (iii) the uniform adjustable his-
togram of Schmeiser and Deutsch [7]. Representative results, obtained using the same
number of bins n = 500, for 0.95-quantile on stream 1 are shown Fig. 2 – the running
quantile estimate of the algorithm (purple) is superimposed to the ground truth (cyan).
Firstly, compare the performances of the two proposed algorithms. We found that in
all cases and across time, the data-aligned bins algorithm produced a more reliable es-
timate. Thus, the argument put forward in Sec. 2.4 turned out to be correct – despite
the attempt of the interpolated bins algorithm to maintain exactly a maximal entropy
approximation to the historical data distribution, the advantages of this approach are
outweighed by the accumulation of errors caused by repeated interpolations. The data-
aligned algorithm consistently exhibited outstanding performance on all three data sets,
its estimate being virtually indistinguishable from the ground truth. This is witnessed
and more easily appreciated by examining the plots showing its running relative error.
In most cases the error was approximately 0.2%; the only instance when the error would
exceed this substantially is transiently at times of sudden large change in the quantile
value (as in the case of stream 1), quickly recovering thereafter.

(a) Proposed 1 (b) Proposed 2 (c) P 2 algorithm (d) Rnd sample (e) Uniform hist

Fig. 2. Running estimate (purple) of the 0.95-quantile on stream 1 (ground truth is shown in cyan)

All of the algorithms from the literature performed significantly worse than both of
the proposed methods. The limitations of the assumption of stationary data statistics
implicitly made in the P 2 algorithm and discussed in Sec. 1.1 is readily evident by
its observed performance. Following the initially good estimates when the true quantile
value is relatively large, the algorithm is unable to adjust sufficiently to the changed data
distribution and the decreasing quantile value. Across the three data sets, the random
sample algorithm of Vitter [9] overall performed best of the existing methods, never
producing a grossly inaccurate estimate. Nonetheless its accuracy is far lower than that
of the proposed algorithms, as easily seen by the naked eye and further witnessed by
the corresponding plots of the relative error, with some tendency towards jittery and er-
ratic behaviour. The adaptive histogram based algorithm of Schmeiser and Deutsch [7]
performed comparatively well on streams 2 and 3. On this account it may be surpris-
ing to observe its complete failure at producing a meaningful estimate in the case of
stream 1. In fact the behaviour the algorithm exhibited on this data set is most useful in
understanding the algorithm’s failures modes. Notice at what points in time the estimate
would shoot widely. After inspecting the input data it is readily observed that in each
case this behaviour coincides with the arrival of a datum which is much larger than any
of the historical data (and thus the range of the histogram). What happens then is that in
re-scaling the histogram by such a large factor, many of the existing bins get ‘squeezed’
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into only a single bin of the new histogram, resulting in a major loss of information.
When this behaviour is contrasted with the performance of the algorithms we proposed
in this paper, the importance of the maximal entropy principle as the foundational idea
is easily appreciated; although our algorithms too readjust their bins upon the arrival of
each new datum, the design of our histograms ensures that no major loss of information
occurs regardless of the value of new data.

Considering the outstanding performance of our algorithms, and in particular the
data-aligned histogram-based approach, we next sought to examine how this perfor-
mance is affected by a gradual reduction of the working memory size. To make the task
more challenging we sought to estimate the 0.99-quantile on the largest of our three data
sets (stream 2). Our results are summarized in Table 1. This table shows the variation in
the mean relative error as well as the largest absolute error of the quantile estimate for
the proposed data-aligned histogram-based algorithm as the number of available bins
is gradually decreased from 500 to 12. For all other methods, the reported result is for
n = 500 bins. It is remarkable to observe that the mean relative error of our algorithm
does not decrease at all. The largest absolute error does increase, only a small amount
as the number of bins is reduced from 500 to 50, and more substantially thereafter. This
shows that our algorithm overall still produces excellent estimates with occasional and
transient difficulties when there is a rapid change in the quantile value. Plots in Fig. 3
corroborate this observation.

Table 1. Summary of experimental results for the estimation of 0.99-quantile on stream 2

Method Mean relative error Absolute L∞ error

P
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ta
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/b
in

no
.

500 0.5% 2.43
100 0.5% 2.45
50 0.5% 3.01
25 0.4% 14.48
12 0.5% 28.83

P 2 algorithm [1] 45.6% 112.61
Random sample [9] 17.5% 64.00
Equispaced bins [7] 0.9% 76.88

(a) 12 bins (b) 25 bins (c) 50 bins (d) 100 bins (e) 500 bins

Fig. 3. Running estimate (purple) of the 0.99-quantile on stream 2 produced using our data-
aligned adaptive histogram algorithm (ground truth is shown in cyan)
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4 Summary and Conclusions

We introduced two novel algorithms for the estimation of a quantile of a data stream
when the available working memory is limited. The proposed algorithms were eval-
uated and compared against the existing alternatives described in the literature using
three large data streams. The highly non-stationary nature of our data was shown to
cause major problems to the existing algorithms, often leading to grossly inaccurate
quantile estimates; in contrast, our methods were virtually unaffected by it. Our exper-
iments demonstrate that the superior performance of our algorithms can be maintained
effectively while drastically reducing the working memory size in comparison with the
methods from the literature.
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Abstract. The reduction of the cost of infrared (IR) cameras in recent years has
made IR imaging a highly viable modality for face recognition in practice. A
particularly attractive advantage of IR-based over conventional, visible spectrum-
based face recognition stems from its invariance to visible illumination. In this pa-
per we argue that the main limitation of previous work on face recognition using
IR lies in its ad hoc approach to treating different nuisance factors which affect
appearance, prohibiting a unified approach that is capable of handling concurrent
changes in multiple (or indeed all) major extrinsic sources of variability, which
is needed in practice. We describe the first approach that attempts to achieve this
– the framework we propose achieves outstanding recognition performance in
the presence of variable (i) pose, (ii) facial expression, (iii) physiological state,
(iv) partial occlusion due to eye-wear, and (v) quasi-occlusion due to facial hair
growth.

1 Introduction

Following the overly optimistic expectations of early research, after several decades
of intense research on the one hand and relatively disappointing practical results on
the other, face recognition technology has been finally started to enjoy some success
in the consumer market. An example can be found within the online photo sharing
platform in Google Plus which automatically recognizes individuals in photographs
based on previous labelling by the user. It is revealing to observe that the recent success
of face recognition has been in the realm of data and image retrieval [1], rather than
security, contrasting the most often stated source of practical motivation driving past
research [2]. This partial paradigm shift is only a recent phenomenon. In hindsight, that
success would first be achieved in the domain of retrieval should not come as a surprise
considering the relatively low importance of type-II errors in this context: the user is
typically interested in only a few of the retrieved matches and the consequences of the
presence of false positives is benign, more often being mere inconvenience.

Nevertheless, the appeal of face recognition as a biometric means that the interest in
its security applications is not waning. Face recognition can be performed from a dis-
tance and without the knowledge of the person being recognized, and is more readily
accepted by the general public in comparison with other biometrics which are regarded
as more intrusive. In addition, the acquisition of data for face recognition can be per-
formed readily and cheaply, using widely available devices. However, although the in-
terest in security uses of face recognition continues, it has become increasingly the case
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that research has shifted from the use of face recognition as a sole biometric. Instead,
the operational paradigm is that of face recognition as an element of a multi-biometric
system [3].

Of particular interest to us is the use of infrared imaging as a modality comple-
mentary to the ‘conventional’, visible spectrum-based face recognition. Our focus is
motivated by several observations. Firstly, in principle an IR image of a face can be
acquired whenever a conventional image of a face can. This may not be the case with
other biometrics (gait, height etc). Secondly, while certainly neither as cheap nor as
widely available as conventional cameras, in recent years IR imagers have become far
more viable for pervasive use. It is interesting to note the self-enforcing nature of this
phenomenon: the initial technology advancement-driven drop in price has increased the
use of IR cameras thereby making their production more profitable and in turn lowering
their cost even further.

In a distal sense, the key challenges in IR-based face recognition remain to be pose
invariance, robustness to physiological conditions affecting facial IR emissions, and oc-
clusions due to facial hair and accessories (most notably eyeglasses). In a more proximal
sense, as argued in a recent review [4], the main challenge is to formulate a framework
which is capable of dealing with all of the aforementioned factors affecting IR ‘appear-
ance’ in a unified manner. While a large number of IR-based face recognition algorithms
have been described in the literature, without exception they all constrain their attention
to a few, usually only a single, extrinsic factor (e.g. facial expression or pose). None of
them can cope well with a concurrent variability in several extrinsic factors. Yet, this is
the challenge encountered in practice.

In this paper our aim is to describe what we believe to be the first IR-based face
recognition method which is able to deal with all of the major practical challenges.
Specifically, our method explicitly addresses (i) the variability in the user’s physio-
logical state, (ii) pose changes, (iii) facial expressions, (iv) partial occlusion due to
prescription glasses, and (v) quasi-occlusion due to facial hair.

2 Unified Treatment of Extrinsic Variability

In this section we detail different elements of our system. We start by describing the
Dual Dimension Active Appearance Model Ensemble framework and then demonstrate
how it can be extended to perform model selection which allows for the handling of
partial occlusion due to prescription glasses, and quasi-occlusion due to facial hair.

2.1 Dual Dimension AAM Ensemble (DDAE)

At the coarsest level, the Dual Dimension Active Appearance Model Ensemble algo-
rithm comprises three distinct components. These are: (i) a method for fitting an active
appearance model (AAM) [5] particularly designed for fast convergence and reliable
fitting in the IR spectrum, (ii) a method for selecting the most appropriate AAM from
a trained ensemble, and (iii) the underlying extraction of person-specific discriminative
information. The ultimate functions of these elements within the system as a whole are
respectively pose normalization within a limited yaw range, invariance across the full
range of yaw, and invariance to physiological changes of the user.
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AAM Fitting. There are two crucial design aspects of the design and deployment of
AAMs that need to be considered in order to ensure their robustness. These are: (i)
the model initialization procedure, and (ii) the subsequent iterative refinement of model
parameters. In the context of the problem considered in this paper, the former is rela-
tively simple. Given that we are using thermal imaging background clutter is virtually
non-existant applying simple thresholding to the input image allows the face to be lo-
calized and its spatial extent estimated. Reliable initialization of the AAM is then read-
ily achieved by appropriately positioning its centroid and scale. A much greater chal-
lenge in the use of the AAM model for the normalization of pose and facial expression
concerns the subsequent convergence – the model is notoriously prone to convergence
towards a local mininum, possibly far from the correct solution. This problem is even
more pronounced when fitting is performed on face images acquired in the IR spectrum;
unlike in the visible spectrum, in thermal IR human faces lack face-specific detail that is
crucial in directing iterative optimization. This is the likely explanation for the absence
of published work on the use of AAMs for faces in IR until the work of Ghiass et al. [6].
Their key idea was to perform fitting by learning and applying an AAM not on raw IR
images themselves but rather on images automatically processed in a manner which
emphasizes high-frequency detail. Specifically the detail-enhanced image correction Ie
is computed by anisotropically diffusing the input image I:

∂I

∂t
= ∇. (c(‖∇I‖) ∇I) = ∇c.∇I + c(‖∇I‖)ΔI, (1)

using a spatially varying and image gradient magnitude-dependent parameter
c(‖∇I‖) = exp {−‖∇I‖/400}, subtracting the result from the original image and
applying histogram equalization Ie = histeq(I − Id). Warped examples are shown in
Fig. 1.

Fig. 1. Examples of automatically pre-processed thermal images warped to the canonical geomet-
ric frame using the described AAM fitting method

Person and Pose-Specific Model Selection. Applied to faces, the active appearance
model comprises a triangular mesh with each triangle describing a small surface patch.
To use this model for the normalization of pose, it is implicitly assumed that the surface
patches are approximately planar. While this approximation typically does not cause fit-
ting problems when pose variation is small this is not the case when fitting needs to be
performed across a large range of poses (e.g. ranging from fully frontal to fully profile
orientation relative to the camera’s viewing direction). This is particularly pronounced
when the applied AAM is generic (rather than person-specific) and needs to have suffi-
cient power to describe the full scope of shape and appearance variability across faces.
The DDAE method overcomes these problems by employing an ensemble of AAMs.



338 R.S. Ghiass et al.

Each AAM in an ensemble ‘specializes’ to a particular region of IR face space. The
space is effectively partitioned both by pose and the amount of appearance variability,
making each AAM specific to a particular range of poses and individuals of relatively
similar appearance (in the IR spectrum). In training, this is achieved by first dividing the
training data corpus into pose-specific groups and then applying appearance clustering
on IR faces within each group. A single AAM in an ensemble is trained using a single
cluster. On the other hand, when the system is queried with a novel image contain-
ing a face in an arbitrary and unknown pose, the appropriate AAM from the ensemble
needs to be selected automatically. This can be readily done by fitting each AAM from
the ensemble and then selecting the best AAM as the one with the greatest maximal
likelihood, that is, the likelihood achieved after convergence.

Discriminative Representation. A major challenge to IR-based face recognition in
practice emerges as a consequence of thermal IR appearance dependence on the phys-
iological state of the user. Factors which affect the sympathetic or parasympathetic
nervous system output (e.g. exercise or excitement) or peripheral blood flow (e.g. am-
bient temperature or drugs) can have a profound effect. This is illustrated in Fig. 2.
With the notable exception of the work by Buddharaju et al. [7] there has been little re-
search done on developing an IR-based person-specific representation invariant to these
changes.

(a) Usr 1, seq 1 (b) Usr 1, seq 2 (c) Usr 2, seq 1 (d) Usr 2, seq 2

Fig. 2. Thermal IR appearance before (‘seq 1’) and after (‘seq 2’) mild exercise

We adopt the use of a representation which is dependent on the distribution of su-
perficial blood vessels. Unlike the vessel network based representation [7] our repre-
sentation is not binary i.e. a particular image pixel is not merely classified as a blood
vessel or not. Rather, the extracted pseudo-probability map allows for the level of con-
fidence regarding the saliency of a particular pixel to be encoded. Additionally, unlike
the representation extracted by various blood perfusion methods [8], our representation
is based on temperature gradients, rather than the absolute temperature. As such, it is
less affected by physiological changes which influence the amount of blood flow, and
is rather a function of the invariant distribution of underlying blood vessels.

Our representation is extracted using the so-called vesselness filter [9], originally
developed for use on 3D MRI data for the extraction of tubular structures from im-
ages. Just as in 3D, in 2D this is achieved by considering the of the Hessian matrix
H(I, x, y, s) computed at the image locus (x, y) and at the scale s:

H(I, x, y, s) =

[

L2
x(x, y, σ) LxLy(x, y, σ)

LxLy(x, y, σ) L2
y(x, y, σ)

]

(2)
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where L2
x(x, y, s), L2

y(x, y, s), and LxLy(x, y, σ) are the second derivatives of
L(x, y, s), resulting from the smoothing the original image I(x, y) with a Gaussian
kernel L(x, y, s) = I(x, y)∗G(s). If the two eigenvalues of H(I, x, y, s) are λ1 and λ2

and if without loss of generality we take |λ1| ≤ |λ2|, two statistics which characterize
local appearance and which can be used to quantify the local vesselness of appearance
are RA = |λ1|/|λ2| and S =

√
λ2
1 + λ2

2. The former of these measures the degree
of local ’blobiness’ which should be low for tubular structures, while S rejects nearly
uniform, uninformative image regions which are characterized by small eigenvalues of
the Hessian. For a particular scale of image analysis s, the two measures, RA and S,

are unified into a single measure V(s) = (1 − e
−RA

2β2 ) × (1 − e−
S

2c2 ) for λ2 > 0 and
V(s) = 0 otherwise, where β and c are the parameters that control the sensitivity of the
filter to RA and S. The overall vesselness of a particular image locus can be computed
as the maximal vesselness across scale V0 = maxsmin≤s≤smax V(s).

2.2 Robustness to Eye-Wear and Facial Hair Changes

A significant challenge posed to face recognition algorithms, conventional and IR-based
ones alike, is posed by occlusions [5,10]. Of particular interest to us are specific com-
monly encountered occlusions – these are occlusions due to prescription glasses [11]
(for practical purposes nearly entirely opaque to the IR frequencies in the short, medium
and long wave sub-bands) and facial hair. To prevent them having a dramatic effect on
intra-personal matching scores, it is of paramount importance to detect and automat-
ically exclude from comparison the corresponding affected regions of the face. The
DDAE framework can be extended to achieve precisely this.

In particular, we extend the existing AAM ensemble with additional models which
are now occlusion-specific too. In the training stage this can be achieved by including
AAMs which correspond to the existing ones but which are geometrically truncated.
Note that this means that the new AAMs do not need to be re-trained – it is sufficient
to adopt the already learnt appearance and shape modes and truncate them directly. In
particular, we created two truncated models – one to account for the growth of facial
hair (beard and moustache) and one to account for the presence of eye-wear. These
two can also be combined to the produce the third truncated model for the handling
of differential facial hair and eye-wear between two images hypothesized to belong
to the same person. We created the two baseline truncated models manually; this is
straightforward to do using high-level domain knowledge, as the nature of the specific
occlusions in question constrains them to very specific parts of the face. An example of
a fitted geometrically truncated AAM is shown in Fig. 3.

The application of the new ensemble in the classification of a novel image of a face,
and in particular the process of model selection needed to achieve this, is somewhat
more involved. In particular, the strategy whereby the highest likelihood model is se-
lected is unsatisfactory as it favours smaller models (in our case the models which
describe occluded faces). This is a well-known problem in the application of models
which do not seek to describe jointly the entire image, i.e. both the foreground and the
background, but the foreground only. Thus, we overcome this by not selecting the high-
est likelihood model but rather the model with the highest log-likelihood normalized by



340 R.S. Ghiass et al.

Fig. 3. A geometrically truncated AAM. The truncated portion (red) is not used for fitting – here
it is shown using the average shape after the fitting of the remainder of the mesh.

the model size [12]. Recall that the inverse compositional AAM fitting error is given
by eicaam =

∑
All pixels x [Ie(W(x;p)) −A0(W(x;p))]

2, where x are pixel loci, Ai

the retained appearance principal components and W(x;p) the location of the pixel
warped using the shape parameters p. Noting that by design of the model the error
contributions of different pixels are de-correlated, in our case the highest normalized
log-likelihood model is the one with the lowest mean pixel error ēicaam.

3 Evaluation and Results

In this section we describe the experiments we conducted with the aim of assessing
the effectiveness of the proposed framework, and analyze the empirical results thus
obtained. We start by summarizing the key features of our data set, follow that with a
description of the evaluation methodology, and finally present and discuss our findings.

Evaluation Data. In Sec. 1 we argued that a major limitation of past research lies in
the ad hoc approach of addressing different extrinsic sources of IR appearance variabil-
ity. Hand in hand with this goes the similar observation that at present there are few
large, publicly available data sets that allow a systematic evaluation of IR-based face
recognition algorithms and which contain a gradation of variability of all major extrin-
sic variables. We used the recently collected Laval University Thermal IR Face Motion
Database [13]. The database includes 200 people, aged 20 to 40, most of whom attended
two data collection sessions separated by approximately 6 months. In each session a sin-
gle thermal IR video sequence of the person was acquired using FLIR’s Phoenix Indigo
IR camera in the 2.5–5μm wavelength range. The duration of all video sequences in
the database is 10 s and they were captured at 30 fps, thus resulting in 300 frames of
320 × 240 pixels per sequence. The imaged subjects were instructed to perform head
motion that covers the yaw range from frontal (0◦) to approximately full profile (±90◦)
face orientation relative to the camera, without any special attention to the tempo of the
motion or the time spent in each pose. The pose variability in the data is thus extreme.
The subjects were also asked to display an arbitrary range of facial expressions. Lastly,
a significant number of individuals were imaged in different physiological conditions in
the two sessions. In the first session all individuals were imaged in a relatively inactive
state, during the course of a sedentary working day and after a prolonged stay indoors,
for the second session some users were asked to come straight from the exposure to
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cold (< 0◦C) outdoors temperatures, alcohol intake, and/or exercise; see Fig. 2. In ad-
dition, individuals who wore prescription glasses in the first session were now asked to
take them off. Several participants were also asked to allow for the growth of facial hair
(beard, moustache) between the two sessions.

Evaluation Methodology. We evaluated the proposed algorithm in a setting in which
the algorithm is trained using only a single image in an arbitrary pose and facial ex-
pression. The querying of the algorithm using a novel face is also performed using a
single image, possibly in a different pose and/or facial expression. Pose, facial expres-
sion changes and partial occlusion due to eye-wear or hair all present a major challenge
to the current state of the art, and the consideration of all of the aforementioned in con-
currence make our evaluation protocol extremely challenging (indeed, more so than any
attempted by previous work), and, importantly, representative of the conditions which
are of interest in a wide variety of practical applications. In an attempt to perform a
comprehensive comparative evaluation we contacted a number of authors of previously
proposed approaches. However none of them was able or willing to provide us with
the source code or a working executable of their methods. Thus herein we constrain
ourselves to the comparison of the proposed method with the DDAE algorithm which
was compared with a thermal minutia points [14] and vascular networks [15] methods
in [13].

3.1 Results

The key results evaluation are summarized in Table 1 and Fig. 4. These show respec-
tively the recognition rates achieved by our system in different experiments we con-
ducted, and the receiver-operator characteristic curves corresponding to the recognition
experiments in the presence of occlusion (in all subjects) due to facial hair or prescrip-
tion glasses.
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E
ye

-w
ea

r

Overall Δ 0–30◦ Δ 30–60◦ Δ 60–90◦

Fig. 4. Performance in the presence of occlusion across different extents of pose changes
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Table 1. Average recognition rate. In experiments with partial occlusion the occlusion was differ-
ential (e.g. if a training image was acquired with eye-wear on, the test image was acquired with
it off, and vice versa.

Unoccluded Facial hair Eye-wear

Rank 1 100% 87% 74%

Rank 2 100% 94% 84%

Rank 3 100% 95% 92%

To start with, consider the results in Table 1. It is interesting to notice that perfor-
mance deterioration is greater when occlusion is caused by eye-wear, rather than facial
hair growth. This may be particularly surprising considering that in our data the area oc-
cluded by facial hair was larger in extent. One possible explanation of this finding may
be rooted in different discriminative abilities of different facial components. Further
work is needed to ascertain this; although the eye region appears to be highly informa-
tive in the visible spectrum [16] this may not be the case in the IR spectrum as suggested
by evidence from some previous work [17]. However, there are alternative possibilities
which may explain or contribute to the explanation of the observed performance dif-
ferential. For example, the choice to grow a beard (say) is not arbitrary but rather a
conscious decision made with aesthetic considerations in mind. It is possible that indi-
viduals who choose to grow facial hair have more characteristic faces. It is also possible
that the explanation is of a more practical nature – perhaps the accuracy of AAM fitting
is more affected by the absence of the information around the eyes, rather than those
areas of the face typically covered by facial hair. We could not examine this quantita-
tively as it was prohibitively laborious to obtain the ground truth AAM parameters for
the entire database. More research is certainly needed to establish the contribution of
each of the aforementioned factors.

As Table 1 shows, both types of occlusions, those due to eye-wear and those due to
facial hair, have a significant effect on recognition accuracy. However, what is interest-
ing to observe is that already at rank-3 the correct recognition rate in all cases is at least
92%. This exceeds the performance of the vascular networks based method which used
thermal minutia points [14] and is competitive with the iteratively registered networks
approach [15], even though the aforementioned algorithms employ several images per
person for training and do not consider occlusions.

4 Summary and Conclusions

We described what we believe to be the first attempt at addressing all major challenges
in practical IR-based face recognition in a unified manner. In particular, our system
explicitly handles changes in a person’s pose, mild facial expression, physiological
changes, partial occlusion due to eye-wear, and quasi-occlusion due to facial hair. Our
future work will focus on the extension of the described framework to recognition from
video and the utilization of partial information available in the regions of the face cov-
ered by facial hair.
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Abstract. Facial Emotion recognition is a significant requirement in machine 
vision society. In this sense, this paper utilizes geometric facial features and 
calculates displacement of feature points between expressive and neutral frames 
and finally applies a two-stage fuzzy reasoning model for facial emotion 
recognition and classification. The prototypical emotion sequence according to 
the Facial Action Coding System (FACS) is formed analyzing small, medium 
and large displacement. Furthermore geometric displacements are fuzzified and 
mapped onto an Action Units (AUs) by employing first-stage fuzzy reasoning 
model and later AUs are fuzzified and mapped onto an Emotion space by 
employing second-stage fuzzy relational model. The overall performance of the 
proposed system is evaluated on the extended Cohn-Kanade (CK+) database for 
classifying basic emotions like surprise, sadness, fear, anger, and happiness. 
The experimental results on the task of facial emotion analysis and emotion 
recognition are shown to outperform other existing methods available in the 
literature. 

Keywords: Facial Emotion Recognition, Geometric Feature Extraction, Action 
Unit Detection, Fuzzy Reasoning Model, Facial Action Measurement. 

1 Introduction 

The task of social communication is carried out by the implicit and non- verbal form 
of signal which in terms expressed through hand gesture, head posture, and facial 
actions for defining the spoken message in a non-ambiguous approach [1]. Till-to-
date psychological researcher has revealed that throughout communication, the verbal 
portion of the message is partly responsible for only 7% of the impact of the message 
as a total, and the vocal portion 38%, while the largest portion through facial 
expression is 55% of the impact of the speaker’s message [2]. 

As of now, the term affective computing [3] is achieving more popularity in the 
research arena of Human Computer Interfaces (HCI) which enables computers to 
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observe, understand and synthesize emotions, and to behave vividly. Apart from HCI, 
emotion recognition by machine vision has many interesting and real-life applications 
like virtual reality, video-conferencing, lie detection, and anti-social intentions, and so 
on. Regarding to these applications arena, facial emotion recognition through machine 
vision has attracted much attention just now.  

The very first proposal on automatic measurements of facial muscle movement 
(Action Unit) was developed by Paul Ekman & Friesen (1978) called Facial Action 
Coding System (FACS) [4]. In that research, six basic emotional facial emotions 
amongst forty six are defined as the persistent across cultures: happiness, sadness, 
anger, fear, surprise and disgust, while other taxonomies are categorized as the 
extension of those basic emotions. 

In general two major parts are distinguished for facial emotion recognition: feature 
extraction and emotion classification. Two different research trends are considered in 
the previous research of facial feature extraction: Appearance-based and Model-
based. Appearance-based models are linear-nonlinear and fully person dependent 
where model-based provides 2D-3D person-independent face fitting model. Some of 
the well-known approaches are based on Gabor Wavelets [5, 6], Principal 
Components Analysis [7], Active Appearance and Geometric Models [8], Active 
Shape Model [9], Optical Flow and Deformable Models [10, 11], Discrete Cosine 
Transform in combining with Neural Networks [12], Online Clustering [13], Bayesian 
Networks [14], Reducing Dimensions [15] and others. The most challenging issues 
related to these techniques are occlusion, precise region selection, robustness, manual 
initialization of feature points, tracking loss, and finally the illumination effect which 
can degrade the recognition system performance. 

On the other hand classification techniques are well practiced by different authors 
for techniques such as: General Rule-base [9], Fuzzy Reasoning Model [16], Multiple 
Adaptive Neuro-fuzzy Inferencing Model [17], and Support Vector Machine [18], etc. 

The main contribution of this paper is to employ CLM-based face tracking [11] for 
feature extraction and propose a two-stage fuzzy reasoning model to classify facial 
emotions using standard Ekman´s FACS [4].  

The paper is organized as follows. The tracking system is described in Section 2. 
Geometric-feature based measurement vector is presented in Section 3. The two-stage 
fuzzy reasoning model is presented in Section 4. Section 5 evaluates the performance. 
Finally, Section 6 concludes the proposed facial emotion recognition model. 

2 CLM Based Face Tracking 

The vision system employs CLM-based tracking technique [11] because of its feature 
set which can address and solve most of the typical tracking problems as follows: 

• Automatic initialization of feature points. 
• Person independent, i.e., No per-user calibration is required. 
• Accurate feature point positioning during frontal face tracking. 
• Real-time, robust face tracking. 

One of the contributions of this paper is to increase the robustness during tracking 
with proper modification of the existing Tracker system to map only 17 feature points 
(as shown in Fig. 1) instead of the 66 originally mapped. We organize the 2D 
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positions of the feature points in a way so that it can address all the frontal face 
regions where most of the emotions are observable as: 4 feature points mapping 
eyebrows, 4 feature points mapping eyes, 3 feature points mapping nose, and 6 
feature points mapping mouth. Fig. 1 shows the emotion specific feature point 
localization on different facial regions. Considering 17 feature points only on frontal 
face parts, robustness can be achieved with continuous tracking and without shape 
distortion even if face turns a little bit.   

3 Geometric Measurements 

Fig. 1 visualizes the proposed feature point (red dots) sets, illustrated with an image. 
The distance between two features points is indicated by a double arrow with a 
dashed type line. The label d1,2 represents the distance between feature points 1 and 2 
for example. Table 1 represents the measurement vector of the proposed model. 

 

Fig. 1. Visualization of feature points with specific emotions and distance vector 

4 Two-Stage Fuzzy Reasoning Model 

For each input, a measurement variable with three linguistic phrases, small, medium 
and large is defined, which represent to the degree of output. In order to give a shape 
of the membership functions, triangular form is selected to represent small and 
medium range while trapezoid form is selected to represent large range. 
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4.1 Fuzzification of Inputs 

In the first stage of proposed system Measurements and AUs are considered as inputs 
and outputs respectively. Several rules are applied on Measurements in this stage to 
measure the corresponding degree of AU-intensity distinguished by Ekman.  In the 
second stage, for each Emotion a separate rule set is defined based on FACS and our 
experimental investigation. Each rule is employed with the fuzzified AUs as input and 
returns a fuzzy Emotion value comprising with small, medium and large as output. 
Table 2 visualizes an example of fuzzification process of Measurement M5. 

Table 1. Measurement vector of distance displacement between expressive (E) face frame and 
neutral (N) face frame 

Code Measurement Name Measurements 
M1 Left inner eyebrow displacement E(d2,9) – N(d2,9) 
M2 Right inner eyebrow displacement E(d3,10) – N(d3,10) 
M3 Left outer eyebrow displacement E(d1,8) – N(d1,8) 
M4 Right outer eyebrow displacement E(d4,11) – N(d4,11) 
M5 Mouth width vertical displacement E(d14,17) – N(d14,17) 
M6 Mouth corners horizontal displacement E(d12,16) – N(d12,16) 
M7 Left mouth corner-eyelid displacement E(d8,12) – N(d8,12) 
M8 Right mouth corner-eyelid displacement E(d11,16) – N(d11,16) 
M9 Inner eyebrow corners displacement E(d2,3) – N(d2,3) 
M10 Left upper lip vertical displacement E(d9,13) – N(d9,13) 
M11 Right upper lip vertical displacement E(d10,15) – N(d10,15) 
M12 Left inner eyebrow-nose root displacement E(d2,5) – N(d2,5) 
M13 Right inner eyebrow-nose root displacement E(d3,5) – N(d3,5) 
M14 Left mouth to nose displacement E(d6,12) – N(d6,12) 
M15 Right mouth to nose displacement E(d7,16) – N(d7,16) 

Table 2. Fuzzification of Measurement M5 (Mouth width vertical displacement) 

4.2 Fuzzy Inference System 

As we consider two-stage fuzzy reasoning model, the fuzzy inferencing system works 
for each of the stage as pipelining. In the first stage, for each AU a separate rule set is 
defined based on FACS and our experimental investigation. Each rule is employed 
with the fuzzified Measurements Mj, j = 1, ...., 15 as input and returns a fuzzy AU 
value comprising with small, medium and large as the output. In this stage AUs 
intensity can be calculated based on the defuzzified value of each AUs. In the second 
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stage, for each Emotion a separate rule set is defined based on FACS and our 
experimental investigation. Each rule is employed with the fuzzified AUs as input and 
returns a fuzzy Emotion value comprising with small, medium and large as output. An 
example of rules for deriving surprise emotion is schematically shown in Table 3. 

Table 3. Two-stage fuzzy rules for AUs and Emotions (e.g., Surprise Case) Recognition 

First-Stage Rules Second-Stage Rules 

Measurements AU Action Units Emotion 
M1 M2 AU1 AU1 AU2 AU27 Surprise 
Large Large 

Large 
Large Large Large 

Large 
Large Medium Large Large Medium 
Medium Large Large Medium Large 
Medium Medium 

Medium 
Medium Large Large 

Large Small Medium Medium Medium 

Medium 

Small Large Large Medium Medium 
Small Small 

Small 
Medium Large Medium 

Small Medium Medium Medium Large 
Medium Small Large Large Small 
 Large Small Large 
M3 M4 AU2 Small Large Large 
Large Large 

Large 
Large Medium Small 

Large Medium Medium Large Small 
Medium Large Large Small Medium 
Medium Medium 

Medium 
Medium Small Large 

Large Small Small Large Medium 
Small Large Small Medium Large 
Small Small 

Small 
Small Small Small 

Small 

Small Medium Small Small Large 
Medium Small Small Small Medium 
M5 AU27 Small Large Small 
Large Large Small Medium Small 
Medium Medium Large Small Small 
Small Small Medium Small Small 

4.3 Defuzzification 

For the process of defuzzification, centroid method is used by projecting the centroid 
value to the X-axis for intensity calculations of each AUs and Emotions in the first 
and second stage respectively. The centroid method finds a point representing the 
center of gravity (COG) of any fuzzy set on a specific interval. 

5 Experiment and Result 

In this section we will present the experimental setup and results used in the proposed 
work along with the analysis and comparison of the state-of-the-art methods. 

5.1 Experiment 

The experiments were performed using Visual C++ language. Both face tracking  
and emotion classification using two-stage fuzzy were written in the same language. 
The data analyzed is based on Extended Cohn-Kanade (CK+) [19] database which is 
publicly available and able to display facial emotions and action coded according to 
the Facial Action Coding System (FACS). All images in the database are in frontal 
view, and expressing one of 6 basic emotions. These categorized versions of image 
sequences are employed by tracking algorithm.  
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5.2 Result 

In conducting our experiment, we firstly select a total of 150 image sequences from 
the database, where each category contains at least 30 image sequences for basic 
facial emotion recognition. Each image sequence contains at least 5 basic facial 
emotions beginning with a neutral face and ends with a specific emotion. Fig. 2 shows 
an overall of 90% of the 96% were correctly classified (right category), 6% were 
incorrectly classified (false category), while 4% were not classified at all 
(Unclassified) due to mouth corner and lower lip tracking error. 
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Fig. 2. Overall emotion recognition accuracy for five basic emotion categories 
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Fig. 3. Emotion recognition accuracy, Target vs. Predicted 

Table 4. Performance comparison of the proposed and similar state-of-the-art prototype 

Name Input of the 
system 

Feature 
Tracking 
Approach 

Emotion 
Classification 

Approach 

Land
marks 

Required 
Training 

Emotion 
Recognition 

Recognition 
Accuracy 

D. Ghimire [20] 
Facial Image 

sequence 
EBGM 
method 

SVM Classifier 52 Yes 
6 basic 

Emotions 
97.00% 

R. Contreras 
[16] 

Action Units 
or FDP 

Not focused 
Fuzzy 

Classifier 
21 No 

5 basic 
Emotions 

81.40% 

F. Tsalakanidou 
[9] 

Facial Image 
sequence 

ASM 
General rule-

based Classifier 
81 No 

4 basic 
Emotions 

89.50% 

Proposed 
System 

Facial Image 
sequence 

CLM 
Fuzzy 

Classifier 
17 No 

5 basic 
Emotions 

90.00% 
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The target emotion versus predicted emotion categories has shown in Fig. 3. Surprise 
image sequences have been recognized with an accuracy of 90%, while the sadness, fear, 
anger and happiness images with an accuracy of 87%, 83%, 93% and 97%, respectively. 
The tracking robustness boost up recognition accuracy to a high degree. 

5.3 State-of-the-Art Comparisons 

Using Face Tracker [11] and two-stage fuzzy classifier, our model is able to achieve 
90% accuracy of facial emotion recognition which takes facial image sequence as 
input, automatic initialization and tracking of feature points using CLM based 
technique and can classify 5 basic emotions. In addition, our proposed model offer 
less number of landmarks, real-time and does not require training on the task of 
emotion recognition and classification. To the best of our knowledge, the state-of-the-
art accuracy comparison is presented as shown in the Table 4. 

6 Conclusion 

In this paper, a fully automated system is proposed for measurement of facial muscle 
movement and emotion recognition. For the smooth continuation of tracking task a novel 
real-time CLM-based face tracker has been employed and a two-stage fuzzy reasoning 
model is developed for the task of classification. The first stage is designed for 
classifying of AUs from geometric measurement vector. On the other hand second stage 
is designed for recognition and classification of Emotions from AUs. The proposed 
system supports the recognition of 5 basic emotions surprise, sadness, fear, anger and 
happiness. In addition, the proposed model is an evidence for real-time, person-
independent, robust facial emotion recognition and classification demonstrating an 
increased accuracy of 90%.  

Future work will exploit investigations of all basic emotions recognition and 
classification. As localization accuracy is the first priority for emotion classification, 
we will improve accuracy of tracking system for accurate localization of mouth 
corner. Finally, the proposed model will be extended to incorporate with a clustering 
algorithm for better localization performance. 
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Abstract. In this paper, we present a new method for Human Activity
Recognition (HAR) from body-worn accelerometers or inertial sensors
using comparison of curve shapes.

Simple motion activities have characteristic patterns that are visible
in the time series representations of the sensor data. These time series
representations, such as the 3D accelerations or the Euler angles (roll,
pitch and yaw), can be treated as curves and activities can be recognized
by matching patterns (shapes) in the curves using curve comparison and
alignment techniques.

We transform the sensor signals into cubic B-splines and parametrize
the curves with respect to arc length for comparison. We tested our algo-
rithm on the accelerometer data collected at Cleveland State University
[1]. The 3D acceleration signals were segmented at high-level and subject-
dependent ‘representative’ curves for the activities were constructed with
which test curves were compared and labeled with an overall accuracy
rate of 88.46% by our algorithm.

Keywords: Activity Recognition, Cubic B-splines, Arc-Length Para-
metrization, Curve Comparison.

1 Introduction

Human Activity Recognition (HAR) using body-worn accelerometers or inertial
sensors is an area of active research and has been found to benefit several real-
world applications. Most approaches to HAR consist of feature extraction and
classification using machine learning techniques [8]. We present a new method
to recognize simple motion activities that are usually periodic or performed
repeatedly for purposes such as rehabilitation [1] or sports training.

Simple motion activities, such as those involving a particular type of limb
motion, exhibit characteristic patterns in their sensor data plots. These activities
can be uniquely identified by their 3-dimensional time series signatures, such as
3D accelerations or Euler angles (roll, pitch and yaw). We transform these time
series data into curves and use shape matching techniques to identify the activity
whose curve shapes are closest to those of the given curve set.

We use curve comparison and alignment methods that are generally used
in handwriting analysis, topographic maps and many applications of computer
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graphics, for HAR. We transform the sensor signals into cubic B-splines and
parametrize the curves with respect to arc length which generates ‘geometrically’
uniform subdivision of the curves and hence used for curve matching. Our curve
matching method is comparable to Dynamic Time Warping (DTW) [2] which is
also used for finding shape similarities in temporal sequences (which may vary
in time and speed).

The (x, y and z) curves corresponding to the segment of the signal containing a
relatively long instance of an activity are chosen as the ‘representative’ curves for
that activity. Test curves corresponding to the remaining segments are compared
with the representative curves of the different activities. We use the least total
sum of the squares of the differences in tangent angles at corresponding points
on the three pairs of curves to determine the activity for a given test curve set.
Test curves may not align exactly with the representative curves of the activities
to which they belong. But our algorithm aligns the test curve with that region of
the representative curve whose shape is closest to the test curve and this ensures
that the differences in the tangent angles will be the least for the comparison with
the representative curves to which the test curve set belongs. Since the activity
signatures are different, the shape of a test curve belonging to one activity will
not match well with that of a representative curve belonging to another activity.
This is illustrated in figures 1 and 2.

Any 2-dimensional (x(t), y(t)) or 3-dimensional (x(t), y(t), z(t)) time series
sensor data whose signatures can be used to differentiate among the activities
can be used for HAR using this algorithm.

The rest of the paper is organized as follows. Transforming the time series
sensor data into functions, arc length parametrization of the curves and the
curve comparison method used are described in Section 2. Section 3 describes the
testing of our method on the dataset collected at Cleveland State University [1]
and the results obtained. Conclusion and Future work is discussed in Section 4.

2 Implementation of the Curve Matching Algorithm

2.1 Transforming the Sensor Data into Functions and Arc-Length
Parametrization of the Curves

We transform the 3-dimensional time series representations into cubic B-splines
using the Functional Data Analysis (FDA) package developed by Ramsay et al
[3,4]. All implementations have been developed using Matlab.

B-spline curves can be approximately parameterized by arc length and we use
the parametrization procedure described by Wang et al [5] in our algorithm. Let
Q(t) be a 3D representation of a cubic B-spline curve parameterized by time t
given by

Q(t) = (x(t), y(t), z(t)), (1)

where t ranges from t0 to tn with n being the number of spline segments and
{t0, t1, ..., tn} the break points.
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The arc length of each spline segment in the input spline curve, Q(t), is
computed as follows

li =

∫ ti+1

ti

√
(x′(t))2 + (y′(t))2 + (z′(t))2dt, (2)

where i varies from 0 to n− 1. The above integral cannot be computed analyti-
cally and has to be approximated using numerical integration methods. We use
Simpson’s rule [7] to compute equation 2. Let

f(t) =
√
(x′(t))2 + (y′(t))2 + (z′(t))2. (3)

Then equation 2 is approximated by

li ≈ (ti+1 − ti)

6
[f(ti) + 4f

(
ti + ti+1

2

)
+ f(ti+1)]. (4)

x′(t), y′(t) and z′(t) for any t between t0 and tn can be computed using the

FDA package [3,4]. The total arc length of the curve is L =
∑n−1

i=0 li.
We now divide the curve intom segments spaced at equal arc length distances,

0, l̃, 2.l̃, ...,m.l̃ from the start of the curve where l̃ = L/m is the arc length of
each segment in the output curve. We now have to find the t values t̃0, t̃1, ..., t̃m
corresponding to the m + 1 points that divide the curve into equal arc length
segments.

The value of t̃i can be computed using the bisection method described by
Wang et al [5]. We first find the spline segment such that

∑j−1
k=0 lk ≤ i.l̃ <∑j

k=0 lk, so that we have tj ≤ t̃i < tj+1. We set tleft = tj and tright = tj+1 and
calculate tmid = (tleft + tright)/2. t̃i lies in the segment [tleft, tright]. We then

calculate the arc length of the segment [tleft, tmid] given by
∫ tmid

tleft
f(t)dt using

equation 4. Let Δs =
∑j−1

k=0 lk +
∫ tmid

tj
f(t)dt. If |Δs − i.l̃| < e, where e is the

error threshold, then t̃i = tmid. Else, if Δs < i.l̃, then t̃i lies in the segment
[tmid, tright] and we set tleft = tmid. If Δs > i.l̃, then t̃i lies in the segment
[tleft, tmid] and we set tright = tmid. We repeat the above steps till t̃i is found.

Using t̃0, t̃1, ..., t̃m, we then compute the 3-dimensional function values,
(x̃0, ỹ0, z̃0), (x̃1, ỹ1, z̃1), ..., (x̃m, ỹm, z̃m), at the equal arc length distances
s0 = 0, s1 = l̃, s2 = 2.l̃, ..., sm = m.l̃. Using [(s0, x̃0), (s1, x̃1), ..., (sm, x̃m)],
[(s0, ỹ0), (s1, ỹ1), ..., (sm, ỹm)] and [(s0, z̃0), (s1, z̃1), ..., (sm, z̃m)], we build arc
length parameterized cubic B-spline curves using the FDA package.

2.2 Partial Curve Matching

We use the method described by Femiani et al [6] for partial curve matching.
Partial matching is comparing a curve (test curve) with a region of a longer
curve (representative curve). We use tangent angles for comparing two curve
segments because they are an invariant property that capture the shape of a
curve (curvature, which is the derivative of the tangent angle with respect to arc
length, can also be used for comparison).
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We choose a value δ of arc length small enough to capture the curve details.
Let ĉ and c be the total arc lengths of the (longer) representative curve and the
test curve, respectively. We divide the longer curve at p =

⌊
ĉ
δ

⌋
points and the test

curve at q =
⌊
c
δ

⌋
points at equal arc length (δ) intervals. We label the p+1 and

q+1 points (including the starting points) on the two curves as {ĉ1, ĉ2, ..., ĉp+1}
and {c1, c2, ..., cq+1}, respectively and precompute the unit tangent vectors for
the two curves at these sets of points. The x, y and z tangent vectors at arc
length s is given by,

〈
Tx(s), Ty(s), Tz(s)

〉
=

〈
x′(s)
|r′(s)| ,

y′(s)
|r′(s)| ,

z′(s)
|r′(s)|

〉
(5)

where |r′(s)| is given by,

|r′(s)| =
√
(x′(s))2 + (y′(s))2 + (z′(s))2 . (6)

x′(s), y′(s) and z′(s) used in the above equations can be computed using the
FDA package [3,4].

Since c < ĉ, p ≥ q and there are p− q + 1 spans of q + 1 points in the longer
curve. The test curve is compared with every span of the p− q+1 spans of q+1
points of the representative curve and the total sum of squares of the differences
in the tangent vectors for every comparison is calculated.

argmin
j

∑q+1
i=1 ((Tx(ci)−Tx(ĉj+i−1))

2+(Ty(ci)−Ty(ĉj+i−1))
2+(Tz(ci)−Tz(ĉj+i−1))

2),

where j ranges from 1 to p − q + 1, gives the index of the region of the
representative curves whose shapes match closest with those of the test curves.
The time complexity for the curve matching algorithm is O(pq).

3 Experimental Evaluation of Our Approach

3.1 Dataset Used

We evaluated our method on the accelerometer data collected at Cleveland State
University [1]. The data was collected on five normal subjects and two sub-
jects with post-stroke hemiparesis performing five activities. One of these activ-
ities (Reaching) was a traditional rehabilitation activity and the other four were
video games (BubblePop, Mr.Chef, Batting, Kung 2) played on either the Sony
Playstation2 or the Nintendo Wii platform. Two of the activities (Batting and
Reaching) involved particular kinds of limb motion while the other activities
were combinations of different movements but each activity was composed of
movements different from those of the others. Reaching activity involved reach-
ing to objects on a table and Batting activity consisted of a baseball swing.
BubblePop, Mr.Chef and Kung 2 activities were not as consistent and required
the player to respond to game play actions on the screen. In BubblePop, the
player had to pop all blue colored bubbles on the screen and in Kung 2, fig-
ures appearing in various areas of the screen had to be ‘punched’ out of the
way by the player. Mr.Chef involved the player performing many tasks such as
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grating cheese, salting fries, putting together orders and so on. The reader is
referred to the paper cited above for details of the activities. These activities
were performed repeatedly and intended for post-stroke rehabilitation. A 3-axis
accelerometer was attached to the dominant wrist for all the subjects.

3.2 Activity Recognition Using Our Approach

The activities performed were clearly separated by pauses as seen in the accel-
eration plots and hence it was easy to segment out the activity instances in the
signal streams. The acceleration norm signal was used for segmentation. We used
a sliding window approach (with a small window size) and disregarded sequences
whose linear regressions had slopes close to zero (i.e. sequences corresponding
to the pauses). In this way, we obtained the start and end points of the all the
activity instances.

A relatively long instance of an activity was chosen to build the representative
curves to ensure that any test curve belonging to an activity was always shorter
than the representative curve for that activity. The representative curves are
required to contain segments corresponding to all the movements belonging to
an activity. Separate segments containing different movements belonging to an
activity can simply be concatenated to form the representative curve for an ac-
tivity so that when compared with a test curve containing a particular movement
of the activity, the region of the representative curve containing that movement
is matched with it. Segmentation plays a very important role when curve match-
ing techniques are used. Segments to be treated as test curves should neither
be too short nor too long. Ideally, a segment should contain a few repetitions
of any of the movements contained in an activity. If a segment is too short, it
may not contain enough detail to recognize the activity. On the other hand, if
the segment is too long, it will be matched with nearly the entire length of the
representative curve and the patterns in the curve will not be aligned with their
counterparts in the representative curve. Some useful time series segmentation
approaches are discussed in the paper by Keogh et al [9].

Total arc-lengths of curves are indicative of the activities they contain. For
example, a curve built using a few seconds of ‘running’ activity will have greater
arc-length compared with a curve built using the same duration of ‘standing’ or
‘walking’ activity.

We chose subject-dependent learning since there was variability in the move-
ments performed by the different subjects in terms of acceleration magnitude
and movement plane.

Post-segmentation, the segments (of the 3-axis accelerations) containing the
instances of activities for building both representative and test curves are trans-
formed into arc-length parameterized cubic B-splines using the method described
in Section 2.1. Test curves belonging to a subject are then matched with the rep-
resentative curves of all the activities of that subject using the method described
in Section 2.2. A test curve is classified as belonging to that activity correspond-
ing to the comparison for which the total sum of squares of the differences in
the tangent vectors is minimum.
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3.3 Results

The test curves were labeled with activities with an overall accuracy of 88.46%.
The individual accuracies were 83.33%, 100%, 88.24%, 76.47% and 100% for the
activities BubblePop, Batting, Mr.Chef, Kung 2 and Reaching, respectively. The
individual accuracies for the seven subjects were 91.67%, 90%, 88.89%, 90.91%,
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Fig. 1. A test curve compared with the representative (rep) curve for ‘reaching’ activity
of subject 5. It is aligned with that region of the representative curve that has the
minimum total sum of squares of differences in the tangent vectors (134.25).
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Fig. 2. The same test curve (as in fig 1) compared with the representative (rep) curve
for ‘batting’ activity of subject 5. It is aligned with that region of the representative
curve that has the minimum total sum of squares of differences in the tangent vectors
(324.23).
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Fig. 3. A Test curve of activity ‘drink while standing’ matched with its representative
curve, both belonging to the ‘OPPORTUNITY Activity Recognition Dataset’[10,11].
‘Roll’ and ‘pitch’ time series data were used for the curve shape comparison.

92.31%, 72.72% and 91.67%, the last two being the accuracies for the subjects
with post-stroke hemiparesis.

Batting and Reaching activities were classified with 100% accuracy. This is
probably because these two activities were each composed of a single kind of mo-
tion and were consistent across trials whereas the other activities (BubblePop,
Kung 2 and Mr.Chef) were each composed of different kinds of movements. It
is non-trivial to get better recognition rates for activities like BubblePop and
Kung 2 having high inter-and intra-trial variability. However, better accuracies
can be obtained if we treat defined component tasks of activities, such as grating
cheese and shaking milkshakes in Mr.Chef, as individual activities. The accura-
cies obtained for the individual subjects are also indicative of how consistently
each subject performed the various activities.

Figures 1 and 2 show an example test curve belonging to subject 5 and con-
taining ‘reaching’ activity and its comparison with the representative curves of
‘reaching’ and ‘batting’ activities of the same subject, respectively. The total sum
of squares of the differences in the tangent vectors is also mentioned in each case.

Figure 3 shows our approach used on an activity instance belonging to the
‘OPPORTUNITY Activity Recognition Dataset’ [10,11]. Twenty repetitions of
‘drink while standing’ activity was performed by each subject during the drill
run. We randomly chose 15 instances of the activity performed by a subject to
form the representative curves and the remaining 5 instances were used to form
the test curves. Since the data was collected using inertial sensors, we chose to
use the ‘roll’ and ‘pitch’ time series signals for matching curve shapes.
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4 Conclusion and Future Work

We have implemented a new method for Human Activity Recognition with ac-
celerometers or inertial sensors using matching of curve shapes. The method
exploits the fact that simple motion activities exhibit characteristic patterns in
their sensor data plots.

In order to use our method on periodic activities with higher acceleration
magnitudes, such as walking or running, preprocessing of the time series data
may be required such as applying signal processing algorithms to reduce noise or
remove spikes in the accelerometer signals. The method described in this paper
can be used, in general, to perform partial curve matching on any time series
signals, including Electrocardiogram (ECG) and handwriting data.

We are currently looking at FDA techniques to derive qualitative information
from the time series data such as the correctness of an activity performed so
that we can provide the subjects with feedback on their performance.

We are also interested in combining outputs from multiple body-worn sensors.
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Abstract. Microblogging currently becomes a popular communication way and 
detecting sentiments of microblogs has received more and more attention in recent 
years. In this paper, we propose a new approach to detect the sentiments of Chinese 
microblogs using layered features. Three layered structures in representing syn-
onyms and highly-related words are employed as extracted features of microblogs. 
In the first layer, “extremely close” synonyms and highly-related words are aggre-
gated into one set while in the second and the third layer, “very close” and “close” 
synonyms and highly-related words are aggregated respectively. Then in every 
layer, we construct a binary vector as a feature. Every dimension of a feature indi-
cates whether there are some words in the microblog falling into that aggregated 
set. These three features provide perspectives from micro to macro. Three classifi-
ers are respectively built from these three features for final prediction. Experiments 
demonstrate the effectiveness of our approach. 

Keywords: Layered Features, Sentiment Analysis, Microblogs. 

1 Introduction 

As a social communication tool, microblogging is very popular among Internet users. 
More and more people post their opinions towards products or political views. Therefore 
sentiment analysis of microblogs can help social studies or marketing, and becomes a 
quite hot topic. The features used in microblogs sentiment analysis are of great impact to 
the classifying performance. 

Mohammad et al. [1] implemented a number of features including Ngrams, charac-
ters in upper case, lexicons, POS (Part-of-Speech) tags, hashtags, punctuations, emoti-
cons, negations and so on. They concluded that sentiment lexicon features along with 
Ngrams features led to the most gain in performance. Pak and Paroubek [2] analyzed 
the distribution of words frequencies in positive, negative and neutral sets. They con-
cluded that POS tags are strong indicators therefore they use Ngrams and POS tags as 
features. In the work of Huang et al. [3], using sentiment words, POS tags, punctuations, 
adversative words, and emoticons as features achieved their best results. However,  
extracting these features needs a lot of computational and linguistic work. 
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Unigrams are widely used for simplicity and excellent performance. In the experi-
ments of Pang et al. [4], using an SVM trained on Unigrams achieved the best result. 
Read [5], Bora [6], Purver and Battersby [7] also adopted Unigrams as features. Go et al. 
[8] concluded that Unigrams are simple but useful while only using Bigrams as features 
will cause sparseness of the feature space. However, even for Unigrams, sparseness is 
very severe. Due to the large quantity of Unigrams in the corpus, one word will easily 
drown in the sea of Unigrams and its characteristic cannot be well detected. Saif et al. [9] 
used semantic feature set and sentiment-topic feature set to alleviate the sparseness. 

By analyzing thousands of Chinese microblogs, we find that many synonyms and 
highly-related words exist among microblogs. The meanings of these synonyms are 
quite close and the highly-related words usually appear in the same topics. Therefore 
synonyms and highly-related words can be regarded as the same when detecting sen-
timents. 

In this paper, we propose a novel approach based on the observations above. We con-
struct three layered features by aggregating synonyms and highly-related words.  
These three layered features provide perspectives in different levels, from micro to ma-
cro. By combining them we get a more complete perspective and achieve our best results. 
For comparison, we also conduct experimental comparison with other methods. Unlike 
[9], our method can be applied on any corpus even though they do not contain series of 
product entities and topics. 

The rest of this paper is organized as follows. In section 2, we introduce feature ex-
traction. The voting method is described in section 3. Section 4 shows the experimen-
tal results and discussion. Finally we conclude this paper in section 5. 

2 Feature Extraction 

2.1 Preprocessing 

Before extracting features, we firstly split words using the tool ICTCLAS1 because 
there is no space between Chinese words. URLs, hashtags, emoticons, users’ names 
(with a character “@” before names), stop-words and words that appear less than 3 
times in the training set are removed. 

2.2 Synonyms and Highly-Related Words 

Synonyms. Synonyms are words expressing the same or similar meanings, like 高兴
(happy) and 开心(joyful). According to how “close” the meanings of synonymous 
words are, synonyms are grouped into three levels respectively. The structure is from 
fine to coarse. 

Highly-Related Words. Highly-related words are words that their meanings are dif-
ferent but the meanings are highly-related. For example, 棉农(cotton grower) and 茶

                                                           
1 http://www.ictclas.org/ 
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农(tea grower) means different but they are both plant growers. According to how 
“close” the relationships of highly-related words are, they are grouped into three le-
vels respectively. The structure is from fine to coarse.  

We use the HIT IR-Lab Tongyici Cilin2 to find highly-related words and synonyms 
in Chinese. Other dictionary like SentiWordNet3, or formulas like PMI can also be 
used to find synonyms or highly-related words in different languages. Examples of 
synonyms and highly-related words are shown in Table 1. 

Table 1. Examples of Synonyms and Highly-related Words 

Notation 
(How close 

they are) 
Examples of Synonyms Examples of Highly-related Words 

 
(Extremely 

close) 

1. 忧愁(worry), 犯愁 (worry); 
1. 侨胞(countryman residing abroad),  
港胞(countryman residing Hong Kong); 

2. 忧闷(depressed), 忧郁(gloomy); 
2. 爱国同胞(patriotic fellow-countryman),  
爱国者(patriot); 

3. 烦闷(anguish), 烦乱(upset); 3. 非洲人(African), 亚洲人(Asian); 
4. 委屈(grievance), 憋屈(grievance); 4. 意大利人(Italian), 美国人(American); 

 
(very close) 

1.忧愁(worry), 犯愁(worry), 忧闷
(depressed), 忧郁(gloomy); 

1. 侨胞(countryman residing abroad), 港胞
(countryman residing Hong Kong), 爱国同胞
(patriotic fellow-countryman), 爱国者(patriot); 

2.烦闷(anguish), 烦乱(upset), 委屈
(grievance), 憋屈(grievance); 

2. 非洲人(African), 亚洲人(Asian),  
意大利人(Italian), 美国人 (American); 

 
(close) 

忧愁(worry), 犯愁(worry), 忧闷
(depressed), 忧郁(gloomy), 烦闷(anguish), 
烦乱(upset), 委屈(grievance), 憋屈
(grievance); 

侨胞(countryman residing abroad), 港胞
(countryman residing Hong Kong), 爱国同胞
(patriotic fellow-countryman), 爱国者(patriot), 非
洲人(African), 亚洲人(Asian), 意大利人(Italian), 
美国人(American); 

2.3 Reduction of Feature Dimension 

Words in microblogs are of large quantity which leading to the sparseness of vector 
space of Unigrams. Compressing feature dimensions using synonyms and highly-
related words will relieve this dilemma. In our method, a word and all of its synonyms 
and its highly-related words are all expressed in only one feature dimension. For ex-
ample, the word 火星(Mars), 荧惑(Mars), and 土星(Saturn) are all represented by 
one feature dimension, 荧惑(Mars) is synonymous word to 火星(Mars) while 土星
(Saturn) is highly-related word to 火星(Mars). Also, the synonymous words and 
highly-related words of 荧惑(Mars) and 土星(Saturn) are included. That is, the 
words in one feature dimension consist of a closure set. We define the calculation for 
finding the synonyms and highly-related words of a word iw  and of a word set W in 

equation (1-3). And the algorithm for calculating a closure word set closureW for a word 

iw , and for finding the set of all the word sets A  is shown in Algorithm 1. 

After all the words are split into disjoint closure sets, we use the results to construct 
features. Each dimension of our feature vector represents whether there are some 

                                                           
2 http://www.datatang.com/data/42306/ 
3 http://sentiwordnet.isti.cnr.it/download.php 
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words contained in the microblog falling into that set. As shown in Fig. 1, the feature 
vector is a binary vector and the dimension of the vector equals to the number of sets. 

i iS w Synonyms of w( ) = { } , i iH w Highly-realted words of w( ) = { }      (1) 

i i if w S w H w( ) = ( ) ( )                      (2) 

1 2 3
1

n

i n
i

f W f w , W w ,w ,w ,...,w
=

( ) = ( ) = { }                (3) 

Algorithm 1. Calculating Closure Word Sets 

Calculate_Closure (word iw ){ 

{ }closure iW w= ; { }new iW w= ; 

While ( newW ≠ ∅ ){ 

new closure closureW f W W= ( ) − ; 

closure closure newW W W=  ; 

}  

Return closureW ;  

} 

Split_Words_into_Disjoint_Sets (corpus m ){ 

1 2 kM m ,m ,...,m words in m={ } ={ } ;  
= ∅A ; 

While ( M ≠ ∅ ){ 

0C Calculate_Closure m= ( ) , 0m M∈ ; 
M M C= − ; 

C= { }A A ; 
} 
Return A ; 

} 

 
 

Fig. 1. Description of One Feature Vector Fig. 2. Structure of the Layered Word Sets 

2.4 Layered Feature 

There are three layers of compressed features in our approach. The difference be-
tween these three layers is how “close” the meanings of synonymous words or how 
“close” the relationships of related words in one feature dimension. We group words 
that are “extremely close”, ”very close”, “close” respectively and denote one aggre-
gated set as α , β , γ respectively. 

Note that one γ  consists of many β and one β consists of many α . The aggrega-

tion is the most precise in the first layer while the aggregation is the least precise in the 
third layer, satisfying the inequality (4). The structure of the layered word sets is shown 
in Fig. 2. In every layer, words are split into disjoint sets. We construct a feature use the 
method shown in section 2.3 for every layer. These features provide perspectives from 

0 1 1 0 … 1 0 

 

Split words into disjoint 
sets 

A feature vector represents one microblog 

A set of synonyms 

and highly-related words 

If this microblog 

contains an ele-
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closure set, value 

=1; Otherwise, 
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micro to macro. Therefore combing all of them, we get a more complete view of the 
Microblogs and it can provide more information than one single layer. 

α αi αj β β i βj γ γi γjmax distance w ,w max distance w ,w max distance w ,w{ ( )} { ( )} { ( )}   (4) 

3 Voting SVM Classifiers 

Previous research [4] has shown that SVM performs excellently for sentiment analysis. 
Therefore we employ SVM classifier in our approach. Once we construct the three 
layered features, three SVM classifiers are built from each layer of features respectively. 
To combine the three classifiers, voting strategy is used. We consider that the features of 
the three layers are equally important, so we set the weights of these three classifiers to 
be equal when voting. The final classified result will be the majority predicted label [10]. 
The strategy of the classification is shown in Algorithm 2. 

Algorithm 2. The Strategy of the Classification Table 2. Component of the Cilin 

Voting(microblog m){ 
Classifier iC is trained from features in layer i

1 3i( ≤ ≤ ) ; 

0votingResult = ; 

for 1 3i ;i ;i( = ≤ + +)  

{if (Ci predicts the m is positive) votingResult + + ;}

if 2votingResult( ≥ ) return positive; 

else return negative; 

} 

 
Number of 
word sets 

In the 1st layer 13440 

In the 2nd layer 3880 

In the 3rd layer 1423 

In the 4th layer 95 

In the 5th layer 12 
 

4 Experiments and Result Analysis 

To reveal the effectiveness of our approach, in this section we carry out a series of 
experiments on two datasets and compare our results with other well-known ap-
proaches. All the data used in this paper comes from Xinlang Weibo4, a large Twitter-
like Chinese microblogging website. 

4.1 Dictionary and Datasets 

HIT IR-Lab Tongyici Cilin. We use the cilin to extract layered synonyms and high-
ly-related words. In the cilin, there are five layers. We only make use of the first three 
layers because the last two layers are too coarse which will cause over-aggregation of 
words, shown in Table 2. 

MoodLens Dataset [11]. There are four categories of sentiments: angry, disgusted, 
joyful and sad in this dataset. In our experiments, we take joyful as positive sentiment 
                                                           
4 http://www.weibo.com 
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and the other three emotions as negative sentiments. We randomly select 5000 posi-
tive microblogs and 5000 negative microblogs from this dataset. 

NLP&CC2013 Dataset5. Eight categories of sentiments serve as the labels. We take 
angry, disgusted, afraid and sad as negative sentiments and take happiness and like as 
positive sentiments. We use 965 positive microblogs and 965 negative microblogs. 

4.2 Experimental Results 

In the experiments, we compare our proposed approach with methods using Uni-
grams, Bigrams, Unigrams + POS tags, Bigrams + POS tags as features respectively. 
We also compare with lexicon method and the method proposed in [2]. In lexicon 
method, a microblogs will be labeled according to the number (the first deciding fac-
tor) and the strength (the second deciding factor) of the positive and negative words, 
using Dalian Ligong lexicon6. In [2], Bigrams and POS tags are used as the features 
with salience-feature-selection, and Naïve Bayes classifier is trained for classification. 
The performances of three classifiers that built from features of different layers are 
also examined respectively. In all experiments, 5-fold cross validation is conducted. 
And we use the criterion (5-7) to evaluate our system. Experimental results (%) on 
both datasets are shown in Table 3 & 4, respectively.  

emotion i

system_correct emotion i
Precision =

system_proposed emotion i=
# ( = )

# ( = )
 { }i Pos, Neg∈         (5) 

emotion i

system_correct emotion i
Recall

manually_label emotion i=
# ( = )=
# ( = )

 { }i Pos, Neg∈           (6) 

2 Precision Recall
F measure

Precision Recall

∗ ∗− =
+

                     (7) 

Table 3. Results on MoodLens Dataset 

Method 
Positive Negative 

Precision Recall F-measure Precision Recall F-measure 

Unigrams 60.44 62.18 61.30 61.06 59.30 60.17 

Bigrams 59.24 51.08 54.86 57.00 64.85 60.68 

Unigrams + POS tags 60.32 61.87 61.09 60.86 59.30 60.07 

Bigrams + POS tags 60.24 53.23 56.52 58.11 64.87 61.30 

Lexicon Method 54.66 44.96 49.34 53.26 62.71 57.60 

Method of [2] 59.62 51.90 55.49 57.41 64.85 60.91 

The 1st layered classifier 61.73 61.67 61.70 61.71 61.77 61.74 

The 2nd layered classifier 61.62 62.38 62.00 61.91 61.15 61.53 

The 3rd layered classifier 59.72 61.87 60.78 60.45 58.27 59.34 

Combination of three layered classifier 62.94 62.49 62.71 62.76 63.21 62.98 

                                                           
5 http://tcci.ccf.org.cn/conference/2013/ 
6 http://ir.dlut.edu.cn/EmotionOntologyDownload.aspx 
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Table 4. Results on NLP&CC2013 Dataset 

Method 
Positive Negative 

Precision Recall F-measure Precision Recall F-measure 

Unigrams 74.16 72.93 73.54 73.37 74.59 73.98 

Bigrams 65.54 53.59 58.97 60.75 71.82 65.82 

Unigrams + POS tags 71.88 71.38 71.63 71.58 72.08 71.83 

Bigrams + POS tags 62.84 61.05 61.93 62.13 63.90 63.00 

Lexicon Method 59.69 57.64 58.65 59.05 61.07 60.04 

Method of [2] 60.17 73.55 66.19 65.99 51.31 57.73 

The 1st layered classifier 74.59 74.59 74.59 74.59 74.59 74.59 

The 2nd layered classifier 73.86 71.82 72.83 72.58 74.58 73.57 

The 3rd layered classifier 69.01 65.19 67.05 67.02 70.73 68.82 

Combination of three layered classifier 75.56 75.14 75.35 75.28 75.70 75.49 

 
From Table 3 & 4, we can find that on both datasets, our proposed method combining 
three layered classifiers achieves the best F-measure on both positive and negative 
sentiments. The classifier of the first layer also largely outperforms other comparison 
methods. It indicates that aggregating synonyms and highly-related words in the mi-
croblogs is a feasible approach for sentiment analysis. The results also reveal that the 
final combined classifier outperforms all the single classifiers. This may due to fea-
tures in different layers provide different perspectives, from “micro” to “macro”. 
Through voting, all the information gets together and improves the performance. 

Observations of the classifying results indicate that layered features can handle 
sparseness more effectively. Examples like the microblog 他真令我们伤悲  (he 
makes us so sad) containing the word 伤悲 (sad) is predicted right in our approach 
but it is predicted wrong when using other features. And in the case that replacing the 
word 伤悲 (sad) with 悲伤 (sad), all the approaches predict right. The reason is, 
generally people use the word 悲伤 (sad) to express sad mood and the word 伤悲 
(sad) is rarely used. However, these two words are grouped into one feature dimen-
sion when using layered feature. Therefore, layered features will make better use of 
rare words. 

4.3 Further Discussion 

Why Keep the Classifier of the Third Layer as One of the Voters? As shown in 
Table 3&4, the classifier of the third layer doesn’t perform as well as the classifiers of 
the first and the second layers. However, we still keep this classifier. Because words 
not strongly related can have similarities, and the third layer provides a “macro” pers-
pective to express similarities of the words. Meanwhile, the third layer provides the 
least sparse feature space. 

Why not Combine the Three Layered Features as a Single Feature Vector? We 
have tested and the performance is not better than the voting method. Using a single 
feature vector will increase the dimensions of the feature space. And the second and 
the third layer will have less effects because their feature dimensions are less than the 
first layer. 
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5 Conclusions 

In this paper, we propose a novel approach based on layered features. In this method, 
we assume that synonyms and highly-related words play equal roles in sentiment 
analysis and can be regarded as the same. Based on this assumption, three layered 
features are constructed by grouping synonyms and highly-related words. The differ-
ence among features of the three layers is how close the meanings or the relationships 
of the words are. And three classifiers are trained from features of different layers 
respectively. The final results will be a major vote comes from the three classifiers. In 
the comparison experiments, our approach achieves the best results. 

Acknowledgement. This work was supported by the National Natural Science Foun-
dation of China (Grant No. 61375053 and No. 60873134). We thank professor Liqing 
Zhang greatly for his valuable comments and suggestions. 

References 

1. Mohammad, S.M., Kiritchenko, S., Zhu, X.D.: NRC-Canada: Building the State-of-the-Art 
in Sentiment Analysis of Tweets. In: 7th International Workshop on Semantic Evaluation, 
pp. 321–327 (2013) 

2. Pak, A., Paroubek, P.: Twitter as a Corpus for Sentiment Analysis and Opinion Mining.  
In: Proceedings of the International Conference on Language Resources and Evaluation, 
pp. 1320–1326 (2010) 

3. Huang, S., You, J.P., Zhang, H.X., Zhou, W.: Sentiment Analysis of Chinese Micro-blog 
Using Semantic Sentiment Space Model. In: 2nd IEEE International Conference on Com-
puter Science and Network Technology, pp. 1443–1447 (2012) 

4. Pang, B., Lee, L., Vaithyanathan, S.: Thumbs up? Sentiment Classification using Machine 
Learning Techniques. In: Proceedings of the ACL 2002 Conference on Empirical Methods 
in Natural Language Processing, vol. 10, pp. 79–86 (2002) 

5. Read, J.: Using Emoticons to Reduce Dependency in Machine Learning Techniques  
for Sentiment Classification. In: Proceedings of the ACL Student Research Workshop,  
pp. 43–48 (2005) 

6. Bora, N.N.: Summarizing Public Opinions in Tweets. International Journal of Computa-
tional Intelligence and Applications, 41–55 (2012) 

7. Purver, M., Battersby, S.: Experimenting with Distant Supervision for Emotion Classifica-
tion. In: Proceedings of the 13th Conference of the European Chapter of the ACL,  
pp. 482–491 (2012) 

8. Go, A., Bhayani, R., Huang, L.: Twitter Sentiment Classification Using Distant Supervi-
sion. CS224N Project Report, pp. 1-12. Stanford University (2009) 

9. Saif, H., He, Y., Alani, H.: Alleviating Data Sparsity for Twitter Sentiment Analysis. In: 
2nd Workshop of CEUR, pp. 2–9 (2012) 

10. Tsutsumi, K., Shimada, K., Endo, T.: Movie Review Classification Based on a Multiple 
Classifier. In: The 21th PACLIC, pp. 481–488 (2007) 

11. Zhao, J., Dong, L., Wu, J., Xu, K.: MoodLens: an Emoticon-Based Sentiment Analysis 
System for Chinese Tweets in Weibo. In: Proceedings of the 18th ACM SIGKDD Interna-
tional Conference on Knowledge Discovery and Data Mining, pp. 1528–1521 (2012) 



Feature Group Weighting and Topological Biclustering

Tugdual Sarazin1,2, Mustapha Lebbah1, Hanane Azzag1, and Amine Chaibi1

1 Paris 13 University, Sorbonne Paris City - CNRS
LIPN-UMR 7030

99, av. J-B Clement - 93430, Villetaneuse
{firstname.secondname}@lipn.univ-paris13.fr

2 ALTIC
25 rue Bergre, 75009 Paris

tugdual.sarazin@altic.org

Abstract. This paper proposes a new method to weight feature groups for biclus-
tering. In this method, the observations and features are divided into biclusters,
based on their characteristics. The weights are introduced to the biclustering pro-
cess to simultaneously identify the relevance of feature groups in each bicluster.
A new biclustering algorithm wBiTM (Weighted Biclustering Topological Map)
is proposed. The new method is an extension to self-organizing map algorithm
by adding the weight parameter and a new prototype for bicluster. Experimental
results on synthetic data show the properties of the weights in wBiTM.

1 Introduction

Biclustering has become popular not only in the field of biological data analysis but
also in other applications such as partitioning model [1], bayesian biclustering [2], ex-
haustive enumeration [3], self-organizing [4]. Similarly to clustering, biclustering is an
unsupervised method for detecting meaningful structure in data. Recently, the dimen-
sionality of the data involved in machine learning and data mining tasks has increased
explosively. Data with extremely high dimensionality has presented serious challenges
to existing learning methods [5]. In this paper, we propose a new approach of feature
group weighting based on biclustering and topological maps model (wBiTM : Weighted
Biclustering using Topological Map). Our model assigns for each feature group a new
weighting parameter. The main difference between our approach and existing methods
is that the weight is not associated to a single feature, but to feature groups.

The remaining of this paper is organized as follows, we briefly review the bicluster-
ing and feature weighting methods in section 2. We present the model and the associ-
ated algorithm in section 3. Section 4 is devoted to the methodology and experimental
results. Finally, we draw some conclusions and outline future works in section 5.

2 Related Works

Biclustering methods have become an apparent need in many applications. These meth-
ods seeks to find simultaneously sub-matrices or blocks, that represent clusters of rows
and clusters of columns. The term biclustering was first used by Cheng and Church
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[6] in gene expression data analysis. Terms such as co-clustering, bidimensional clus-
tering and subspace clustering, among others, are often used in the literature to refer
to the same problem formulation. In the direct clustering approach (Block Clustering)
[1], the data matrix is divided into several sub-matrices corresponding to blocks. The
division of a block depends on the variance of its values. Indeed, more the variance is
low, more the block is constant. Furthermore, author proposes two other algorithms:
the first one ”One-Way Splitting” is based on clustering the observations with features
that have an intra-class variance greater than a given threshold in order to split the as-
sociated class. The second named ”Two-Way Splitting” divides successively rows and
columns, and compute for each iteration a large number of variance. Croeuc algorithm
[7] seeks simultaneously a row and a column partition. The obtained blocks centers
constitute a small matrix with a summary of the data. Coupled two-way clustering [8]
defines a generic scheme for transforming a one-dimensional clustering algorithm into
a biclustering algorithm. The algorithm relies on having a one-dimensional (standard)
clustering algorithm that can discover significant clusters. Given such an algorithm, the
coupled two-way clustering procedure will recursively apply the one-dimensional algo-
rithm to sub-matrices, aiming to find subsets of observations giving rise to significant
clusters of features and subsets of features giving rise to significant observations clus-
ters. There are some other biclustering methods based on self-organizing maps (SOM)
such as DCC (Double Conjugated Clustering) [9] and KDISJ (Kohonen for Disjonctive
Table) [10]. The drawback of DCC method is the use of two maps (map of observations
and map of features). These maps are built independently with the same size. Concern-
ing KDISJ, it is only dedicated to categorical data.

Feature weighting/selection methods have been used somewhat successfully to im-
prove cluster quality [11]. These algorithms find a subset of dimensions on which
to perform clustering by removing irrelevant and redundant dimensions [12]. Feature
weighting, on the other hand, is thought of as a generalization of feature selection [5].
In feature selection, a feature is assigned a binary weight, where 1 means the feature
is selected and 0 otherwise. However, feature weighting, assigns weights to different
features to indicate if a feature is most important than another. Feature weighting out-
perform traditional feature selection approaches because it adds a relevance feature
score [13] instead of simply select feature. Feature weighting could be, also, reduced
to feature selection if a threshold is set to select features based on their weights. Many
subspace clustering algorithms have been proposed to handle high-dimensional data,
aiming at finding clusters from subspaces of data, instead of the entire data space. Au-
thors of [14] propose a feature group weighting method for subspace clustering of high-
dimensional data. In this method, the features of high-dimensional data are divided into
feature groups using two types of weights during a clustering process to simultaneously
identify the importance of feature groups and observation features in each cluster. A
new optimization model is given to define the optimization process and a new cluster-
ing algorithm based on k-means [15] is proposed to optimize the optimization model.
This approach is an extension to k-means by adding two additional steps to automati-
cally calculate the two types of subspace weights. In this work, we introduce a new ap-
proach that allows to organize a data matrix into homogeneous biclusters by considering
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simultaneously the set of rows and the set of columns and learns during the topological
biclustering process a new parameter to identify the importance of feature groups.

3 Biclustering and Feature Group Weighting

Throughout the paper, we denote a matrix by bold capital letters such as G. Vectors
are denoted by small boldface letters such as g and matrix and vector elements are rep-
resented respectively by small letters such as gji . As traditional self-organizing maps,
which is increasingly used as tools for clustering and visualization, wBiTM consists
of a discrete set of cells C called map with K cells. This map has a discrete topology
defined as an undirected graph, it is usually a regular grid in 2 dimensions. For each
pair of cells (c,r) on the map, the distance δ(c, r) is defined as the length of the shortest
chain linking cells r and c on the grid. For each cell c, this distance defines a neighbor
cell. Let �d be the euclidean data space and D the matrix of data, where each observa-
tion xi = (x1

i , x
2
i , ..., x

j
i , .., x

d
i ) is a vector in D ⊂ �d. The set of rows (observations)

is denoted by I = {1, ..., N}. Similarly, the set of columns (features) is denoted by
J = {1, ...., d}. We are interested in simultaneously clustering observation I into K
clusters {P1, P2, ..., Pk, .., PK}, where Pk = {xi, φz(xi) = k} and features J into L
clusters {Q1, Q2, ..., Ql, .., QL} where Ql = {xj , φw(x

j) = l}. We denote by φz the
assignment function of row (observation) and φw the assignment function of column
(feature). The main purpose of wBiTM is to transform a data matrix D into a block
structure organized in a topological map. In wBiTM, each cell r ∈ C is associated with
a prototype gk = (g1k, g

2
k..., g

l
k, ..., g

L
k ), and weight vector πk = (π1

k, π
2
k..., π

l
k, ..., π

L
k )

where L < d and glk ∈ �. G = {g1, .....,gk} and Π = {π1, ....., πk} denotes respec-
tively the set of prototype and the weight vector. To facilitate formulation, we define
two binary matrices Z = [zki ] and W = [wl

j ] to save the assignment associated respec-
tively to observations and features:

zki =

{
1 if xi ∈ Pk,
0 else

wl
j =

{
1 if xj ∈ Ql

0 else

Without using the weight parameter, biclustering topological maps, proposes to min-
imize the following cost function:

RBiTM (W,Z,G) =

K∑

k=1

L∑

l=1

N∑

i=1

d∑

j=1

K∑

r=1

KT (δ(r, k))zki w
l
j(x

j
i − glr)

2

wBiTM extends the cost function with additional parameter π to control the feature
group weights at each iteration of the biclustering process. To cluster D into K and
L clusters in both observations and features, we propose the new following objective
function to optimize in the biclustering process of wBiTM:

RwBiTM (W,Z,G,Π) =
K∑

k=1

L∑

l=1

N∑

i=1

d∑

j=1

K∑

r=1

KT (δ(r, k))zki w
l
j(π

l
rx

j
i − glr)

2 (1)
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This cost function can be written as follows:

RwBiTM (W,Z,G,Π) =

K∑

k=1

L∑

l=1

∑

xj
i∈Bl

k

K∑

r=1

KT (δ(r, k))(πl
rx

j
i − glr)

2

We can detect the bicluster of data denoted by Bl
k = {xj

i |zki wl
j = 1}. Typically the

neighborhood function KT (δ) = K(δ/T ) is a positive function, which decreases as
the distance between two cells in the latent space C increases and where T controls
the width of the neighborhood function.Thus T is decreased between two values Tmax

and Tmin. In practice, we use the neighborhood function defined as KT (δ(c, r)) =

exp
(

−δ(c,r)
T

)
and T = Tmax(

Tmin

Tmax
)

t
tf−1 , where t is the current epoch and tf the

number of epoch.

The objective function (Eq. 1) can be locally minimized by iteratively solving the
following three minimization problems:

– Problem 1: Fix G = Ĝ, W = Ŵ and Π = Π̂, solve the reduced problem
RwBiTM (Ŵ,Z, Ĝ, Π̂) ;

– Problem 2: Fix G = Ĝ, Z = Ẑ and Π = Π̂, solve the reduced problem RwBiTM

(W, Ẑ, Ĝ, Π̂);
– Problem 3: Fix W = Ŵ, Z = Ẑ and Π = Π̂, solve the reduced problem
RwBiTM (Ŵ, Ẑ,G, Π̂);

– Problem 4: Fix W = Ŵ, Z = Ẑ and G = Ĝ, solve the reduced problem
RwBiTM (Ŵ, Ẑ, Ĝ,Π) ;

In order to reduce the computational time, we assign each observation and feature with-
out using neighborhood cell as the traditional topological map.
Problem 1 is solved by defining zki as:

zki =

{
1 if xi ∈ Pk, k = φz(xi)
0 else

Where each observation xi is assigned to the closest prototype gk using the assignment
function, defined as follows:

φz(xi) = argmin
c

d∑

j=1

L∑

l=1

wl
j(π

l
cx

j
i − glc)

2 (2)

Problem 2 is solved by defining wl
j as

wl
j =

{
1 if xj ∈ Ql, l = φw(x

j)
0 else

Where each feature xj is assigned to the closest prototype gl using the assignment
function, defined as follows:

φw(x
j) = argmin

l

N∑

i=1

K∑

k=1

zki (π
l
rx

j
i − glr)

2 (3)
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Problem 3 is resolved for the numerical features by :

glr =

∑K
k=1

∑N
i=1

∑d
j=1 KT (δ(k, r)zki w

l
jπ

l
rx

j
i∑K

k=1

∑N
i=1

∑d
j=1 KT (δ(k, r))zki w

l
j

This value is obtained by resolving the gradients ∂RwBiTM

∂gl
r

= 0

glr =

∑K
k=1 KT (δ(k, r))

∑N
i=1

∑d
j=1 z

k
i w

l
jπ

l
rx

j
i∑K

k=1 KT (δ(k, r))
∑N

i=1

∑d
j=1 z

k
i w

l
j

(4)

For the problem 4, the component πl
r of Π = (π1

r , π
2
r , ..., π

l
r , ..., π

d
r ) is computed as

follows:

πl
r =

N∑
i=1

d∑
j=1

KT (δ(r, φz(xi)))w
l
jx

j
ig

l
r

N∑
i=1

d∑
j=1

KT (δ(r, φz(xi)))wl
j(x

j
i )

2

(5)

This value is obtained by resolving the gradients ∂RwBiTM

∂πl
r

= 0. The main phases of
wBiTM algorithm are presented in Algorithm 1.

Algorithm 1. wBiTM Algorithm
1: Inputs:

– The data D, prototypes G (Initialization).
– tf : the maximum number of iterations.

2: Outputs: Assignment matrix Z,W. Prototypes G and Π

3: while t ≤ tf do
4: for all xi ∈ D do
5: Observation assignment phase: Each observation xi is assigned to the closest proto-

type gk using the assignment function, defined in equation 2
6: Features assignment phase: Each feature xj is assigned to the closest prototype gl

using the assignment function, defined in equation 3
7: Quantization phase: The prototype vectors are updated using following expression

defined in equation 4
8: Weighting phase: The weight vectors are updated using following expression defined

in equation 5
9: end for

10: Update T
{ T varies from Tmax until Tmin}

11: t++
12: end while
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4 Experiments

To investigate the performance of the wBiTM, we used datasets extracted from UCI
repository [16]. We also used in these experiments synthetic binary datasets 1. Table 1
lists public and synthetic dataset parameters (number of observations, number of fea-
tures, real class number and map size used in the learning phase). In order to compare
wBiTM with biclustering methods, we selected the following approaches: BiTM [17],
CTWC ([8]) and Croeuc [7]. Tables 2 and 3 present the experimental results. The size
of wBiTM maps and BiTM maps is chosen according to Kohonen heuristic. The num-
ber of feature groups (columns of the matrix D) is exactly the same for all approaches
wBiTM, BiTM, CTWC and Croeuc. However, in order to have the same number of
clusters (rows of the matrix D), we chose the same map size of wBiTM and BiTM. But
for CTWC and Croeuc approaches, we choose a proportional size of no-empty wBiTM
and BiTM cells. For example, in the case of the simulated 1 dataset, the size of wBiTM
map is identical to BiTM 4 × 4 = 16 map. The number of empty cells for wBiTM
and BiTM maps is equal to 4. Thus, the size of rows partition for CTWC and Croeuc
is equal to 16 − 4 = 12. Although we can choose better initialization, we selected a
random initialization with the same values for all approaches wBiTM, BiTM, CTWC
and Croeuc. We computed two criteria, purity and rand index [18]. We selected the best
performance obtained after 10 experiments.

Table 1. UCI datasets description

Datasets # Observations # Features Map size # Class
Isolet5 1559 617 12×12 26
Movement Libras 45 90 5× 5 15
Breast 699 10 7×7 2
Sonar Mines 208 60 6×6 2
Lung Cancer 32 56 4×4 2
Spectf 1 349 44 4×4 2
Cancer Wpbc Ret 198 33 6×6 2
Horse Colic 300 27 5×5 2
Heart 270 13 5×5 2
Glass 214 9 5×5 7
Simulated 1 2000 500 8×8 3
Simulated 2 2000 500 10×10 3
Simulated 3 2000 500 12×12 3
Simulated 4 2000 500 14×14 3

4.1 Performance Comparison between wBiTM and Biclustering Approaches

For purposes of comparisons with the other biclustering approaches, we have selected
three methods: Croeuc and BiTM, the third one is CTWC (Coupled Two-Way Cluster-
ing) [8]. The license software is provided by Pr. Assif Yitzhaky and Pr. Eytan Domany.
Detailed results are shown in table 2 and 3. Table 2 lists the purity index obtained
with wBiTM, BiTM, CTWC and Croeuc approaches. We observe that for all datasets,

1 These datasets are provided by Dr. Lazhar Labiod
https://sites.google.com/site/lazharlabiod/

https://sites.google.com/site/lazharlabiod/
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wBiTM, BiTM, CTWC and Croeuc provide equivalent results. Also, from table 2, we
can see in some datasets a large difference between wBiTM, BiTM, CTWC and Croeuc.
For example, the performances of isolet 5 dataset in table 2 for wBiTM, BiTM, CTWC
and Croeuc are respectively: 0.495, 0.316, 0.103 and 0.384. Observing purity index,
we conclude that the use of weight parameter in the learning process, does not affect
the biclustering. Table 3 lists the rand index obtained with wBiTM, BiTM, CTWC and
Croeuc approaches. We note a slight decrease of rand performance index. To our knowl-
edge, this is due to the limits of our approach, where we fix the map size and the feature
group size.

Table 2. Purity criteria obtained with wBiTM, BiTM, CTWC and Croeuc

Datasets wBiTM BiTM CTWC Croeuc
isolet5 0.495 0.316 0.103 0.384
Breast 0.971 0.978 0.655 0.968
Sonar Mines 0.727 0.769 0.548 0.680
Lung Cancer 0.821 0.734 0.718 0.775
Spectf 1 0.767 0.759 0.727 0.749
Cancer Wpbc Ret 0.772 0.787 0.762 0.762
Horse Colic 0.723 0.719 0.67 0.671
Heart 0.814 0.883 0.555 0.798
glass 0.575 0.618 0.523 0.590
Simulated 1 0.983 0.991 0.901 0.828
Simulated 2 0.901 0.881 0.902 0.891
Simulated 3 0.983 0.999 0.910 0.989
Simulated 4 0.901 0.881 0.891 0.913

Table 3. Rand criteria obtained with wBiTM, BiTM, CTWC and Croeuc

Datasets wBiTM BiTM CTWC Croeuc
isolet5 0.858 0.926 0.91 0.932
Breast 0.790 0.687 0.505 0.643
Sonar Mines 0.494 0.508 0.502 0.508
Lung Cancer 0.687 0.459 0.556 0.446
Spectf 1 0.416 0.418 0.513 0.446
Cancer Wpbc Ret 0.435 0.435 0.524 0.430
Horse Colic 0.47 0.472 0.463 0.459
Heart 0.615 0.56 0.498 0.534
glass 0.607 0.653 0.69 0.506
Simulated 1 0.928 0.930 0.910 0.492
Simulated 2 0.887 0.889 0.718 0.831
Simulated 3 0.882 0.875 0.682 0.721
Simulated 4 0.853 0.889 0.812 0.691

5 Conclusion et Perpectives

In this paper, we have proposed a new feature group weighting using biclustering topo-
logical maps approach. The main novelty of our model is the use of topological model
to organize the data matrix into homogeneous biclusters by considering simultaneously
rows and columns, and learning new parameter of feature group weighting. A series
of experiments are conducted to validate the proposed method. Experimental results
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demonstrate that our algorithm is promising and identify meaningful biclusters. Our al-
gorithm inherits all the classical visualization of topological maps and provides a new
visualizations to better data understanding. In future work, we will test and improve our
method on further real applications. Further investigation is necessary to understand the
relationship between weight feature group and feature group selection.
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Abstract. Majority vote is one of the most common methods for crowd-
sourced label aggregation to get higher-quality labels. In this paper, we
extend the work of Donmez et al. that estimates majority labels with a
small subset of crowdsourcing workers in order to reduce financial and
time costs. Our proposed method estimates the majority labels more ac-
curately by completing missing labels to approximate the whole crowds
even if some workers do not answer labels. Experimental results show
that the proposed method approximates crowds more accurately than
the method without label completion.

1 Introduction

Crowdsourcing is an idea to outsource human-intelligence tasks to a large group
of unspecified people via Internet. Since crowdsourcing enables us to process
a lot of tasks in a short time at low cost, it is used as a new tool for various
fields in computer science. There are several emergence of online crowd-labor
marketplaces such as Amazon’s Mechanical Turk.

Labeling is one of the most popular and important use of crowdsourcing in
computer science. An example is a task to request workers to judge whether a
person is smiling or not in a given image. Since crowdsourcing tasks are exe-
cuted by an unspecified number of workers, the quality of the obtained labels is
uneven depending on workers’ abilities or motivations. Majority vote is one of
the commonly used methods to aggregate workers’ labels to improve the label
quality; however, a large number of workers are required to achieve a certain
quality level, which results in large financial and time costs. Therefore, there are
several attempts to reduce the number of workers required to get higher-quality
labels by approximating whole crowds with a small number of workers. For ex-
ample, IEThresh [2] estimates the confidence interval of each worker’s majority
score (i.e. how often the worker belongs to the majority), and CrowdSense [3]
evaluates each worker’s majority score using the number of agreements to the
approximated label. Both algorithms actively decide which workers to assign
tasks based on the estimated majority scores. One of the major drawbacks of
these methods is that they cannot estimate the majority score of the workers to
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whom the requester did not assign tasks. Moreover, these method assume that
all of the requested workers return labels, which does not hold in practice.

In this paper, we propose a novel method for crowd approximation which
addresses the missing label problem. Our proposed method completes such un-
observed labels by using GroupLens method [6] which is a popular approach to
recommendation systems, and estimates majority scores of workers by using the
completed labels. Experiments show that the proposed method approximates
crowds more accurately than the method without label completion.

2 Crowd Approximation Problem

The problem setting we address in this paper follows [3]. Let m and n be the
number of workers and the number of items, respectively. In this paper, we
consider the binary labeling tasks (the label for each item is +1 or −1). We
now assume that items arrive sequentially, that is, an item arrives at each time
t = 1, . . . , n. At each time t = 1, . . . , n, the requester chooses which worker to
assign labeling task, and we denote the set of selected workers to be St. The size
of St should be much smaller than the total number of workers m because we
consider about approximating the majority label with small number of crowds.
The selected worker i ∈ St assigns a label yit ∈ {+1,−1} to item t (we will use
the notation t for time as well as the indices of items). The requester aggregates
the labels from selected workers. The goal of this problem is that the aggregated
label should be correspond to the majority label. We summarize the notations
and the problem setting for the following discussions.

Notation Description

m the number of workers
i the index for workers
n the number of items

Notation Description

t time, the index for items
St the set of selected workers
yit worker i’s label for item t

Problem setting� �

Input: m workers, n items
For each item t = 1, . . . , n,

1. The requester selects the set of workers St ⊂ {1, . . . ,m} whose labels
will be same to the majority label.

2. The selected worker i ∈ St assigns a label yit ∈ {+1,−1} to item t.
3. The requester aggregates the labels from selected workers.
4. Replace the majority label with the aggregated label gained in Step 3.

� �

The crowd approximation problem contains some kind of dilemma structure.
Since we consider about approximating the majority label by using small number
of workers, it is not efficient to select all workers equally, and the concentration
of selection on some workers is necessary. It means, however, that the requester
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cannot gain much information about other workers, which leads to the rise of
the risk that the requester does not select the workers whose labels is closer to
the majority labels. Therefore the requester should balance the two following
actions in a trade-off relationship: (1) exploration: Selecting the workers whose
information is not enough for the requesters, and (2) exploitation: Selecting the
workers whose label will be same to the majority label based on the information
so far The two existing methods (IEThresh, CrowdSense) balance the two actions
by different approaches.

3 Existing Methods

IEThresh [2] is originally proposed for active learning from multiple workers. It
first selects an item is from the pool of unlabeled items by using uncertainty
sampling [5], and then choose the workers whose labels are expected to be the
same as the majority label. This algorithm can be applied to our problem setting
by omitting the selection of items in the original IEThresh.

IEThresh selects the workers who have large upper bound of the confidence
interval on the majority score, and uses the majority vote of the selected workers
for crowd approximation. The upper bound of worker i is given as

Ui = mi + t
(ni−1)
α/2

si√
ni

, (1)

where mi is the sample mean of worker i’s reward (worker i’s majority score), si
is the unbiased variance of worker i’s reward, and ni is the sum of the number
of times where worker i is selected by the algorithm and the algorithm parame-

ter. t
(ni−1)
α/2 is the critical value of Student’s t-distribution with ni − 1 degrees of

freedom at α/2 confidence level. There are two reasons for selecting the work-
ers with large Uis. One reason is that the workers with large sample mean of
rewards are more likely to assign the label correspond to the majority label,
and the other reason is that the requester wants to gain the knowledge about
the workers with little information on the majority scores. The “fluctuation” of
the worker’s reward should be considered because the requester does not know
which workers have higher majority scores in the earlier stage of the algorithm.
The second term of Equation (1) is equivalent to the fluctuation. The requester
can avoid to overlook the workers with higher majority scores by considering
the fluctuation. As the algorithm processes, the fluctuation needs to decrease
because the requester gradually gain the information about which workers are
more likely to assign the labels same to the majority labels. The second term of
the right hand of equation (1) satisfies this condition.

One of the other methods for crowd approximation is CrowdSense [3]. The
requester considers the worker i’s majority score as Qi = (ait +K)/(cit + 2K),
where cit is the number of times worker i is selected, ait is the number of times
the label yit matches the approximating label, and K > 0 is the algorithm
parameter. In CrowdSense, the workers with larger Qis are selected; however,
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a worker is selected randomly in order to balance the two actions: exploitation
and exploration.

In IEThresh and CrowdSense, the majority scores of the selected workers are
computed, while those of the unselected workers are not updated. Moreover,
these methods assume that all the selected workers return labels. Since this
assumption does not necessarily holds in more practical settings, just applying
these methods is not sufficient for crowd approximation in real world.

4 Crowd Approximation with Label Completion

The existing methods do not update the majority score of the workers who is not
selected by the requester or is selected but does not return labels. However, it is
expected to improve the approximation of the majority labels if we can estimate
the majority levels of these workers and use them to decide which workers to
select. Jung et al. [4] used the probabilistic matrix factorization [7] to fill in
the missing labels, whose idea is also expected to be useful in our setting. At
each time step t, our proposed algorithm completes the missing labels by using
observed labels, and then computes each worker’s upper confidence bound of
the majority score based on the estimated labels, and decides which workers to
select.

4.1 Label Completion Method

As the label completion method, we employ GroupLens method [6], a widely-
used algorithm used for recommendation systems. We estimate missing labels by
assuming that the workers whose labeling tendency are similar to each other are
likely to assign the same labels. Suppose that m workers label N items. Let Ii
and Wt be the set of items labeled by worker i and the set of workers who labeled
item t, respectively. Denote by yit ∈ {+1,−1} the label that worker i assigned
to item t. Notice that yit is unknown if t /∈ Ii. The mean label of worker i is
given as ȳi =

1
|Ii|

∑
t∈Ii

yit. We set ȳi = 0 when |Ii| = 0. We define the similarity

between workers i and j as

rij =

∑
t∈Ii∩Ij

(yit − ȳi)(yjt − ȳj)
√∑

t∈Ii∩Ij
(yit − ȳi)2

√∑
t∈Ii∩Ij

(yjt − ȳj)2
.

Since each item is labeled by a limited number of workers, we estimate the
missing labels ŷit(t /∈ Ii) from the known labels yit(t ∈ Ii) using the worker
similarities by

ŷit = ȳi +

∑
j∈Wt

rij(yjt − ȳj)∑
j∈Wt

|rij | .
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4.2 Upper Confidence Bound

The crowd approximation problem is a variant of Multi-Armed Bandit Problem
(MAB), which is the problem of identifying the reward-optimal candidate (arm)
from a lot of arms of unknown properties. At each time, the player of MAB
chooses one arm and receive a reward. The goal of MAB is to maximize the
expected reward; however, since concentrating on arms whose current estimation
of expected rewards are large might cause a problem of missing potentially better
arms, we need to balance two actions, that are, exploration and exploitation. By
replacing the arms and the reward with workers and the consensus between the
majority label and the approximate label, respectively, the crowd approximation
problem is regarded as MAB.

IEThresh uses the confidence interval of the true reward to balance the two ac-
tions. However, we need to compute the critical value of Student’s t-distribution,
which cannot be computed common software and their computation is not so
fast. Our proposed method uses Upper Confidence Bound (UCB) [1] instead of
the confidence interval with t-distribution. The UCB of the expected reward in
selecting arm a at time t is computed like

UCB(a) = m(a) +

√
2 log t

n(a)
, (2)

where n(a) is the number of selecting the arm a, and m(a) is the sample mean of
rewards in selecting the arm a. In the earlier stage of the algorithm, we cannot
identify which arm has the largest expected reward, so we need to consider
the “fluctuation” of the reward, that is, how much the difference between the
sample mean reward and the true reward is. The second term of (2) coincide
with the fluctuation, and we can avoid the problem of ignoring the arms with
larger expected rewards by considering this. Moreover, we can identify which
arms have larger expected rewards as the algorithm proceeds, so the fluctuation
term needs to decrease as t becomes larger. The second term of (2) satisfies this
condition.

4.3 Proposed Algorithm

Our proposed algorithm computes the majority labels by processing the four
actions below at each time t = 1, . . . , n.

1. Completing missing labels
2. Compute UCBs on majority scores
3. Selecting the workers with larger UCBs
4. Aggregating labels within the selected workers

In the first step, we complete the missing labels from the labels observed so
far by GroupLens method. We can compute more accurately the majority scores
of those workers who were not assigned tasks or were assigned tasks but return
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labels. Notice that we do not complete missing labels at t = 1 because there are
no label information so far.

In the second step, we compute the UCB on each worker’s majority score.
For the computation of UCBs, we first compute the aggregated labels ỹs at
s = 1, . . . , t− 1 as follows:

ỹs =

⎧
⎪⎨

⎪⎩

+1 if
∑

i∈Ws
yis > 0

−1 if
∑

i∈Ws
yis < 0

x ∼ Rademacher otherwise,

where Ws is the set of workers who we identify that give labels to item s (which
we call observed worker set below). In short, we just take the majority vote
of the observed workers at t = s. Rademacher is the probability distribution
over {+1,−1} with P (X = +1) = P (X = −1) = 1/2. After computing the
aggregated labels, we compute the reward that worker i gained at t = s like

ri(s) =

{
1− 1

2 |yis − ỹs| if i ∈ Ws

1− 1
2 |ŷis − ỹs| if i /∈ Ws.

We give the observed workers reward 1 if they give the same label to the aggre-
gated label ỹs, and 0 otherwise. The rewards for the non-observed workers are
computed by regarding the estimated labels ŷs as observed labels. The larger the
reward is, the more likely to approximate the majority labels. We then define
worker i’s reward list as follows:

Ri = [

K︷ ︸︸ ︷
0, . . . , 0,

K︷ ︸︸ ︷
1, . . . , 1, ri(1), . . . , ri(t− 1)].

The reward list represents the worker’s reward history, and the worker is more
likely to belong the majority if the list has more numbers close to 1. The K zeros
and K ones at the head of the reward list play the role of avoiding zero-division
in computing UCBs. Finally, we compute worker i’s UCB on majority score like

UCBi = mi +

√
2 log t

2K + |Ii,t−1| , (3)

where mi is the mean of the elements of Ri, and Ii,t−1 is the set of items which
we identify that worker i give labels to until time t− 1 (which we call observed
item set).

In the third step, we define the set of workers who are likely to give majority
labels as

St = {j | UCBj ≥ ε ·max
i

UCBi}.
Note that ε controls the number of the selected workers. There are two reasons
for selecting workers with larger UCBs. One reason is that the workers who
we empirically know that belong to the majority are more likely to give the
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majority labels. Since the mi in the first term of the equation (3) is nearly equal
to the sample mean of the reward gained so far, the workers with larger empirical
reward are more likely to be selected. The other reason is gaining the information
about the majority levels for the workers about whom we have little knowledge.
If the number of worker i is selected is small, that is, |Ii,t−1| appearing in the
second term of the equation (3) is small, the whole second term becomes large
and worker i becomes more likely to be selected.

In the fourth step, we want to approximate the majority label with the aggre-
gated label from the workers selected in the previous step, while some workers
in St do not return labels. Hence we define the set of workers who return labels
at time t as Wt, and approximate the majority label with the majority label ỹt
in Wt as follows:

ỹt =

⎧
⎪⎨

⎪⎩

+1 if
∑

i∈Wt
yit > 0

−1 if
∑

i∈Wt
yit < 0

x ∼ Rademacher otherwise.

We update the set of observed item set until time t as

Ii,t = Ii,t−1 ∪ {t}.

Notice that we do not give label to item t if Wt = ∅.

5 Experiments

We show that our proposed method approximates the majority more accurately
than the method without label completion through experiments.

We used two datasets; one is the Recognizing Textual Entailment (RTE)
dataset [8], and the other is the MovieLens dataset. Since the original RTE
dataset is very sparse, we first chose the 40 most active workers who labeled
many items, and then chose 400 most popularly labeled items by them. Movie-
Lens is the data that each user (worker) gives 1–5 rating to each movie (item).
In our experiments, rating 1–2 are converted to label −1, and rating 3–5 are
converted to label +1. This data is also very sparse, so we chose 60 workers 300
items in a similar way to the RTE dataset.

We compared our proposed method and the method without label completion.
We used “Accuracy” as an evaluation criteria. The accuracy is defined as the
ratio of the number of items whose approximating label and the majority label
matched to the total number of labeled items (i.e. Wt �= ∅) las Accuracy =
#{t|Wt �=∅,ỹt=yLt}

#{t|Wt �=∅} . Lt is the set of workers who labeled item t and yLt is the

majority label in Lt. Lt has both the workers selected by the algorithm and the
workers not selected, so the observed worker set Wt is the subset of Lt.

By varying ε, we plotted use rates (x-axis, the ratio of the number of labels
used by the algorithm to the number of total available labels) and accuracies
(y-axis) in Fig. 1. Note that, in order to remove the effect of the order of item, we
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Fig. 1. Use rates and accuracies of each data set(Left: RTE, Right: MovieLens). The
red solid line is our proposed method and the blue dashed line is the method without
label completion. The dots on each line represent the use rate and accuracy at each ε.

changed the order of items 50 times in each ε and take the mean accuracy. The
result of RTE suggested that our proposed method approximated the majority
more accurately when we use the same number of labels, especially at higher use
rate. This suggestion also applied to the result of MovieLens. Moreover, it can
be said that we need less labels in approximating crowds with same accuracies.

6 Conclusions

We proposed the method for approximating the majority with small number
of crowds even in the presence of missing labels. Our proposed method enabled
estimating the majority scores of those workers who are not assigned a task to or
are assigned a task but did not return a label. Experimental evaluations showed
that our proposed method approximated the majority labels more accurately
than the method without label completion.
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Abstract. Multi-label classification is common in many domains such as
text categorization, automatic multimedia annotation and bioinformatics,
etc. Multi-label linear discriminant analysis (MLDA) is an available algo-
rithm for solving multi-label problems, which captures the global struc-
ture by employing the forceful classification ability of the classical linear
discriminant analysis. However, some latest studies prove that local ge-
ometric structure is crucial for classification. In this paper, we present a
new method called Multi-label Linear Discriminant Analysis with Local-
ity Consistency (MLDA-LC) which incorporates local structure into the
framework of MLDA. Specifically, we employ a graph regularized term to
preserve the local structure for multi-label data. In addition, an efficient
computing method is also presented to reduce the time and space cost of
computation. The experimental results on three benchmark multi-label
data sets demonstrate that our algorithm is feasible and effective.

Keywords: Multi-label Classification, Dimensionality Reduction, Lo-
cality Consistency.

1 Introduction

In traditional classification, each object belongs to only one category. However,
an object may have several labels in many practical cases of classification. For
example, a picture can be assigned to multiple labels such as face, person, and
entertainment, and a web page can be annotated with sports, basketball, and
Rockets. Such problems that multiple labels are related to a special sample are
known as multi-label classification problems. The labels in multi-label classifi-
cation are usually interrelated, while those in the traditional classification are
mutually exclusive. Multi-label classification is common in real-world, and has
attracted more and more attention recently [2,6].

In recent year, a new method called Multi-label Linear Discriminant Anal-
ysis (MLDA) has been proposed by extending the classical linear discriminant
analysis (LDA) [10]. LDA, a notable dimensionality reduction algorithm, works
well for traditional single-label classification problems, but can not handle these
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situations with multiple labels, since each data point in the multi-label data
sets may belong to several categories simultaneously [5]. MLDA makes use of
the forceful classification ability of the classical LDA and incorporates the label
correlations simultaneously. However, MLDA only captures the global structure
of data by simultaneously maximizing the class-wise between-class distance and
minimizing the class-wise within-class distance, while ignoring the local structure
that has lately been demonstrated to be crucial for classification [3,9]. In this
paper, we present a new Multi-label Linear Discriminant Analysis with Locality
Consistency (MLDA-LC) method to capture the global structure and the local
structure simultaneously. In addition, we present an efficient computing method
to reduce the cost of computation for high-dimensional data. The experimental
results on three multi-label data sets clarify that the new method is effective.

The following is the arrangement of this paper: Section 2 reviews the MLDA
method; Section 3 introduces the new method we proposed; the experiment
results on three multi-label data sets are shown and discussed in Section 4; the
last section summarizes this paper.

2 A Brief Review of MLDA

Let {Xi, Yi}ni=1 be a data set with multiple labels, where Xi ∈ R
d represents a

data point, and Yi ∈ {0, 1}K denotes the class vector of Xi. Yi{k} = 1 if Xi is
a member of the k-th class, and 0 else. MLDA finds a linear transformation G
that projects X into a lower dimensional space by GTX .

The class-wise between-class and class-wise within-class scatter matrices in
MLDA are formulated as:

Sb =
K∑

k=1

S
(k)
b , S

(k)
b =

n∑

i=1

Yik(μk − μ)(μk − μ)T , (1)

Sw =
K∑

k=1

S(k)
w , S(k)

w =
n∑

i=1

Yik(Xi − μk)(Xi − μk)
T , (2)

where μk is the centroid of k-th class and μ is the multi-label global centroid,
which are formulated as follows:

μk =

∑n
i=1 YikXi∑n
i=1 Yik

, μ =

∑K
k=1

∑n
i=1 YikXi∑K

k=1

∑n
i=1 Yik

. (3)

MLDA also effectively utilize the label correlations as follows:

Ckl = cos(Y(k), Y(l)) =
〈Y(k), Y(l)〉
‖Y(k)‖‖Y(l)‖ . (4)

Similar to classical LDA, the optimized objective function of MLDA is specified
as follows:

max
G

tr(GTSbG)

tr(GTSwG)
, (5)
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It is well-known that high-dimensional data usually lies in low-dimensional
manifold of the ambient space, hence, the manifold of data is crucial for di-
mension reduction. However, MLDA only preserves the global structure while
ignoring the local structure. In the next section, we proposed MLDA with Local-
ity Consistency that incorporates local structure into the framework of MLDA.

3 MLDA-LC

In this section, we introduce our Multi-label Linear Discriminant Analysis with
Locality Consistency (MLDA-LC) algorithm which captures global and local
geometric structures of data. We employ a graph regularized term to preserve
the local structure for multi-label data.

3.1 The New Objective Function

In order to capture the local geometric structure, nearby data points in the
original space should have a small distance in the projection space. We can
implement this through graph Laplacian. Connecting nodes Xi and Xj if Xi is
within the κ closest neighbors of Xj or Xj is within the κ closest neighbors of
Xi, where κ > 0 is a specified parameter [1]. Then an adjacency graph can be
constructed with n data points. The weight of the edge connecting Xi and Xj is
represented by Eij , which is 0 if there is no edge between Xi and Xj, otherwise,

Eij = exp(−‖Xi −Xj‖2
ε

), (6)

where ε > 0 is the bandwidth parameter [9]. Let pi be a projection of Xi, local
structure for multi-label data can be preserved through minimizing the following
objective function: ∑

ij

‖pi − pj‖2Eij , (7)

The Laplacian matrix is defined as L = D − E, where D is a diagonal matrix
whose entries are column sum of E, that is, Dii =

∑
j Eji. Let P = [p1, ..., pn],

it is simple to prove that

1

2

n∑

i=1

n∑

j=1

‖pi − pj‖2Eij = tr(PTLP )T . (8)

Because the local structure information can be maintained through minimiz-
ing the function defined in Eq. (8), thus we proposed our Multi-label Linear
Discriminant Analysis with Locality Consistency (MLDA-LC) by incorporating
the graph Laplacian matrix into the MLDA framework. Our MLDA-LC finds an
optimal transformation G via maximizing the following objective function:

max
G

tr(GTSbG)

tr(GTSwG+ αGTXLXTG)
, (9)
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where α is a balancing coefficient to adjust the weigh between global and local
structures. It is costly to solve this objective function directly for multi-label
data in high-dimensional space. Next, we propose an efficient method to handle
this problem.

3.2 Efficient Computation Method

Uncorrelated Linear Discriminant Analysis (ULDA) is an improvement of classi-
cal LDA for single-label data, and it has been proved to have better performance
and efficiency than LDA by removing the null space [11]. However, the null space
can not be obtained directly from the formulas in MLDA-LC, so the class-wise
scatter matrices in MLDA-LC should be rewritten firstly. Define

X̃ = X − μeT , (10)

F = diag(
√
f1, ...,

√
fn), (11)

B = diag(
√
b1, ...,

√
bK), (12)

where e = [1, ..., 1]T , fi =
∑K

k=1 Yik, and bk =
∑n

i=1 Yik. Then

Sb =

K∑

k=1

n∑

i=1

Yik(μk − μ)(μk − μ)T

=
K∑

k=1

bk(μk − μ)(μk − μ)T

=

K∑

k=1

bk(

∑n
i=1 YikXi

bk
− μ)(

∑n
i=1 YikXi

bk
− μ)T

=

K∑

k=1

1

bk

n∑

i=1

YikX̃i

n∑

i=1

YikX̃
T
i . (13)

B is a diagonal matrix, so B = BT , and Sb can be rewritten as

Sb = X̃Y B−1(B−1)TY T X̃T = HbH
T
b , (14)

where Hb = X̃Y B−1. Similarly, St can be expressed as

St = X̃FFT X̃T = HtH
T
t , (15)

where Ht = X̃F .
Ht is decomposed through SVD, thus Ht = UΣV T , and U = (U1, U2), where

U1 ∈ R
d×t, U2 ∈ R

d×(d−t), t = rank(Ht). It can be proved that UT
2 SbU2 = 0
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and UT
2 SwU2 = 0. Thus let G = U1Q, and the problem Eq. (9) is equivalent to

the following optimization problem:

max
G

tr(QTUT
1 SbU1Q)

tr(QTUT
1 SwU1Q+ αQTUT

1 XLXTU1Q)
. (16)

According to this new formula, we can remove the null space U2 firstly before
we solve the original eigenproblem. Let

H̃t = UT
1 Ht, H̃b = UT

1 Hb. (17)

Then
S̃t = H̃tH̃t

T
, S̃b = H̃bH̃b

T
, S̃w = S̃t − S̃b. (18)

We get Q by solving the eigenproblem, (S̃w +αUT
1 XLXTU1)

−1S̃bq = λq. In the
Eq. (9), Sw and Sb are d × d matrices, while S̃w and S̃b in Eq. (18) are t × t
matrices, where d is the dimensionality of data, t = rank(Ht), and t � d when
the dimensionality of data is much larger than the amount of data points. As a
result, we avoid computing eigen problem on the d× d matrices, and the cost of
computation is thus reduced.

4 Experiment Results

In this section, we evaluate the proposed method in terms of classification per-
formance and computational performance on three multi-label data sets.

4.1 Experimental Setup

In this subsection, we will introduce the setup of the experiment from three
aspects, that is, Data Sets, Compared Algorithms and Performance Measures.

Data Sets. Three multi-label data sets are used in our experiment, including
gene expression data (Yeast), images data (Scene), and web pages data (Yahoo).

The Yeast data set is a genetic data set. It contains 2417 genes, and the
dimensionality of each data point is 103 [12]. The functional labels of a gene are
probably more than 190, while only the 14 top hierarchical labels are selected in
the experiment for simplicity.

The Scene data set includes 2407 natural scene pictures with six available
labels. Each picture in this data set is described as a 294-dimensional vector [2].

The Yahoo data set is a high-dimensional multi-label data set with 11 top-
level categories [7]. Each top-level category can be viewed as a dataset, thus it
has 11 datasets.

Compared Algorithms. We compare our algorithm with other four multi-
label classification algorithms.

MLDA-LC. Our proposed multi-label classification method based on MLDA.
In this experiment, the parameter κ and the parameter ε for building the graph
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Laplacian are specified to 5, and the balancing parameter α is tuned from the
candidate set [10−6, 10−5, 10−4, 10−3, 10−2, 10−1, 1, 10].

MLDA. It is a multi-label classification method by extending the classical
LDA [10], which has been specifically reviewed in section 2.

ML-LS. Multi-Label Least Square (ML-LS) is a learning framework that ex-
tracts a shared subspace within multi-labels, so that the label correlations is
acquired [6].

CCA-SVM. Canonical correlation analysis (CCA) is a conventional method
for seeking the correlations among sets of samples [6]. CCA-SVM can be divided
into two steps. First, CCA is used to reduce the dimensionality of data, then
linear SVM is used for classification.

CCA-ridge. CCA-ridge [6] can also be divided into two steps, the first step
is same as CCA-SVM. Then ridge regression is adopted after dimensionality
reduction by CCA.

Performance Measures. AUC, macro F1 and micro F1 scores are used as the
performance measures in the experiments.

AUC. Receiver operating characteristic (ROC) curve reflects classifier per-
formance. Calculating the area under the ROC curve (AUC) can reduce ROC
performance to a value representing expected performance [4]. A algorithm has
greater AUC, and therefore better performance.

F1. F1 measure is the harmonic mean of the precision and recall. The macro
F1 measure is the traditional arithmetic mean of the F1 measure computed
for each problem. The micro F1 measure is an average weighted by the class
distribution [8].

4.2 Results

Classification Performance. The classification performance for the three
multi-label data sets are shown in Table 1-2. Because of the limited space, only
seven datasets of Yahoo are shown in the Table 2. From the experiment results,
it can be found that the classification performance of the four compared algo-
rithms (MLDA, ML-LS, CCA-SVM, CCA-ridge) is related to specific data set,
for example, CCA-ridge is better in the Yeast data set, and MLDA is better in
the Sence data set. However, in all multi-label data sets, our MLDA-LC almost
outperforms the other four algorithms. Therefore, capturing both global and lo-
cal structures in MLDA-LC is helpful for multi-label classification performance.

Besides, we evaluate the sensitivity of MLDA-LC to the balancing parameter
α. When the parameter α is 0, MLDA-LC is equivalent to MLDA. In a certain
range, with the increasing of parameter α, the performance is improved. Keep
increasing the parameter α, the performance may be decreasing.

Computational Performance. We evaluate the computational performance
via comparing our method with the most related method MLDA. We show the
results on the Business data set and the Health data set. The dimensionality of
both data sets are high, the former is 16621, and the latter is 18430. The same
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Table 1. Results on the Yeast Data set (left) and the Scene Data set (right)

Algorithms AUC macro F1 micro F1 AUC macro F1 micro F1

MLDA-LC 0.6369 0.4410 0.6136 0.9065 0.6872 0.6802

MLDA 0.6248 0.4348 0.5876 0.8730 0.6276 0.6243

ML-LS 0.6126 0.4322 0.5638 0.8552 0.6087 0.6020

CCA-SVM 0.6349 0.4355 0.5946 0.8503 0.6095 0.5825

CCA-ridge 0.6355 0.4363 0.5582 0.8674 0.6215 0.6050

Table 2. Results on the yahoo datasets, the top section is the results of AUC, the
middle is macro F1, and the bottom is micro F1

Algorithms Arts Business Education Health Science Computers Society

MLDA-LC 0.7522 0.8287 0.7555 0.8557 0.8083 0.7828 0.7061

MLDA 0.7416 0.8210 0.7404 0.8518 0.7984 0.7798 0.6193

ML-LS 0.6939 0.8206 0.7171 0.8413 0.7464 0.7366 0.6493

CCA-SVM 0.7393 0.7775 0.7476 0.8517 0.8010 0.7779 0.6933

CCA-ridge 0.7396 0.8017 0.7479 0.8544 0.8036 0.7797 0.7017

MLDA-LC 0.3441 0.3920 0.4222 0.6103 0.4265 0.2788 0.3226

MLDA 0.2646 0.3876 0.3573 0.5325 0.3601 0.2377 0.1656

ML-LS 0.2826 0.2902 0.3362 0.5219 0.3022 0.2253 0.2475

CCA-SVM 0.3031 0.3486 0.3366 0.5406 0.3709 0.2628 0.2785

CCA-ridge 0.3124 0.3486 0.3379 0.5015 0.3490 0.2413 0.2766

MLDA-LC 0.4441 0.7473 0.4673 0.6360 0.5105 0.5280 0.4691

MLDA 0.3400 0.7004 0.3983 0.5418 0.4124 0.3888 0.3035

ML-LS 0.4059 0.6683 0.4368 0.6448 0.4116 0.4647 0.3852

CCA-SVM 0.4305 0.7084 0.4141 0.6229 0.4716 0.4663 0.4517

CCA-ridge 0.4409 0.7233 0.4144 0.6110 0.4632 0.5229 0.4630

Table 3. Computation Performance, the second column is the time of computation
(in sec), the third column is the memory of computation (in MB)

Algorithm Business Health Business Health

MLDA-LC 7.24 12.41 3863 3884

MLDA 5259.48 5692.54 14982 15013

hardware was used to conduct the experiments, the CPU is Intel(R) Core(TM)
i5-4430 CPU @ 3.00GHz, and the RAM is 16.0GB. In Table 3, the second col-
umn is the results on computation time, and the third column is the results
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on memory. It is obvious that MLDA takes much longer time and more memory
than MLDA-LC, especially for computation time, MLDA-LC is faster by hun-
dreds times than MLDA. This result show that our computing method reduce
the cost of computation efficiently for high-dimensional data.

5 Conclusion

In this paper, we present a new method called Multi-label Linear Discriminant
Analysis with Locality Consistency (MLDA-LC) for multi-label classification.
MLDA-LC captures the global and local geometric structures to enhance the
classification performance. In addition, an efficient computing method is also
presented to reduce the time and space cost of computation. We compare the
new method with other four multi-label classification methods on three data sets,
the experiment results demonstrate that our algorithm is feasible and effective.
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Abstract. Hashing techniques have recently become the trend for ac-
cessing complex content over large data sets. With the overwhelming
financial data produced today, binary embeddings are efficient tools of
indexing big datasets for financial credit risk analysis. The rationale is
to find a good hash function such that similar data points in Euclidean
space preserve their similarities in the Hamming space for fast data re-
trieval. In this paper, first we use a semi-supervised hashing method to
take into account the pairwise supervised information for constructing
the weight adjacency graph matrix needed to learn the binarised Lapla-
cian EigenMap. Second, we train a generalised regression neural network
(GRNN) to learn the k-bits hash code. Third, the k-bits code for the
test data is efficiently found in the recall phase. The results of hashing
financial data show the applicability and advantages of the approach to
credit risk assessment.

Keywords: hashing method, financial credit risk, generalised regression
neural network, k-bits hash code.

1 Introduction

Hashing methods have become very popular to handle the overwhelmed big
data that we face today. In particular they have been largely used for access-
ing millions of images or documents in the Internet. The idea is that they map
high-dimensional representation of objects (images, documents, · · · , etc.) into a
binary representation, i.e., a few code bits. This is very cost efficient both from
time and space complexity point of view since only a simple bitwise XOR op-
eration is needed to compute the Hamming distance between two binary codes.
When it comes to binary embeddings the learning process takes in general two
stages: one for codeworks generation using training data and another for search-
ing using test data. The crucial goal is then to learn the hash function in such
a way that similar data in the sense of geometrical topological data points in
high-dimensional space can be hashed such that they endow similarities in a
binary topological space. There has been recent work on finding the hash func-
tion to generate the hash code either using random projections [10] [1] [12] or
learning the hash function [16] [17] [9]. In this work, in the settings of a fi-
nancial risk analysis problem, we follow the approach presented by Zhang et
al. [17] Self-Taught Hashing (STH) for similarity search. First, we solve a more

C.K. Loo et al. (Eds.): ICONIP 2014, Part II, LNCS 8835, pp. 395–403, 2014.
c© Springer International Publishing Switzerland 2014
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general binarised Laplacian EigenMap [3] after the relaxation by removing the
binary constraints. In this step the data are first embedded in an intermediate
real-valued space. Second, we perform the thresholding in this space to obtain
binary outputs. Then, instead of Zhang’s 1-bit code linear SVM k classifiers for
obtaining the codes for test data, we propose to learn k-bits code with one gen-
eralised regression neural network (GRNN) with k outputs. Finally, the k-bits
code for the testing data is quickly generated through the learned neural network
weights. We compare our approach using k-bits GRNN with 1-bit linear SVM
classifier [17]. Furthermore we extend to 1-bit code non-linear SVM classifier
and also to 1-bit code GRNN classifier. The paper presents three contributions:
(i) extends to non-linear hashing (Gaussian kernel SVM); (ii) incorporates class
label information of training data; (iii) uses parsimony with one GRNN classifier
for learning k bits code at once instead of k SVM classifiers to learn 1 bit at
a time (Zhang’s approach in STH). The experimental evaluation on real world
financial data of French companies is performed using several state-of-the-art
methods.

The paper is organized as follows. In Section 2 we give the notation. In Sec-
tion 3 we review the recent work on hashing for information retrieval and data
mining. In Section 4 we present the fundamentals on hashing spectral methods in
the financial background. In this context we illustrate the block diagram hashing
procedure proposed in this paper. We describe the experimental design including
dataset, evaluation metrics and results in Section 5. Finally, in Section 6 we give
a brief summary of the main findings and address future lines of work.

2 Notation

Let X = {x1, · · · ,xn} ∈ IRm be the set of n financial feature vectors extracted
from training data companies and represented in a m-dimensional space. The
goal is to learn a binary embedding function of k bits, f : IRm �→ {−1,+1}k,
where the binary symbols have been defined as −1 and +1. The training set X
allows us to produce the set of binary codes Y = {y1, · · · ,yn} ∈ {−1,+1}k.
Given an input test sample, the learned mapping function allows to find the cor-
responding binary code, and then the Hamming distance can be used to deter-
mine the nearest neighbors from the training set. Additionally, in the supervised
learning mode we assume that each training sample xi has an associated label
t ∈ {−1,+1} whose value indicates whether a given company is healthy (−1)
or bankrupt (+1). The hashing function f should be topologically consistent by
assigning similar binary codes to similar data points and dissimilar otherwise.

3 Related Work

The problem of finding the nearest neighbor in high-dimensional space is itself
of importance in many applications from science to industry. The complexity of
most of the algorithms such as K-tree or R-tree grows exponentially with the
data dimensionality m making them impracticable for dimension higher than,



Hashing for Financial Credit Risk Analysis 397

say, 15 [11]. In the majority of the applications the closest point is of interest
if it lies within a specified ball distance ε. By exploring hashing techniques the
search in big data is efficient both in terms of computational cost and memory.
Although the previous work on hashing techniques (e.g. [10] [1] [12], [16] [17] [9])
has had impact, the recent rise of the prevalence of Big Data has leveraged the
work presented in [16]. The spectral hashing technique (SpH) assigns binary hash
keys to data points via thresholding the eigenvectors of the graph Laplacian [16].
Another popular unsupervised hashing method for fast document retrieval is
Semantic Hashing [14] where the real-valued low-dimensional vectors obtained
from Latent Semantic Indexing (LSI) [8] are binarised via thresholding. Recently,
in [4] a method of linear spectral hashing solves an optimization problem based
on spectral clustering which improves the out-of-sample extension analytical
procedure described in [16]. In [9] an expectation-based asymmetric distance and
a lower-bound-based asymmetric distance are proposed for binary embeddings
and their applicability was demonstrated to several hashing methods.

Self-taught hashing [17] uses a two-step approach for codeword generation.
The first step consists of the unsupervised learning of binary codes using a simi-
lar objective function to spectral hashing. To generalize the obtained mappings,
in the second step it considers the set of training examples together with their la-
bels, obtained in the previous step, and trains a support vector machine for each
bit of the codeword. In our work, instead, we train a Generalised Regression Neu-
ral Network (GRNN) for learning k bits of codework which endows parsimony in
the models (used to generate the test code in the next step) with improved per-
formance and comparative computational cost in out-of-sample extension. We
apply the technique to a data set of French financial data containing financial
descriptors of companies with binary labels, namely, bankrupt and healthy. In
the next section we give the context and describe the steps in this setting.

4 Hashing with Financial Data

We are given a set of n companies which are represented as m-dimensional
vectors - the financial descriptors- by {xi}ni=1 ∈ IRm. Suppose that the length of
our binary embedding is k bits. The company xi has the corresponding binary

code that we represent by yi ∈ {−1,+1}k. The k-element of y
(k)
i is+1 if the bit

is ‘on’ and −1 otherwise. Let Y denote the n× k matrix whose i-the row is the
code for the i-th company, i.e. [y1,y2, · · · ,yn]

T
.

4.1 Binary Embedding

Given an undirected graph G with n nodes, each node representing a data point,
let W be a symmetric n × n matrix where Wij is the connection weight be-
tween node i and j. We aim at representing each node of the graph as a low-
dimensional vector where the similarities between pairs of data (in the original
high-dimensional space) are preserved. The Laplacian matrix [7] is defined as:

L = D −W, Dii =
∑

j �=i

Wij ∀i (1)
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where D is a diagonal matrix whose entries are sums of the row elements
of the matrix W . Let the low-dimensional embedding of the nodes be Y =
[y1,y2 · · ·yn]

T , where the column yi vector is the embedding for the vertex xi.
We need to solve the following optimization problem:

Ỹ = argmin
n∑

i,j

Wij ||yi − yj ||2 (2)

s.t. yi ∈ {−1,+1}k
n∑

i=1

yi = 0,
1

n

n∑

i=1

yiy
T
i = I (3)

The first constraint allows to maintain the balance between the bits {−1,+1}
and the second one ensures the bits are uncorrelated. After some mathematical
transformation and using the L matrix the objective function can be written as:

Ỹ = argminTr(Y TLY ) (4)

s.t. Y TD1 = 0 Y TLY = I (5)

where Tr(.) means the matrix trace. By relaxing the constraint yi ∈ {−1,+1}k
the Ỹ = [v1,v2, · · · ,vk] gives the real solution for the above generalised opti-
mization problem. The k eigenvectors corresponding to the k smallest eigenvalues
are computed by solving:

Lv = λDv (6)

The binary vectors are obtained by thresholding the real-valued k dimensional
vectors ỹ1, · · · , ỹk. A common procedure to perform the binary embedding is
to use the median since it corresponds to maximizing an entropy criterion in
information theory [2] [17]. The median works as a threshold thereby rendering

an even distribution of +1’s and −1’s. If the p element of the vector ỹ
(p)
i is larger

than the threshold the p-th bit of the i-th code is +1, otherwise is −1.

4.2 Building the Affinity Graph Matrix

The affinity graph matrixW is built by assuming that each i-th node corresponds
to a given firm xi. In the K-nearest neighbor graph an edge between nodes i and
j exists if xi and xj are nearby points, i.e., if xi is among theK-nearest neighbors
of xj and xj is among the K-nearest neighbors of xi. We also considered the
supervised mode where the class information is available. As soon as the affinity
graph is constructed, the weight matrixW can be specified by means of weighting
schemes such as binary, heat kernel [7] and dot-product [5].

4.3 Learning the Hash Function

An interesting idea has been used in [17] where each bit of the binary codes
(codeworks) are learned with a linear SVM. Herein instead of Zhang’s 1-bit code
linear SVM classifier for retrieving test data, we propose to learn k-bits code with
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one generalised regression neural network (GRNN) with k outputs. Finally the
k-bits code for the testing data is quickly generated through the learned neural
network weights. The learning stage may also be improved if a non-linear kernel
is used, in particular, in the case of a real application. Therefore we compared

Hash
Function

Real-value
embedded y

Binary
embedded y

Training
Dataset

Threshold Bit
Quantization

GRNN
Learning

Model
evaluation

Testing
Dataset

{xi}ntr
i=1 ∈ IRm

{xi}nts
i=1 ∈ tn

Laplacian
EigenMap

Learning

Thresholding

Neural
Network

Weights

Performance

Measures

Hashing

Search

Fig. 1. Block diagram of Hashing Procedure (ntr is the nr. of training examples; and
nte is the nr. of test queries for the financial data).

our approach using k-bits GRNN with 1-bit linear SVM classifier [17] and also
with 1-bit non-linear SVM classifier. In the latter we used the Gaussian kernel.
We also compared with 1-bit code GRNN classifier. In Figure 1 we illustrate the
main blocks of the hashing procedure for financial credit risk analysis.

5 Experimental Design

In the experiments, we used the Diane French financial data set whose 30 at-
tributes are characterized in [13]. French data set is a balanced subset of Diane
financial database (600 bankruptcy or distressed companies and 600 healthy),
which originally contains the financial statements of 110, 723 companies in small
or middle size during the year 2003 to 2006. The class indicator gives the state
of companies in the year 2007. For the above data set, the numeric attributes are
normalized to unity range [0, 1] in the preprocessing phase. In order to evaluate a

Table 1. Contingency table for binary classification

Class Positive Class Negative

Assigned Positive a (True Positives) b (False Positives)

Assigned Negative c (False Negatives) d (True Negatives)
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Fig. 2. Performance measures in Diane Financial Data Set for hashing with STH, LCH,
LSI and SpH within Hamming distance d ≤ 2

binary decision task, the contingency matrix representing the possible outcomes
of the classification is defined as in Table 1. Several measures have been defined,
such as, error rate ( b+c

a+b+c+d ), recall (R = a
a+c ), and precision (P = a

a+b ), as well
as combined measures, such as, Fβ measure, which combines recall and precision
in a single score. When β = 1, F1 = 2×P×R

P+R is an harmonic average between pre-
cision and recall. In the experiments the parameter K-Nearest Neigbhors varied
from 0 to 50 for constructing the graph for the Laplacian EigenMap. We also
have used the heat kernel with σ = 1 in the supervised mode. According to
Chung’s [7] all the information about a graph is contained in its heat kernel.
The Hamming ball radius ε was varied from 0 to 3 (d ≤ 3). All the experimen-
tal results are averaged over 10 random training/test partitions. In Figure 2
we compared the performance measures in Financial Dataset for hashing with
STH [17]1, LCH [10], LSI [8] and SpH [16]2 within Hamming distance d ≤ 2.
The two plots in the top and the one in the bottom left illustrate the accuracy,
precision and recall in terms of the code length. In the plots, the code length

1 We used the Self-Taught Hashing code available at http://www.dcs.bbk.ac.uk/
∼dell/publications/dellzhang sigir2010 suppl.html slightly adapted.

2 We used the Spectral Hashing Code code available at
http://www.cs.huji.ac.il/~yweiss/SpectralHashing/

http://www.dcs.bbk.ac.uk/~dell/publications/dellzhang_sigir2010_suppl.html
http://www.dcs.bbk.ac.uk/~dell/publications/dellzhang_sigir2010_suppl.html
http://www.cs.huji.ac.il/~yweiss/SpectralHashing/
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changed from 4 to 30 bits although we also performed experiments with 32, 64,
128 and 256 bits. In the fourth graph the precision-recall curve is plotted. As
shown through the performance measures the STH method performed the best.
Therefore, it was selected as the hashing method for the financial data. As there
was space for improvement we refined the step 2. using instead of the SVM linear
classifier for learning the 1-bit sample code, the Generalised Regression Neural
Network (GRNN). For the GRNN we used the Matlab NN Toolbox, and for the
SVM we used the LibSVM [6]. The spread for the radial basis function in the
GRNN was varied from 0.1 to 1. The parameter γ for the non-linear SVM with
Gaussian kernel was set in the range 0.01 to 0.1 and the parameter C = 1. In Fig-
ure 3 the accuracy and F1 measure for retrieving same class data as a function of
the number of K Nearest Neighbors within Hamming Distance d ≤ 1 and d ≤ 2
are presented. We compare the results with GRNN 1-bit and with non-linear
SVM and conclude that the hashing technique GRNN k-bits performs better.
The GRNN [15] is a memory-based network with one-pass learning algorithm,
with a highly parallel structure, which provides smooth transitions due to the
non-parametric estimators of probability density functions. The neural network
shows superior ability in learning with multiple outputs. The out-of-extension

0 5 10 15 20 25 30 35 40 45 50
70

75

80

85

90

95
Hamming distance d <=1

A
cc

ur
ac

y

K Nearest Neighbors

 

 
GRNN  k−bits
SVM  Gaussian
GRNN  1−bit

0 5 10 15 20 25 30 35 40 45 50
70

75

80

85

90

95
Hamming distance d <=2

A
cc

ur
ac

y

K Nearest Neighbors

 

 
GRNN  k−bits
SVM  Gaussian
GRNN  1−bit

0 5 10 15 20 25 30 35 40 45 50
0

10

20

30

40

50

60

70

80

90
Hamming distance d <=1

F
1

K Nearest Neighbors

 

 
GRNN  k−bits
SVM  Gaussian
GRNN  1−bit

0 5 10 15 20 25 30 35 40 45 50
0

10

20

30

40

50

60

70

80
Hamming distance d <=2

F
1

K Nearest Neighbors

 

 
GRNN  k−bits
SVM  Gaussian
GRNN  1−bit

Fig. 3. Accuracy and F1 measures (max values) for retrieving same class data as a
function of the number of K Nearest Neighbors within Hamming Distance d ≤ 1 and
d ≤ 2. Notice the max values were obtaining by running k (code bits) from 4 to 32.
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test code is simply recalled from the weights of the GRNN. This ability is not
shown by any other classifier. The retrieved F1 measure for Hamming distance
d = 2 is higher than for the other two methods. The average computational cost
of training (in sec) is as follows: k linear SVM classifiers (0.21±0.092), k GRNN
classifiers (0.13 ± 0.03), k non-linear SVM classifiers (0.21 ± 0.087) and finally
for one GRNN k-bits (0.03± 0.03). The latter cost improved by 85% w.r.t. the
linear SVM classifier which shows that the proposed approach is also rather fast.

6 Conclusions

The paper shows the usefulness of the hashing technique in thousands of sam-
ples in a financial setting of data descriptors featuring the status of (bankrupt
or healthy) companies. The hashing approach comprises two steps, the first one
finds the binarised Laplacian EigenMap that preserves the similarity local struc-
ture of data; the second uses a generalised regression neural network with the
ability to learn the k-bits code for the test samples. The retrieval of bankrupt (or
healthy) companies is fast, computationally efficient and has shown to yield good
performance measures. It would be interesting to use other manifold structures
and differential geometry in further financial settings such as dynamic markets.
Finally, besides financial risk analysis as demonstrated in the experiments, the
proposed method could also be applied to other domains where high performance
data mining techniques are important due to a large scale of data produced.
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Abstract. In this paper we generalize the recently proposed graduated
non-convexity and concavity procedure (GNCCP) to approximately solve
the maximum a posteriori (MAP) inference problem with the Markov
random field (MRF). Unlike the commonly used graph cuts or loopy brief
propagation, the GNCCP based MAP algorithm is widely applicable
to any types of graphical models with any types of potentials, and is
very easy to use in practice. Our preliminary experimental comparisons
witness its state-of-the-art performance.

Keywords: Markov random field, Energy maximization, GNCCP.

1 Introduction

As a convenient and consistent way of modeling the context-dependent structures
in images, the Markov random field (MRF) or undirected graphical model has
been receiving extensive attention in computer vision and machine learning.
Many problems such as image segmentation, edge detection, optical flow, active
contours, and object matching can be formulated by MRF. In the context of
MRF, the problem is firstly cast as a labeling problem which involves assigning
each pixel/feature/region a label (we consider only discrete labeling problems in
this paper), and is then accomplished by solving the inference problem of the
maximum a priori (MAP) configuration, or equivalently an energy maximization
problem. Although the MAP problem can be solved in polynomial time for
some restricted cases, such as tree-structured MRF’s and binary MRF’s with
submodular potentials, it is in general a non-polynomial (NP) hard problem.

In literature, many approximate MAP algorithms for MRF have been
proposed since the 1970’s, including typically loopy belief propagation and its
variants, graph cuts, and relaxation techniques. The belief propagation and its
variants [4] are optimal if the MRF’s are tree-structured, or otherwise their
performances decline greatly or even fail to converge [10]. The graph cuts [1]
work quite successfully on low-level tasks (early vision) defined by the MRF’s
with regular sites and submodular potentials, especially on binary MRF’s for
which graph cuts are provably optimal. However, the graph cuts by definition
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can hardly cope with other types of graphical models with irregular sites or with
non-submodular potentials.

On the other hand, the relaxation techniques relax the discrete MAP problem
to be a continuous one, and then optimize it over the continuous set. One of the
key advantages of relaxation techniques over the discrete methods mentioned
above is that relaxations typically have no restriction on the potential type
or graph structure. In this paper we are to generalize the recently proposed
Graduated Non-Convexity and Concavity Procedure (GNCCP) [6], which was
originally proposed to solve the assignment problem under one-to-one constraint,
to approximately solve the MAP problem.

The MAP problem and some related work are briefly reviewed in the next
section, and section 3 presents the proposed GNCCP MAP algorithm in detail.
We discuss our experimental results in Section 4, and finally conclude this paper
in Section 5.

2 Problem Formulation and Related Work

Given an MRF G = (V,E) comprising a set V of vertices together with a set
E of edges, and also a discrete label set L = {1, ..., k}, its MAP problem is
frequently studied from the perspective of energy maximization as an integer
quadratic programming (IQP) as follows [12],

max. F (x) = x�Wx+ v�x,
s.t. x ∈ Π (1)

where
Π := {xia = {0, 1},

∑

a

xia = 1, i = 1, . . . , n, a = 1, . . . , k}, (2)

W ∈ Rnk×nk with Wia,jb describing how well the vertex i with label a agrees
with the vertex j with label b, v ∈ Rnk×1 with via describing how well label
a agrees with the data at site i. The problem is in general a NP-hard prob-
lem involving a O(kn) complexity, making consequently some approximations
necessary in practice.

Below we describe briefly the approximate methods based on relaxation tech-
niques especially the quadratic relaxation that is related to our works closely.
The relaxation techniques firstly relax the discrete problem to be a continuous
one to formulate a quadratic program (QP) by relaxing the set of constraints
from Π to Ω as

max.F (x), s.t.x ∈ Ω (3)

where
Ω := {xia ≥ 0,

∑

a

xia = 1, i = 1, . . . , n, a = 1, . . . , k} (4)

is the convex hull of Π .
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It is interesting to notice that the original integer quadratic program is equiv-
alent to the relaxed quadratic program in the sense that both problems possess
the same global maximum [11,2]. However, because the relaxed quadratic pro-
gram is in general non-convex, it remains still a NP-hard problem to globally
find its solution. The quadratic relaxation in [11] proposed a concave relaxation
of (1) by replacing W and v respectively by W − diag(d) and v + d where
dia =

∑
j,b |Wia,jb| making W−diag(d) diagonally dominant and thus negative

definite. In stead of constructing a concave relaxation, [5] relaxed the constraint∑
a xia = 1 to be a L2 one

∑
a xia

2 = 1, which can be then solved globally for
nonnegative W and v, though it is still not concave. In [2] a spectral relaxation
was proposed and the problem is then solved by finding the leading eigenpair.
Though the global maximum of the relaxation is the same as the original discrete
problem, it is not the case for the concave relaxation in [11], L2 relaxation in [5],
or spectral relaxation [2], whose maximum are generally in Ω but not Π . Thus,
one more step is further needed to project the solution from Ω back to Π . The
MLA criterion was used by [11] and the softassign method was adopted by [5,2].

Below we generalize the GNCCP for the MAP problem, which exhibited a
much better performance than softassign on graph matching problem [6].

3 GNCCP Based MRF MAP Estimation

In this section we will first generalize the GNCCP to the MAP problem, and
then give some discussions on the algorithm.

3.1 GNCCP Based Algorithm

The GNCCP [6] was originally proposed to approximately solve the optimization
problems defined on the set of partial permutation matrix P , implying a one-to-
one constraints different from the one-to-more one defined by Π (2). Given an
IQP over P , the GNCCP is proposed to approximately solve it by maximizing
a series of objective functions as follows 1,

Fζ(x) = (1 − |ζ|)F (x) + ζx�x,−1 ≤ ζ ≤ 1, x ∈ D, (5)

where D denotes the set of doubly stochastic matrix, i.e., the convex hull of P ,
and ζ is increased from -1 gradually to 1.

Actually, (5) was shown to realize exactly a Convex-Concave Relaxation Pro-
cedure (CCRP), but without involving constructing the convex or concave relax-
ation, which are typically very difficult to construct [14,7,9,8]. To generalize the
GNCCP to solve the MAP problem for MRF, we need just replace the domain
P by Π , and consequently the relaxed domain D by Ω.

1 It is noted that in its original formulation the GNCCP was proposed to handle
minimization problem.
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For each fixed ζ, the objective function Fζ(x) is maximized by the Frank-Wolfe
algorithm [3], by taking the previous result gotten by maximizing Fζ−dζ(x) as
the starting point. Specifically, the algorithm is summarized as follows,

Algorithm 3.1. GNCCP MAP Algorithm()

ζ ← −1,x ← 1/m
repeat
repeat
y = argmaxy ∇Fζ(x)

�y, s.t. y ∈ Ω
α = argmaxα Fζ(x+ α(y − x)), s.t. 0 ≤ α ≤ 1
x ← x+ α(y − x)
until converged
ζ ← ζ + dζ
until ζ > 1 ∨ x ∈ Π
return (x)

In the algorithm, y can be efficiently found by a sequential assignment as
follows. For each i = 1..n, find c = argmaxa ∇Fζ(x)ia, and then set yia = 1 for
a = c and yia = 0 otherwise, where ∇Fζ(x) takes the following form,

∇Fζ(x) = (1− |ζ|)∇F (x) + 2ζx,−1 ≤ ζ ≤ 1, (6)

and ∇F (x) = (W + W�)x + v. α can be found in a closed form. It is also
noted that in case x becomes discrete, which implies that Fζ(x) becomes already
convex, the algorithm terminates, even if ζ has not reached 1.

3.2 Discussions

Complexity Analysis. In each iteration, the computational complexity results
mainly from the calculation of derivation, i.e., ∇Fζ(x), and also the line search,
which typically involves the calculation of the objective function Fζ(x) itself.
For a dense W, the calculation of ∇Fζ(x) or Fζ(x) involves generally a O(n2k2)
complexity. However, in practice W is usually (quite) sparse, depending on the
structure of MRF, the complexity can be further decreased. For instance, in case
the smoothness energy takes a general form where different pairings of adjacent
labels lead to different costs, W consists of at most |E|k2 nonzero elements,
resulting thus in a O(|E|k2) complexity per iteration. For some more restricted
smoothness energies such as the Potts model, the complexity is further decreased
to be O(|E|k).

It is also worth noting that in case W can be specified by the adjacency
matrix A together with one label cost matrix2 C ∈ R

k×k, which implies that
W cannot be set in an arbitrary way and is the most frequently setting used by
graph cuts and LBP [12], the complexity of each iteration of GNCCP becomes
O(nk2) and is further decreased to be O(nk) for Potts model.

2 For instance, whenA contains only 0 and 1, thenW can be constructed by expanding
each 0 by 0 and 1 by C.
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Error Bound Analysis. It can be shown (see [6] for details) that the GNCCP
implicitly realizes the following concave relaxation

Fc(x) := F (x)− λmaxx
�x, (7)

where λmax denotes the maximal eigenvalues of the Hessian matrix of F (x).
Thus, we can get the error bound of GNCCP by finding that of Fc(x), as given
by Theorem 1.

Theorem 1. Denoting by e∗ the optimal value of the IQP given by (1), and by
x∗ ∈ Ω the optimal solution of the concave relaxation (7), there always exists a
discrete configuration y∗ ∈ Π resulting from x∗ that satisfies

F (y∗) ≥ e∗ − λmaxn(1− 1/k). (8)

where λmax denotes the maximal eigenvalue of W +W�.

Proof: Based on the equivalence between the original IQP (1) and relaxed QP
(2), given any x ∈ Ω, we can always construct a y ∈ Π such that F (y) ≥ F (x) by
an efficient assignment strategy (see, e.g., the Proposition 2.1 in [2]). Therefore,
we can get a discrete solution y∗ from x∗ such that F (y∗) ≥ F (x∗).

On the other hand, the optimal value of Fc(x
∗) in (7) satisfies

Fc(x
∗) = F (x∗)− λmaxx

∗�x∗ + λmaxn ≥ e∗

⇒ F (x∗) ≥ e∗ − λmaxn+ λmaxx
∗�x∗

≥ e∗ − λmaxn(1− 1/k)

Thus, we have
⇒ F (y∗) ≥ e∗ − λmaxn(1− 1/k).�

A simple example is given below to get a feel of the bound Bλ = λmaxn(1 −
1/k), by a comparison to that of the concave relaxation in [11], i.e., Bd =
1
4

∑
ia,jb |Wia,jb|. A MRF with n = 32×32 = 1024 nodes and two types of neigh-

borhood systems, i.e., the first-order system with 4 neighbors and second-order
with 8 neighbors are used in the example, and W is set as follows: Wia,jb = 1
if {i, j} ∈ E, a = b, or Wia,jb = 0 otherwise (Potts model). On each of the two
neighbor systems the size of label set (k) increases from 2 to 10 to evaluate the
two error bounds. The changes of Bλ and Bd with respect to k are plotted in Fig.
1, where Bλ(4), Bd(4) and Bλ(8), Bd(8) denote the error bounds on the first and
second order neighbor systems respectively. It is observed that as k increases,
Bd becomes larger linearly; by contrast, Bλ increases by a much smaller rate,
which is specifically (1−1/k). Therefore, on such a frequently encountered MAP
problem, the error bound of GNCCP is much tighter than the one in [11].

It is also noted that the convergence of GNCCP is always guided by both the
convex and concave relaxations, implying that the error bound above provides
only initial estimation of the final result. However, since the objective function
will become no longer convex, it is hard to analyze its error bound during the
process. Here we give a typical convergence process of GNCCP shown by Figure
2, which shows how the GNCCP enhances the energy as ζ increases.
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Fig. 1. Illustration on the error bounds
Bλ and Bd versus the label set size, using
the 4 (first) and 8 (second) order neigh-
borhood systems. It is observed that Bλ

is tighter than Bd except only for the case
as m = 2.
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Fig. 2. A typical convergence process of
GNCCP based MAP. The convex relax-
ation is realized as ζ ≈ −0.74 where the
energy is bound by (8). As the algorithm
proceeds, the energy is further enhanced
greatly.

4 Experimental Results

The proposed GNCCP MAP algorithm was evaluated by comparing with a vari-
ety of competing techniques, including ICM, max-product loopy belief propaga-
tion (LBP) [13], expansion-move graph cuts (GC EXP) [1], and integer projected
fixed point algorithm (IPFP) [5]. In particular, we evaluate their performance
on the following three sets of experiments:

1. on regular MRF’s with 4-neighbor and 8-neighbor systems;
2. on random MRF’s with random neighbor systems, and random potentials;
3. on image segmentation.

In the first experiment we set n = 256(16× 16), k = 3, the label cost C = I3,
and data cost via = k − |d(i) − a|. The neighbor system was set as 4-neighbor
and 8-neighbor respectively, and on each of them we generated 20 images whose
intensity was randomly fetched from {1, .., k}. The experimental results are listed
in Table 1, where ’SEM’ denotes the standard error of the mean. It is observed
that on both regular RMF’s GNCCP MAP exhibited a comparable performance
with GC EXP, and both of them outperformed the other three competitors.
Meanwhile, IPFP got better results than both ICM and LBP.

Table 1. The experimental results on regular MRF’s

graph types energy ICM LBP GC EXP IPFP GNCCP MAP

4-neighbor mean 611.00 637.00 790.00 753.20 789.60
SEM 6.9314 31.2396 2.2757 7.7629 2.1937

8-neighbor mean 1511.2 1537.9 1691.8 1680.5 1691.8
SEM 29.053 22.653 3.0251 7.1899 3.0251
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The three random MRF’s in the second experiment were generated by the
following three settings:

(a) random A with its densities increasing from 0.1 to 1 by a step size 0.1;
(b) randomA as above, together with random symmetricC with its off-diagonal

elements uniformly distributed with [0, 1] and unit diagonal elements;
(c) randomW with its densities increasing from 0.1 to 1 by a step size 0.1, where

only IPFP and GC EXP were evaluated because the rest three algorithms
can hardly tackle a totally random W.

The remainder settings of the experiments were the same as those in the first
experiment. The experimental results on the three MRF’s are shown in Figure 3,
where for a better visibility the five energies were subtracted by the minimal one
(thus the minimal one becomes 0). Four observations could be summarized from
the results. First, on MRF’s with random A but regular C, all of the algorithms
exhibited comparable performance, except for LBP on dense graphs. Second,
the performance of GC EXP declined quickly in the case of random C, which is
in general non-submodular. Third, GNCCP MAP showed a better performance
than another relaxation technique, i.e., IPFP, on the MRF’s with low dense W.
Last, GNCCP MAP got the best results on almost all of the random MRF’s.
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Fig. 3. Experimental results on the three random MRF’s.(a): with random A; (b):
with both random A and random C; (c) with random W

The image segmentation experiment was conducted on the input image (with
the size 64× 64) shown in Figure 4 , where we adopted the same setting as the
first experiment by using 4-neighbor MRF. The segmented images as well as the
obtained energies are shown in Figure 4. It is observed that GNCCP MAP got
the highest energy. The time-costs are plotted in Figure 4, which reveals that
ICM was the fastest one, and meanwhile GNCCP MAP was slightly faster than
LBP in this experiment.



MAP with MRF by GNCCP 411

input image

E=18849

ICM

E=28666

LBP

E=29475

GC_EXP

E=29966

IPFP

E=29497

GNCCP_MAP

E=29991 ICM LBP GC_EXPIPFP GNCCP
0

10

20

30

40

50

60

70

80

90

t
i
m
e
−
c
o
s
t
(
s
e
c
.
)

time−cost comparison

Fig. 4. Experimental results and comparative time-cost on image segmentation

5 Conclusions

In this paper we proposed the graduated non-convexity and graduated concav-
ity procedure (GNCCP) based MAP algorithm for MRF. Compared with the
discrete techniques such as loopy belief propagation and graph cuts, it can be
generally used on any graphs with any types of potential. Involving only the
gradient of the objective function, the GNCCP MAP algorithm is very easy to
use in practice. Some experiments witnessed its simplicity and state-of-the-art
performance.
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Abstract. Link prediction deals with predicting edges which are likely
to occur in the future. The clustering coefficient of sparse networks is
typically small. Link prediction performs poorly on networks having low
clustering coefficient and it improves with increase in clustering coef-
ficient. Motivated by this, we propose an approach, wherein, we add
relevant non-existent edges to the sparse network to form an auxiliary
network. In contrast to the classical link prediction algorithm, we use
the auxiliary network for link prediction. This auxiliary network has
higher clustering coefficient compared to the original network. We for-
mally justify our approach in terms of Kullback-Leibler (KL) Divergence
and Clustering Coefficient of the social network. Experiments on several
benchmark datasets show an improvement of upto 15% by our approach
compared to the standard approach.

Keywords: Graph Mining, Local Similarity, KL Divergence, Clustering
Coefficient, Power-law degree distribution.

1 Introduction

A social network may be viewed as a graph where the nodes of the graph rep-
resent users of the social network and the edges correspond to the relationship
between the users. The link prediction problem, can be formally stated as, given
a network Gt = (V,Et) at the current time instance t, we need to predict the
new links added to Gt to form Gt′ = (V,Et′) for t′ > t. Here, V is the set of
nodes in the network. Et and Et′ are the set of edges of the network at time t
and t′ respectively.

Computing similarity between two unconnected nodes is essential as similar
nodes tend to form new links in the future. [1], [2] and [3] present a survey of
various similarity measures used in link prediction. They conclude that often
network topology is adequate to extract the potential future interactions. [4], [5]
and [6] present some of the popular local similarity measures used in link predic-
tion. Common Neighbors (CN) computes the similarity between two nodes as the
number of common neighbors they share. In [4] and [6] the Adamic-Adar (AA)
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and Resource-Allocation (RA) similarity measures have been proposed respec-
tively; similarity between two nodes is equal to the sum of inverse of a measure
of the degree of each common neighbor. The difference is that RA penalizes the
high-degree common nodes more than AA.

We formally describe how the score between two nodes x and y is computed
using these similarity measures where x, y ∈ V and (x, y) /∈ Et. Let N(x) be the
set of nodes adjacent to x.

Common Neighbors (CN) [5] : CN(x, y) =| N(x) ∩N(y) |
Adamic-Adar Index (AA) [4] : AA(x, y) =

∑
z∈N(x)∩N(y)

1
log(degree(z))

Resource-Allocation Index (RA) [6]: RA(x, y) =
∑

z∈N(x)∩N(y)
1

degree(z)

In [7] they show that embedding community information enhances the per-
formance of the link prediction algorithms. In [8] a modification to the existing
similarity measures has been proposed which exploits the power-law degree dis-
tribution which gives a higher weightage to the low-degree common neighbors
and lower weightage to the higher degree common neighbors compared to the
existing similarity.

Social networks are typically sparse in nature. The Clustering Coefficient (CC)
[9] is a good indicator of density of the network. Hence, using the existing simi-
larity measures between nodes in a sparse network works as a major challenge;
the connectivity structure of a sparse graph does not provide sufficient local
neighborhood information.

According to [10], in principle new links are created which are likely to form
cliques or near-cliques in a given network. Increase in the number of cliques in-
creases the Clustering Coefficient [9] of the network. Thus, new links are added
in such a way that the CC of the network increases. In this paper, we propose
an approach for predicting links by paying attention to CC. Motivated by this
idea, in our work, we add some relevant non-existent edges to the sparse graph
Gt which gives us an auxiliary graph Ĝ∗

t . We use the connectivity structure of
Ĝ∗

t in computing the similarity between the node pairs for predicting new links.
We observed an improvement of upto 18% in classification accuracy on standard
benchmark datasets using the proposed approach. Our specific contributions in
this paper are as follows:

1. We show how link prediction can be performed on sparse networks by ex-
ploiting Clustering Coefficient.

2. We formulate our approach as an optimization problem involving KL Diver-
gence and Clustering Coefficient by exploiting the power-law degree distri-
bution of the networks.

3. The generality of our approach makes it feasible to use it along with any
similarity measure for link prediction.

The rest of the paper is organized as follows: in section 2 we formally introduce
the required background. In Section 3, we present our approach. We explain the
experimental methodology in 4 and discuss the results in section 5. Finally we
conclude in section 6.



Two-Phase Approach to Link Prediction 415

2 Background

According to the power-law degree distribution [9], the probability of finding a
k degree node in the network, denoted by pk, is directly proportional to k−α

where, α is some positive constant.
Kullback-Leibler (KL) Divergence is used in the context of link prediction to

measure the distance between degree distributions of the networks. If the KL
Divergence is low, it means the distributions are very similar and vice-versa. The
KL divergence between graphs G1 and G2 having probability (degree) distribu-
tions q and p respectively denoted by DKL can be calculated as follows:

DKL(p||q) =
∑

x

p(x)log
p(x)

q(x)

Note that KL Divergence measure takes two arguments as input. However,
in the rest of the paper we assume that one of the arguments is fixed; so, we
explicitly indicate one argument as input. The fixed argument is the degree
distribution of Gt′ . Hence, in the rest of the paper, KL(G) represents the KL
Divergence between the degree distributions of graph G and Gt′ .

Clustering Coefficient (CC) [9] is the average of the local CC of the nodes.
The local CC of a node x is the fraction of the number of links between the
neighbors of node x to the maximum possible number of links between them.

3 Motivation and Proposed Approach

In the link prediction problem, we need to predict the edges that are present in
Gt′ but not in Gt. In general, the link prediction algorithm uses the structure of
graph Gt to predict new links. Instead, it would be better to add relevant edges
to Gt to form an auxiliary graph Ĝ∗

t ; Ĝ
∗
t will have smaller KL value compared to

Gt and larger than that of Gt′ . Similarly, Ĝ∗
t will have higher CC value compared

to Gt and smaller than that of Gt′ . Thus, we can use Ĝ∗
t to predict the edges

of the graph Gt′ more effectively as Ĝ∗
t has more relevant edges compared to

Gt. Theoretically, we show the existence of such a G∗
t next. Note that G∗

t is
theoretical; in practice we end up with some Ĝ∗

t using the proposed approach.

3.1 Existence of G∗
t

As discussed above, we need to find a G∗
t which satisfies the following constraints:

CC(Gt) < CC(G∗
t ) < CC(Gt′ )

KL(Gt) > KL(G∗
t ) > KL(Gt′)

Consider the following notation:

* KL1 - KL Divergence of Gt (KL(Gt))
* α, β - Power-law coefficients of graph Gt′ and G∗

t respectively
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* p(x), q(x) - Degree Distribution of Gt′ and G respectively; p(x) ∝ x−α, q(x) ∝
x−β

In this section, we show the theoretical existence of an optimal G∗
t which

corresponds to the solution of the optimization problem:

G∗
t = argmax

G
CC(G)

subject to KL(G) + ε ≤ KL1

Solution: The Lagrangian for the above problem can be written as,

L(β, λ) = CC(G) + λ(KL1− ε−KL(G)) (1)

From equation 1, we can observe that λ is the balancing factor which controls
the rate of increase of CC value and rate of decrease of KL Divergence. So, we
need to find the optimal λ.

For sparse graphs, the clustering coefficient correlates negatively with the
degree [11] i.e., in specific it varies as k−1 for a k degree node and the network
follows a power-law degree distribution. Thus, we can write the CC value as
follows :

CC(G) =

∫ k=∞

k=2

q(k)

k
dk =

∫ k=∞

k=2

k−β

k
dk =

k−β

−β

∣∣∣∣
∞

2

=
1

β2β
(2)

Similarly, we can solve for KL Divergence of G with respect to Gt′ as follows:

KL(G) =

∫ k=∞

k=2

p(k)log
p(k)

q(k)
dk = (β − α)[−k1−α((α− 1)logk + 1)

(α− 1)2

∣∣∣∣
∞

2

]

We can simplify the above equation as follows:

KL(G) =
(β − α)α

(α− 1)2 2α−1
= (β − α)C, (3)

where C = α
(α−1)2 2α−1 . From equations 1, 2 and 3 we get,

L(β, λ) =
1

β 2β
+ λ(KL1− ε− (β − α)C) (4)

Considering ∂L
∂λ = 0 and simplifying for optimal β (β∗) we get,

β∗ = α+
(KL1− ε)

C
(5)

Considering ∂L
∂β = 0 and equation 5 and simplifying for optimal λ (λ∗) we get,

λ∗ =
(1 + β∗)
Cβ∗2 2β∗ (6)

From equations 5 and 6 we can write λ∗ in terms of α and KL1 only and thus
we can find λ∗ so that we can maximize CC(G) and minimize KL(G) and thus
end up with optimal G∗

t having degree distribution coefficient β∗. This shows
that there exists a G∗

t which satisfies the constraints.
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3.2 Two-Phase Link Prediction Algorithm

We propose a link prediction algorithm for sparse networks. Let lp-factor (0 ≤
lp-factor ≤ 1) represent the fraction of edges we want to add to graph Gt to
form Ĝ∗

t . Let score (any of CN, AA or RA) be a measure which takes two nodes
x and y as input and returns the similarity between x and y. Let lp represent
the number of links the user wants to predict. The steps of our approach are as
follows:

1. ∀(x, y) /∈ Et compute score(x, y) to form the edge set E.
2. Sort E based on the descending order of score.
3. Add the top lp-factor × lp number of edges from E to Gt to form Ĝ∗

t .
4. ∀(x, y) /∈ Et compute score(x, y) using Ĝ∗

t instead of Gt. ((x, y) may exist
in E but we still compute score(x, y)).

5. Output the top lp edges.

In contrast to the standard link prediction algorithm, steps 3 and 4 are the extra
steps in our proposed algorithm. Steps 3 and 4 together form the second phase
of the Two-Phase algorithm. Let CN2, AA2 and RA2 refer to the modifications
of CN, AA and RA respectively using the Two-Phase algorithm.

4 Dataset and Experimental Methodology

For our experiment, we consider collaboration graphs from [12], where, each node
is an author and an edge represents collaboration between them. We present
relevant statistics on the datasets in table 1.

Table 1. Graph Datasets

Dataset | V | | Et′ | | Et |
GrQc 5241 14484 2896
HepTh 9875 25973 5194
AstroPh 18771 198050 39610
CondMat 23133 93439 18687

We randomly partition the graph into five parts by removing the edges ran-
domly where each part has 20% of the edges. Now, we use one part as training
data (Gt) and the remaining part for testing (Gt′ ) to examine the efficacy of
our algorithm on sparse networks. We repeat this five times each time taking a
different part to be the test data; we report the average values. We are inter-
ested in predicting only the top 10% and 20% of the missing links similar to the
experimental setup used in [1] and [7]. In this context, accuracy is defined as the
fraction of correctly predicted edges against the total number of edges predicted.

Accuracy =
No. of correctly predicted edges

No. of edges predicted
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5 Results and Discussion

We observe an improvement in results on all the datasets. For the results shown
in table 2 we have set lp-factor to 0.2 for CN2 and to 0.7 for AA2 and RA2.
CN2 shows good improvement compared to CN on all the datasets. It shows
a maximum improvement of 15% when predicting the top 10% edges on hep-
th dataset. For predicting the top 20% edges using CN2, we observe that we
have a maximum improvement of upto 11% on the cond-mat dataset. Similarly,
AA2 shows good improvement compared to AA on all the datasets. It shows
a maximum improvement of 5% when predicting the top 10% edges on both
hep-th and cond-mat dataset. For predicting the top 20% edges using AA2, we
observe that we have a maximum improvement of upto 8% on the hep-th dataset.
Similarly, RA2 shows good improvement compared to RA on all the datasets.
It shows a maximum improvement of 8% when predicting the top 10% edges on
gr-qc, hep-th and astro-ph dataset. For predicting the top 20% edges using RA2,
we observe that we have a maximum improvement of upto 11% on the astro-ph
dataset.

Table 2. Accuracy on predicting links

Dataset Predicting 10% Predicting 20%

CN CN2 AA AA2 RA RA2 CN CN2 AA AA2 RA RA2

gr-qc 60.44 61.33 68.48 70 61.29 69.67 35.3 36.27 42.08 43.18 41.6 44.18
hep-th 47 62.5 47.02 52.2 45.76 51.1 33.03 42.59 44.19 52.05 40.47 45.61

cond-mat 59.15 61.36 67.77 72.8 67.76 71.44 38.09 49.56 60.22 66.17 58.16 63.45
astro-ph 83.51 83.8 88.42 93.93 78.64 84.7 68.13 72.51 78.97 84.94 69.05 81.12

Table 3. CC and KL values

Predicting 10% links Predicting 20% links

gr-qc hep-th astro-ph cond-mat gr-qc hep-th astro-ph cond-mat

CC(G) 0.056 0.4735 0.106 0.514 0.06245 0.0585 0.125 0.1205
CN2 KL(G) 0.2945 0.414 0.4095 0.585 0.3155 0.4245 0.3799 0.5105

L(β, λ) 0.043 0.044 0.123 0.533 0.0476 0.053 0.1574 0.1538

CC(G) 0.358 0.3695 0.43 0.506 0.418 0.489 0.504 0.5785
AA2 KL(G) 0.171 0.242 0.213 0.2385 0.1365 0.1265 0.1005 0.075

L(β, λ) 0.359 0.394 0.447 0.623 0.425 0.538 0.655 0.72

CC(G) 0.381 0.379 0.488 0.514 0.491 0.491 0.535 0.581
RA2 KL(G) 0.1325 0.2245 0.198 0.243 0.066 0.1285 0.105 0.073

L(β, λ) 0.388 0.4071 0.611 0.63 0.51 0.5407 0.653 0.727

CC(G) 0.047 0.032 0.08 0.057 0.047 0.032 0.08 0.057
Gt KL(G) 0.18 0.3895 0.212 0.674 0.18 0.3895 0.441 0.674

L(β, λ) 0.047 0.032 0.08 0.057 0.047 0.032 0.08 0.057

Gt′ CC(G) 0.5297 0.471 0.63 0.633 0.5297 0.471 0.63 0.633

We framed our approach as an optimization problem where we maximize
the CC value of the graph and minimize the KL value of the graph. We showed
earlier that there exists an optimal graph Ĝ∗

t which maximizes the required value
L(β, λ) which are shown in table 3. For the results in table 3, we use the value
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of lp-factor to 0.2 for CN and 0.7 for AA and RA respectively. In the table, we
show CC(G) and KL(G) which represent the CC and KL value of the graph Ĝ∗

t

which we attain using CN2, AA2 and RA2. From the table, we observe that the
value of L(β, λ) increases for Ĝ∗

t which we attain by using CN2, AA2 and RA2.
We observe that CC value increases most for AA2 and RA2 and the KL value is
the least for them when compared to CN2. Hence, on most of the datasets, we
observe AA2 and RA2 having higher L(β, λ) value compared to CN2. Further,
it shows significant improvement compared to base link prediction methods. We
also observe that by using our approach (CN2, AA2 or RA2) we increase the
L(β, λ) value when compared to the graph Gt.
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Fig. 1. Accuracy vs lp-factor plots. (a) gr-qc dataset. (b) hep-th dataset. (c) cond-mat
dataset. (d) astro-ph dataset.

We observe from our results that lp-factor is an important parameter in the
proposed approach. We show the results by plotting accuracy versus lp-factor
on various datasets on predicting top 10% and 20% links in figure 1. In general,
we observe that the accuracy varies by varying lp-factor uniformly across all
the datasets. We observe that for CN2, AA2 and RA2 the accuracy reduces
as the value of lp-factor increases. In particular, on most of the datasets, we
observe that the accuracy of CN2 drops at lp-factor = 0.2. In a similar manner,
AA2 and RA2 show a fall in accuracy for lp-factor = 0.7. The reason for the
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early fall of accuracy for CN2 is that CN similarity measure is not as effective
as AA and RA in terms of accuracy. So, we set the lp-factor for CN2 to a
smaller value when compared to AA2 and RA2. This indicates that CN is more
effective on sparse graphs while AA and RA are effective on denser graphs. From
figure 1, we observe that as the lp-factor increases the accuracy increases till
a particular point and then starts decreasing which shows a direct connection
between lp-factor and accuracy similar to overfitting.

6 Conclusion

In this paper, we presented a two-phase approach to link prediction which shows
significant improvement compared to the standard link prediction approach on
sparse networks. Specifically, in our approach we add similar relevant edges to
the existing sparse network and make it denser. We exploit the connectivity
structure of this dense network for effective link prediction. The exhaustive ex-
perimentation using our approach demonstrates the superiority and robustness
of our approach. Specifically, we show a significant improvement of upto 15% on
benchmark datasets. In the future, we would like to test for the efficacy of this
method in terms of increase in the number of phases of the two-phase algorithm
to form a multi-phase link prediction.
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2. Lü, L., Zhou, T.: Link prediction in complex networks: A survey. Physica A 390(6),
1150–1170 (2011)

3. Al Hasan, M., Zaki, M.J.: A survey of link prediction in social networks. In: Social
Network Data Analytics, pp. 243–275. Springer (2011)

4. Adamic, L.A., Adar, E.: Friends and neighbors on the web. Social Networks 25(3),
211–230 (2003)

5. Newman, M.E.J.: Clustering and preferential attachment in growing networks.
Physical Review E 64(2), 025102 (2001)
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Abstract. This paper examines properties of direct multi-step ahead (DMS) pre-
diction of chaotic time series and out-of-bag (OOB) estimate of the prediction
performance for model selection. Although previous studies of DMS estimation
suggest that the DMS technique allows us accuracy improvements from iterated
one-step ahead (IOS) prediction. However, it has not considered chaotic time
series which has long-term unpredictability as well as short-term predictability,
where the boundary of the horizon of long-term and short-term is not known pre-
viously. As a result of the model selection, the CAN2 with a large number of
units are selected, which is supposed to be useful for avoiding unpredictable data
of chaotic time series. We examine the relationship between the OOB prediction
and the prediction for the test data, and we suggest that there is a mixed distribu-
tion of very small and very big magnitude of prediction errros owing to chaotic
time series. We show the effectiveness and the properties of the present method
by means of numerical experiments.

Keywords: Direct multi-step ahead prediction, chaotic time series, competitive
associative net, out-of-bag estimate, model selection.

1 Introduction

This paper examines the property of direct multi-step ahead (DMS) prediction of chaotic
time series (see [1]) and out-of-bag (OOB) estimate of the prediction performance for
model selection. A previous study of DMS estimation [2] suggests that the DMS tech-
nique allows us accuracy improvements from iterated one-step ahead (IOS) prediction.
However, the study has not considered chaotic time series which has long-term unpre-
dictability as well as short-term predictability and the boundary of the horizon of long-
term and short-term is not known previously. Thus, it is one of the problems of DMS
prediction to avoid unpredictable data of chaotic time series for learning and prediction.

On the other hand, we have studied moments of predictive deviations as ensemble
diversity for model selection in time series prediction [3], where we execute IOS pre-
diction of chaotic time series by using bagging CAN2 (bagging competitive associative
net). Here, the CAN2 is an artificial neural net intended for learning piecewise linear
approximation of nonlinear function, and the bagging CAN2 is a bagging version [4,5]
of the CAN2. We have shown that the bagging CAN2 has achieved good predictions
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and the model selection method shows better performance than the conventional hold-
out model selection method. However, a problem remains. Namely, it is hard to decide
whether a prediction obtained by the selected model is good (without diverged error) or
not, although the predictions are good on average for different initial states and different
horizons.

As an another approach to time series prediction and model selection, we examine the
DMS prediction and OOB estimate of the prediction performance in this paper. Here, the
OOB estimate is a method to evaluate the generalization performance of the prediction
and known to have smaller bias than the K-fold cross validation [6]. In the next section,
we formulate the prediction of chaotic time series. In 3, we describe the CAN2 and
OOB estimate. In 4, we show numerical experiments and analysis.

2 Prediction of Chaotic Time Series

Let yt (∈ R) denote a chaotic time series for a discrete time t = 0, 1, 2, · · · satisfying

yt = r(xt) + e(xt) (1)

where r(xt) is a nonlinear target function of a vector xt = (yt−1, yt−2, · · · , yt−k)
T .

Here, we suppose that yt can be obtained not analytically but numerically, and then
yt involves an error e(xt). The embedding dimension k should be selected properly
(see the theory of chaotic time series [1] for details). By means of applying the above
equation recursively, we have the value of yt+K for K = 0, 1, 2, · · · as a function of
xt. Namely, we have a function rK(·) given by

yt = rK(xt−K) + eK(xt−K), (2)

where eK(xt−K) represents propagation error through K times of recursive numerical
computation of (2). Here, from short-term predictability and long-term unpredictabil-
ity of chaotic time series, eK(xt−K) remains small for short-term with small K but
increases exponentially after the short-term. Now, let yt:h = ytyt+1 · · · yt+h−1 denote
a time series with the initial time t and the horizon h. For a given and training time
series ytg:ng , we are supposed to predict succeeding time series ytp:hp for tp ≥ tg+hg.
Then, we can make the training dataset Dn = {(xt, yt)|t ∈ In} for n = hg − k and
In = {t|tg+k ≤ t < tg+hg}, and train a learning machine. Then, with the prediction
function fK(·) of the machine after the learning, we can execute iterated prediction as

ŷt = fK(x̂t−K) (3)

for t = tp, tp + 1, · · · , recursively, where the elements of x̂t = (xt1, xt2, · · · , xtk) is
given by

xtj =

{
yt−j (t− j < tp)
ŷt−j (t− j ≥ tp).

(4)

Here, we suppose that yt for t < tp is known for the prediction. In the following, the
prediction by (3) is called iterated direct multi-step ahead (IDMS) prediction which
involves IOS prediction with K = 0 for t = tp, tp + 1, · · · , and DMS prediction with
K > 0 for t = tp, tp + 1, · · · , tp +K .
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3 Single CAN2, Bagging CAN2 and OOB Estimate

A single CAN2 has N units. The jth unit has a weight vector wj � (wj1, · · · , wjk)
T ∈

R
k×1 and an associative matrix (or a row vector) M j � (Mj0,Mj1, · · · ,Mjk) ∈

R
1×(k+1) for j ∈ IN � {1, 2, · · · , N}. The CAN2 after learning a training dataset

Dn = {(xt, yt)|t ∈ In} approximates the target function r(xt) by

ŷt = ỹc(t) = M c(t)x̃t, (5)

where x̃t � (1,xT
t )

T ∈ R
(k+1)×1 denotes the (extended) input vector to the CAN2,

and ỹc(t) = M c(t)x̃t is the output value of the c(t)th unit of the CAN2. The index
c(t) indicates the unit who has the weight vector wc(t) closest to the input vector xt, or
c(t) � argmin

j∈IN

‖xt−wj‖. The above function approximation partitions the input space

V ∈ R
k into the Voronoi (or Dirichlet) regions

Vj � {x ∣∣ j = argmin
i∈IN

‖x−wi‖} (6)

for j ∈ IN , and performs piecewise linear prediction for the function r(x). Note that
we have developed an efficient batch learning method shown in [7], which we have used
in this application.

The the bagging CAN2 is obtained as follows (see [4,6] for details); let Dnα�,j =

{(xt, yt)| t ∈ Inα
�,j)} be the jth bag (multiset, or bootstrap sample set) involving nα

elements, where the elements in Dnα�,j are resampled randomly with replacement from
the training dataset Dn. Here, α (> 0) indicates the bag size ratio to the given dataset,
and j ∈ J bag � {1, 2, · · · , b}. Here, note that α = 1 is used in many applications (see
[5],[6]), but we use variable α for improving generalization performance (see [6] for
the effectiveness and the validity), and we use α = 2 in the experiments shown below.
Statistically, the data in Dn is out of the bag Dnα�,j with the probability (1− 1/n)α �
e−α. Inversely, the data in Dn is in Dnα�,j with the probability 1 − e−α � 0.632 for
usual α = 1 and 0.865 for α = 2, and they are used for training the learning machine.
With multiple learning machines θj (∈ Θbag � {θj |j ∈ J bag}) which have learned
Dnα�,j , the bagging for estimating the target value rt = r(xt) is done by

ŷbag

t � ŷbag(xt) �
1

b

∑

j∈Jbag

ŷjt ≡
〈
ŷjt

〉

j∈Jbag
(7)

where ŷjt � ŷj(xt) denotes the prediction by the jth machine θj . The angle brack-
ets 〈·〉 indicate the mean, and the subscript j ∈ J bag indicates the range of the mean.
For simple expression, we sometimes use 〈·〉j instead of 〈·〉j∈Jbag in the following.

The OOB estimate is used to estimate the generalization error of bagging ensemble
as follows (see [6] for details): For the given training dataset Dn = {(xt, yt)|t ∈ In},
we define the out-of-bag prediction error by the RMSE (root mean square prediction
error)

Lob �
(〈

(ŷob
t − yt)

2
〉
t∈In

)1/2

, (8)
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Fig. 1. Lorenz time series y(t) for t = 0, 1, 2, · · · , 10000

where ŷob
t � 〈ŷjt 〉j∈Job is the mean of the out-of-bag predictions ŷjt = ŷj(xt) by the

ensemble members which have learned the bags not involving the tth data (xt, yt).

4 Numerical Experiments and Analysis

4.1 Experimental Settings

As a chaotic time series, we employ Lorenz time series given by

dx

dtc
= −σx+ σy,

dy

dtc
= −xz + rx− y,

dz

dtc
= xy − bz, (9)

for σ = 10, b = 8/3, r = 28 (see [1]). Here, we use tc for continuous time and
t (= 0, 1, 2, · · · ) for discrete time related by tc = tT with the sampling period T . We
have generated 10,000 data points from the initial state (x(0), y(0), z(0)) = (−8, 8, 27)
with the sampling period T = 25ms via Runge-Kutta method with 128 bit precision of
GMP (GNU multi-precision library). We use y(t) for the time series to be processed (see
Fig. 1). Here, note that we have observed three time series generated with T = 250ms,
25ms and 2.5ms, respectively, and they are all the same until 20s and the latter two
time series with T = 25ms and 2.5ms are the same until 30s, while the difference
increases exponentially after then. Furthermore, with the precision less than 128 bit,
the difference of the above time series increases after shorter duration of time. This
result is considered to be related to the property of chaotic time series with short-term
predictability and long-term unpredictability owing to finite computational precision.
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Fig. 2. Experimental result of predictable horizon hp vs. the number of units N of the CAN2 by
IDMS prediction for different prediction delay K and different prediction start time tp. The line
segments for K = 0 indicate the IOS prediction, while the data points for K > 0 satisfying
hp ≤ K + 1 indicate DMS prediction and hp > K + 1 indicate iterated DMS prediction.

From another point of view, the result indicates that the computational error by Runge-
Kutta method decreases by reducing the sampling period, and y(t) for each duration
of time less than 1200 steps (=30s/25ms) in Fig. 1, or yt0:1200 for each initial time
t0 = 0, 1, 2, · · · with initial state (x(t0), y(t0), z(t0)), is supposed to be almost correct,
while cumulative computational error may increase exponentially after the duration.

We show the results for the embedding dimension being k = 10, the given and train-
ing time series being ytg:hg = y0:5000, and the multi-step ahead prediction of ytp:np with
the prediction start time tp = 5000, 6000, 7000, 8000, 9000 and 5200, and prediction
horizon hp = 10, 20, 40, · · · , 100.

4.2 Results and Analysis

Predictable Horizon By IDMS Prediction Using Single CAN2. Using single CAN2,
we have examined the predictable horizon by means of IDMS predictions using (3)
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Fig. 3. Experimental result of the OOB RMSE Lob (left) and the test RMSE Ltest (right). The test
predictions are done by the bagging CAN2 with N , denoted by open circles on the left, which
have achieved the smallest Lob.

involving IOS and DMS predictions. Here, the horizon is terminated when the predic-
tion error reaches bigger than 10 about the quarter of the width 37 of the time series. We
show the result in Fig. 2. We can see that the IOS prediction outperforms other predic-
tions on average for N = 100 and 500 and all tp. This performance is also competitive
with other researches (see e.g. [8]). The shortest (worst) horizons tp for N = 500 is
bigger than 100, except hp = 66 for tp = 5200 and hp = 67 for tp = 5400 among
41 cases with tp = 5000 + 100i for i = 0, 1, 2, · · · , 40. One of the difficulties of IOS
prediction by single CAN2 lies in this fact that we cannot tell how much and how long
the current prediction is good or bad until the true value is obtained.

From another point of view, we empirically have good function approximation re-
sults with the number of units N less than n/k(� 500 in this case) for the number of
training data n(= hg − k � hg = 5, 000) with the embedding dimension k(= 10) be-
cause a unit of the CAN2 requires k linear independent data to training the associative
matrix or k-dimensional linear coefficient vector. When a Voronoi region Vj given by
(6) has smaller number of training data than k, the present learning method [7] com-
pensates the training data in Vj from the given training data nearest to the center vector
wj of Vj until the number of the data being k. Thus, in order to approximate a compli-
cated function as of the chaotic time series, a large N bigger than n/k may be useful.
Precisely, the present learning method tries to equalize the MSE (mean square predic-
tion error) for all Voronoi regions because it is asymptotically optimal [7]. However,
when there is an inevitable large error in a small input region, such as the error for long-
term unpredictable data, it may be useful to divide the input region into a lot of Voronoi
regions as much as possible more than n/k = 500 but smaller than n = 5, 000, in order
to exclude the unpredictable data from the learning of piecewise linear approximation
in each Voronoi region.

OOB Estimate of DMS Prediction Error and Model Selection. Using bagging
CAN2, we have OOB estimate of the performance of DMS prediction for model se-
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Fig. 4. Example of the target yt and DMS prediction for K = 80 by the selected bagging CAN2,
ŷbag
t , which corresponds to the bottom right in Fig. 3

lection. Here, for the bagging CAN2, we use the number of bags being b = 20 for
reducing computational cost and the bag size ratio being α = 2 for obtaining smaller
prediction error. Note that b = 20 is smaller than the values used for usual bagging
methods [5], but we have had almost the same result of the model selection using the
OOB estimate with b = 100. Furthermore, in our previous study [6], bigger α is useful
when the number of training data is small (for learning analytical functions). Therefore,
we use 5,000 training data, which we suppose sufficient data, in this experiment, while
2,000 data is used in [3]. However, the big α = 2 works well in the experiments. The
reason of this result is supposed to be owing to chaotic time series, and we are going to
examine the reason in detail in our future research.

We have obtained OOB RSE Lob given by (8) for N = 100, 500, 1000, 2000 and
3000 and obtained the best N with minimum Lob. We show three examples of the result
in Fig. 3 (left). As explained above, we have K + 1 DMS predictions for the predic-
tion delay K . We use them as test predictions and we obtain the RMSE, denoted by
Ltest, to evaluate the prediction performance as shown in Fig. 3 (right). Furthermore, we
show some examples of the target yt and the prediction ŷbag

tc for K = 80 correspond-
ing to the bottom right in Fig. 3 in Fig. 4. From the figure, the predictions for tp =
8000 and 9000 are not good, but other predictions with Ltest less than 2 look not bad.
In Fig. 3, the circled values of Lob for large K(≥ 40) seems very bigger than the aver-
age of Ltest on the right, although there are good predictions with Ltest less than 2. This is
considered that there are a larger number of big prediction errors for larger K , and they
are overestimated by the RMSE criterion. For example, when we have big prediction
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error e1 = 10 for n1 data and small prediction error e2 = 0.01 for n2 data among all
n = n1 + n2 = 1, 000 data, we have RMSE= 0.32, 3.16 , 5.48 for n1 = 1, 100, 300,
respectively. Namely, the RMSE corresponding to Lob has the value 5.48 when there
are big errors with the ratio 30[%] (n1/n = 300/1, 000), while 70 [%] of each predic-
tion shows small error e2 = 0.01 and the RMS (corresponding to Ltest) of most of the
samples involving fewer big errors may be much smaller than Lob. In other words, the
above relationship between Lob and Ltest may be obtained with a mixed distribution of
very small and very big magnitude of prediction errors owing to chaotic time series. We
would like to examine this relationship in detail in our future research.

5 Conclusion

We have examined properties of DMS prediction of chaotic time series to utilize the
OOB estimate of the prediction performance for model selection. As a result of the
model selection by means of numerical experiments, the CAN2 with a large number
of units are selected, which is supposed to be useful for avoiding unpredictable data
of chaotic time series. As a property of OOB prediction with training data and the
prediction for the test data, we suggest that there is a mixed distribution of very small
and very big magnitude of prediction errors owing to chaotic time series. We would
like to examine these properties in detail in our future research. Furthermore, we have
shown that IOS prediction using single CAN2 has achieved longer predictable horizon
than DMS prediction in many cases. We would like to examine the reason and develop
a prediction method achieving longer predictable horizon as well as whose horizon or
the uncertainty of the prediction can be estimated.
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Abstract. A main task of multi-document summarization is sentence
selection. However, many of the existing approaches only select top
ranked sentences without redundancy detection. In addition, some sum-
marization approaches generate summaries with low redundancy but
they are supervised. To address these issues, we propose a novel method
named Redundancy Detection-based Multi-document Summarizer
(RDMS). The proposed method first generates an informative sentence
set, then applies sentence clustering to detect redundancy. After sentence
clustering, we conduct cluster ranking, candidate selection, and repre-
sentative selection to eliminate redundancy. RDMS is an unsupervised
multi-document summarization system and the experimental results on
DUC 2004 and DUC 2005 datasets indicate that the performance of
RDMS is better than unsupervised systems and supervised systems in
terms of ROUGE-1, ROUGE-L and ROUGE-SU.

Keywords: Multi-document summarization, sentence clustering, repre-
sentative selection, redundancy detection.

1 Introduction

With the number of information grows exponentially, how can we obtain use-
ful information from the mass of resources has become increasingly important.
Multi-Document Summarization (MDS), which products a summary for a set
of topic-related documents, is an effective tool to solve the problem. Sentence
selection is a widely-accepted approach to generate a summary for multiple docu-
ments. Goldstein et al. developed Maximal Marginal Relevance (MMR) method
to detect redundant sentences, minimize redundancy, and maximize relevance
of a summary [1]. Seno et al. proposed a sentence clustering method to cluster
the sentences using an incremental clustering algorithm [2]. In the algorithm,
the first sentence from the first document is set as the first cluster, the fol-
lowing sentences are clustered based on the judgement of whether the sentence
should belong to an existing cluster or a new cluster. Wang et al. suggested a
system based on Latent Dirichlet Allocation (LDA) [3]. In the system, a new
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Bayesian sentence-based topic model is generated by making use of both term-
document and term-sentence associations. There are some approaches generating
summaries with relative low redundancy, such as [4–6]. However, most of these
methods are supervised and labor-intensive.

Generally speaking, most existing approaches either could not effectively rec-
ognize redundancy, or used deep natural language analysis leading to supervised
fashion. To address these issues, we present a novel method named Redundancy
Detection-based Multi-document Summarizer (RDMS). The aim of RDMS is
to automatically produce a summary for a set of topic-related documents with
low redundancy. We first generate an informative sentence set, then we uses an
improved k-means algorithm to cluster sentences. After sentence clusters gener-
ated, we rank the clusters, and select candidates to get a candidate summary set.
Finally, we select the representative with redundancy detection. To sum things
up, the main contributions of the paper are:

1. We propose a novel method RDMS for multi-document summarization
based on sentence clustering, which detects redundancy when selecting represen-
tative sentences. As a result, our method enhances the summarization process
by eliminating redundancy.

2. For the sentence clustering process, we develop an improved k-means clus-
tering algorithm.

3. Based on two datasets, we evaluate RDMS comprehensively by comparing
eight existing summarization methods in terms of ROUGE-1, ROUGE-L and
ROUGE-SU.

2 Redundancy Detection-Based Multi-document
Summarizer

2.1 Overview

Let us take a glance at the procedure of our multi-document summarization
system: There is a set of documents D = {d1, d2, . . . , dm}, in which d1, d2,· · ·,
dm are topic-related documents, m is the number of documents. By extracting
informative sentences fromD, a set of sentences S = {s1, s2, . . . , sn} is generated.
We cluster S into S1, S2,· · ·, Sk, in which k is the number of sentence clusters.
After getting S1, S2,· · ·, Sk, we rank the clusters to get S

′
1, S

′
2,· · ·, S

′
k and select

a representative sentence from each cluster to form the candidate sentence set
Rc = {r1, r2, . . . , rk}. Finally, we choose the representative sentences from Rc in
a controlled fashion with redundancy detection until the summaryRr reaches the
required length. The procedure of our multi-document summarization system is
described in Fig.1.

2.2 RDMS Method

Informative Sentence Set Generating. In this step, our framework uses the
sentence boundary detector RASP [7] to split a set of topic-related documents
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Fig. 1. The procedure of RDMS system

into sentences. Considering short sentences contain less information, we remove
the sentences with length less than five words to generate informative sentence
set S = {s1, s2, . . . , sn}.

Sentence Clustering. First, we use S = {s1, s2, . . . , sn} as the input of sen-
tence clustering algorithm and

√
n as the number of clusters. Shanlin et al.

proved that the maximum number of actual clusters is smaller than
√
n [8]. The

algorithm chooses
√
n initial centers one by one in a controlled fashion for clus-

tering, in which the current set of chosen centers will have an impact on the
choice of the next center. Specifically, for each sentence s and the set of cluster
centers C = {c1, c2, . . . , cp}, we compute the minimum similarity between s and
C as follows:

Ψs(C) = minp
i=1

s · ci
‖ s ‖‖ ci ‖ (1)

Where p is the number of centers existing in C, and s·ci

‖s‖‖ci‖ means the cosine

similarity between sentence s and sentence ci. Then we choose s with probability
proportional to Ψ2

s (C). After getting the whole initial center set C, we adopt
the k-means clustering algorithm. The whole clustering algorithm is shown in
Algorithm 1.

Cluster Ranking. Different clusters represent different topics of the whole
document set. Since some clusters could be noisy, we need to rank clusters to
filter the clusters. We compute the sum of similarities that between sentences
in one cluster and S. Then, we calculate the weight of cluster Si to rank the
clusters as follows:

W (Si) =

m∑

i=1

n∑

j=1

si · sj
‖ si ‖‖ sj ‖ (2)

Where m is the number of sentences in cluster Si and si ∈ Si, n is the number
of sentences in the whole sentence set S and sj ∈ S. We are aiming to generate
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Algorithm 1. Sentence Clustering Algorithm

Input: The sentence set S = {s1, s2, . . . , sn} (k is
√
n)

Output: The sentence clusters.
Method:

1: C ← choose one center uniformly at random from S
2: while |C| < k do
3: for each s, compute Ψs(C)
4: choose s ∈ S with probability proportional to Ψ2

s (C)
5: C ← C ∪ {s}
6: end while
7: initial centers ← C , running k-means

the summary based on the whole sentence set S, to some extent we take the
global importance of sentence into consideration.

Candidate Selection. After clusters are ranked, we choose a representative
sentence for each cluster based on the sentence weight. The score of s in Si is
defined as follows:

Υ (s, Si) =
m∑

j=1

s · sij
‖ s ‖‖ sij ‖ (3)

Where sij is the jth sentence in Si and m is the number of sentences in
cluster Si. Then we select the representative sentence with the highest score
for each cluster to construct the candidate set Rc = {r1, r2, . . . , rk}, where k is
the number of clusters. In the process, we consider the importance of sentence
within the cluster, that is to say we take the local importance of sentence into
consideration.

Representative Selection. First, we select the representative sentence of
the cluster with the highest weight in Rc, and add it to summary. Then we
choose the sentence s with the next highest weight and compute the redundancy
score Φs(Rr) as follows:

Φs(Rr) = maxp
i=1

s · ri
‖ s ‖‖ ri ‖ (4)

Where p is the number of sentences existing in Rr, and ri ∈ Rr. Φs(Rr)
measures the degree of redundancy by obtaining the maximum of the similarity
between s and the set of chosen representative sentences. If Φs(Rr) is lower than
the threshold λ (a parameter used to measure redundancy), then we add it to
summary, otherwise not. Repeat the step until the length of summary meets the
requirement. Note that λ is an important parameter to leverage the redundancy
in Rr and we will set the value of λ based on empirical experiments.

We interpret our RDMS method as follows: First, we extract informative sen-
tences from a set of topic-related documents. Then we run our sentence clustering
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algorithm which is based on the improved k-means clustering algorithm. As we
know, the selection of initial centers is crucial to the clustering quality of k-means.
Hence, we select initial centers in a careful manner rather than start with a random
set of k centers, which makes better clustering results than the original k-means.
Due to different clusters make a difference contribution to the documents, we rank
the sentence clusters after sentence clustering. Then we select a representative sen-
tence for each cluster to form the candidate set of summary. During cluster rank-
ing and candidate selection, we take both local importance and global importance
of sentence into consideration, in order to get representative sentences with high
quality. We also conduct representative selection to strengthen the redundancy
eliminating. Representative sentences are chosen one by one in a controlled way,
where the current set of chosen sentences will have an impact on the choice of the
next sentence.We introduce parameterλ as a threshold, if themaximum similarity
between the current sentence and the sentences existing in summary is lower than
λ, then we add the current sentence to the summary, otherwise not. We repeat
the procedure of selecting representative sentences until the length of summary is
satisfied.

3 Evaluation

The Document Understanding Conference (DUC)1 is an annual evaluation for
summarization. In the experiments, we use DUC 2004 and DUC 2005 corpus to
evaluate our RDMS method. Table 1 gives a brief description of the datasets.

Table 1. Details of DUC 2004, DUC 2005 dataset

DUC 2004 DUC 2005

number of document collections 50 50

number of articles in each document 10 25-50

data source TDT TREC

summary length 665 bytes 250 words

For evaluation, we use the ROUGE2 (Recall-Oriented Understudy for Gist-
ing Evaluation) system. To properly evaluate the summary we use ROUGE-1,
ROUGE-L and ROUGE-SU based measures. Other details of the measures are
available in [9].

We compare our RDMS system with several state-of-the-art summarization
approaches described briefly as follows: (1) DUC Best: It means the system
performing best on the official datasets, which is based on Hidden Markov Model
(HMM). (2) Random: The approach selects sentences randomly from the docu-
ment set. (3) Centroid: The method uses MEAD algorithm to extract sentences
according to the following three parameters: centroid value, positional value and

1 http://duc.nist.gov/
2 http://www.berouge.com/Pages/default.aspx

http://duc.nist.gov/
http://www.berouge.com/Pages/default.aspx
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first-sentence overlap [10]. (4) LexPageRank: The method first constructs a
sentence connectivity graph based on cosine similarity and then selects impor-
tant sentences based on the concept of eigenvector centrality [11]. (5) LSA: The
method applies the singular value decomposition (SVD) on the terms by sen-
tences matrix to select highest ranked sentences [12]. (6)NMF: The method per-
forms non-negative matrix factorization (NMF) to cluster sentences into groups
and selects sentences from each group for summarization [13]. (7) KM: The
method performs k-means algorithm on terms by sentences matrix to cluster
the sentences and then chooses the centroids for each sentence cluster to con-
struct a summary. (8) FGB: The FGB approach utilizes the mutual influence
of the document for clustering and summarization [14].

Since our system selects the initial centers with probability, we conduct ex-
periments ten times and obtain the average score. We also stem summaries when
we compare them to the reference summaries. First, we determine the parameter
λ by set its values 0.1, 0.2, · · · , 1.0 respectively as shown in Fig.2. We found that
λ = 0.3 can get the best performance. That is to say, λ > 0.3 makes summary
contain more redundancy. If λ < 0.3 the summary covers noisy words leading to
low ROUGE scores. Therefore we set λ = 0.3 in our later experiments.
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0.35

0.36

0.37

0.38

0.39

0.4

0.41

λ

RO
UG

E−
1

 

 
DUC2004
DUC2005

Fig. 2. The effect of λ in DUC 2004 and DUC 2005

For fair comparison, a summary of 665 bytes is generated for each document
set on DUC 2004 dataset, and a summary of 250 words is generated for each
document set on DUC 2005 dataset. The comparison results between RDMS
and other eight systems are presented in Table 2.

From experimental results, it is clear that RDMS performs better than other
compared systems on different evaluation measures. We also have the following
observations: (1) It is obvious that Random has the worst performance among
all the methods. (2) LSA and NMF and KM are the systems based on sentence
clustering, all of them first generate sentence clusters and then select representa-
tive sentences from each cluster. (3) Different with LSA, NMF and KM, Centroid
takes positional value and first-sentence overlap into consideration which are not
used in clustering-based summarization, which leads to better result. (4) Lex-
PageRank performs better than Centroid. It is due to the fact that LexPageRank
ranks the sentence with eigenvector centrality, which implicitly accounts for re-
lation among all sentences. (5) FGB outperforms LexPageRank. FGB makes use
of term-document and term-sentence matrices, which enhancing the generated
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Table 2. Evaluation results on DUC 2004 dataset and DUC 2005 dataset

Dataset DUC 2004 DUC 2005

Systems ROUGE-1 ROUGE-L ROUGE-SU ROUGE-1 ROUGE-L ROUGE-SU

DUC Best 0.38224 0.38687 0.13233 0.38036 0.34764 0.10012

Random 0.31865 0.34521 0.11779 0.29012 0.26395 0.09066

Centroid 0.36728 0.36182 0.12511 0.3535 0.32562 0.11007

LexPageRank 0.37842 0.37531 0.13097 0.3760 0.33179 0.12021

LSA 0.34145 0.34973 0.11946 0.30461 0.26476 0.10806

NMF 0.36747 0.36749 0.12918 0.32026 0.28716 0.11278

KM 0.34872 0.35882 0.12115 0.31762 0.29107 0.10806

FGB 0.38724 0.38423 0.12957 0.38175 0.35018 0.12006

RDMS 0.40589 0.40072 0.14219 0.38319 0.35376 0.12297

summary. (6) DUC Best uses HMM, it requires a large amount of training data
and is a supervised system. (7) Our RDMS outperforms all other systems. For
example, on DUC 2004 dataset, RDMS gets 0.40589 ROUGE-1 score, 0.40072
ROUGE-L score and 0.14219 ROUGE-SU score, while DUC Best (supervised
system) gets 0.38224 ROUGE-1 score, 0.38687 ROUGE-L score and 0.13233
ROUGE-SU score. We attribute this to the fact that we take both local impor-
tance and global importance of sentence into consideration to get representative
sentences with high quality. The summary covers more comprehensive keywords
through sentence clustering and representative selection. Additionally, it bene-
fits from our system detecting redundancy twice. The first time is during the
procedure of sentence clustering, and the second time is during the procedure of
representative selection. By setting a parameter λ, we leverage the whole degree
of redundancy to get a summary with high quality. Different with supervised
methods, our parameter setting is disposable and time efficiency is high, while
supervised methods need iterative optimization and time efficiency is low. In
conclusion, RDMS system has three advantages: avoiding redundancy, covering
more significant words and being an automatic system.

4 Conclusion and Future Work

In this paper, we propose RDMS system for multi-document summarization, it is
composed by five steps: informative sentence set generating, sentence clustering,
cluster ranking, candidate selection and representative selection. Meanwhile, the
RDMS system is unsupervised. Compared with the state-of-the-art systems, the
experimental results indicate that our proposed system performs better than
unsupervised systems and comparable with supervised systems of this area. We
believe that our method will play an important role for multi-document summa-
rization in an automatic fashion.

In the future, we will improve our system by exploiting more similarity mea-
surement between sentences. In addition, we will explore more effective clustering
methods to improve the efficiency of the proposed method.
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Abstract. Query suggestion is proposed to generate alternative queries
and help users explore and express their information needs. Most ex-
isting query suggestion methods generate query suggestions based on
document information or search logs without considering the semantic
relationships between the original query and the suggestions. In addition,
existing query suggestion diversifying methods generally use greedy algo-
rithm, which has high complexity. To address these issues, we propose a
novel query suggestion method to generate semantically relevant queries
and diversify query suggestion results based on the WordNet ontology.
First, we generate the query suggestion candidates based on Markov
random walk. Second, we diversify the candidates according the differ-
ent senses of original query in the WordNet. We evaluate our method
on a large-scale search log dataset of a commercial search engine. The
outstanding feature of our method is that our query suggestion results
are semantically relevant belonging to different topics. The experimen-
tal results show that our method outperforms the two well-known query
suggestion methods in terms of precision and diversity with lower time
consumption.

Keywords: Query suggestion, search logs, semantic relationships,
diversify.

1 Introduction

Since it is getting difficult for search engines to satisfy users’ information needs
directly, query suggestion is proposed to generate alternative queries and help
users explore and express their information needs. Query suggestion plays an
important role in improving the usability of search engines and it has been well
studied in academia as well as industry. However, much efforts focus on how to
suggest queries relevant to the original query without considering the diversity of
query suggestion results. A study shows that queries submitted to search engines
are usually short consisting of two or three words on average [15] . When a user
knows little about the search topic, it is difficult to construct a good query.
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The two situations make search intend ambiguous, and query suggestion results
diversity is necessary. Recently, some methods has been proposed to diversify
query suggestion results. For example, Ma et al. [10] diversify the results by
employing the Markov random walk and hitting time.

However, existing query suggestion diversificationmethods generally use greedy
algorithm, which has high complexity, resulting relative low efficiency. In addition,
many existing query suggestion methods only use search logs to obtain query sug-
gestion without considering semantic relationships between queries, resulting in
some query suggestion results unrelated to the original query semantically.

To address these issues, we propose a novel method, called Ontology-based
Diversifying Query Suggestion (ODQS), to diversify query suggestion results
using an ontology - WordNet [16]. First, we generate query suggestion candidates
from search logs based on the forward random walk analysis. Second, we diversify
the candidates based on the different senses of the original query in the WordNet.
The paper has three main contributions as follows:

1) We exploit search logs and semantic relationships between queries based
on WordNet to diversify query suggestion results and increase the relevance of
query suggestion results.

2) Our method improves the efficiency of the query suggestion diversification
by employing the WordNet ontology.

3) We evaluate the effectiveness and efficiency of the proposed method by
comparing two existing query suggestions methods.

The rest of this is organized as follows. Section 2 is devoted to a detailed
description of our method to diversify query suggestion results. We conduct
experiment on AOL search logs to evaluate our proposal section 3. We discuss
related work of query suggestion in Section 4. Finally, we conclude the paper
with future work in Section 5.

2 Ontology-Based Diversifying Query Suggestion

In this section, we elaborate how to leverage search logs and semantic rela-
tionships to improve the quality and diversification of query suggestions. Fig.1
shows the ontology-based diversifying query suggestion model. We first generate
suggestion candidates from search logs based on the forward random walk. A
query-URL bipartite graph is constructed as G = (V,E), in which vertexes are
composed by two parts V = V1

⋃
V2. V1 represents the set of all unique queries

and V2 represents the set of all unique URLs. There exits an edge from node
x ∈ V1 to node y ∈ V2 if y is a clicked URL of query x in the search logs. The
weight ω(x, y) is the total number of times that y is clicked when query x is
issued. Note that since the edge is an undirected edge, the weight ω(y, x) is the
same as ω(x, y). The transition probabilities from node i to node j in this paper
is defined as follows:

Pt+1|t(j | i) = ω(i, j)
∑

k ω(i, k)
(1)
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where k ranges over all nodes. Pt+1|t(j | i) denotes the transition probability
from node i at step t to node j at time step t+ 1.

Search
logs

candidate 1

candidate 2

candidate 3

candidate n

query suggestion

query suggestion

query suggestion mQuery-URL
bipartite graph

Generating
candidate

Diversifying
results

WordNet

Constructing
graph

Candidates
Suggestions

Fig. 1. Ontology-based diversifying query suggestion model

We represent the transitions as a sparse matrix A and perform the random
walk using A. We calculate the probability of transition from node i to node j in
t steps as Pt|0(j | i) = [At]ij , right here A

t means t-step random walk transition
matrix. It gives a measure of the volume of paths between these two nodes.
If there are many paths the transition probability will be high. The larger the
transition probability Pt|0(j | i) is, the more the node j is similar to the node
i. We select the top n largest Pt|0(j | i) as candidates. In this study, we set
the n = 100 empirically. In fact, n = 100 is large enough because we generally
select 20 query suggestions at most.

To improve the quality of query suggestions and diversify query suggestions,
we exploit semantic relationships between queries based on the WordNet on-
tology. In the study, we map the suggestion candidates based on the different
senses of original queries. There are three steps for diversifying query suggestions
based on WordNet as follows:

Step 1: For each query suggestion candidate c, we compute similarity scores
between the different senses of an original query q and candidate c. In this way,
we exploit the semantic relationships between query suggestion c and the orignal
query q. We use the Lin similarity method [5], because it is a probabilistic model
and is a universal similarity function, not tied to a particular application or a
form of knowledge representation. For concept c1 and c2, their Lin similarity is
defined as follows:

simL(c1, c2) =
2× lg p(lcs(c1, c2))

lg p(c1) + lg p(c2)
(2)

where lcs(c1, c2) is the least common parent node of c1 and c2; p(c) is proba-

bilities of concept c and p(c) =
∑

w∈words(c) count(w)

N , where words(c) is a set of
words which concept c contains, count(w) is the number of w in Brown corpus
and N is the number of words in the Brown Corpus.
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For two phrases consisted multiple terms, we calculate their similarity simP

between the last noun of the two phrases as the final score. If the last noun of the
two phrases are same, we calculate the similarity simL between the penultimate
word of candidate and the last noun of the original query. The final score simP =
0.5 + 0.5× simL.

Step 2: For an original query having n senses in WordNet, we obtain a
sense set Qs = {sense[0], . . . sense[n− 1]}. After calculating the simL between
c and sense[i] ∈ Qs, we select the sense[i] with highest simL and map the
corresponding c to the sense[i].

For example, Table 1 shows the similarity score of “apple” and “banana” in
two different senses. In the table, the “n” represents “noun”, the number “1”
or “2” represents the different senses of the word. We find that the highest
similarity is the simL score between “apple#n#1” and “banana#n#2”, which
means that the second sense of banana is most similarity to the first sense of
apple. For an original query “apple”, “banana” is a suggestion candidate, then
we map “banana” to the first sense of “apple”.

Table 1. The similarity results of “apple” and “banana” using Lin similarity

combinations of different senses similarity score

apple#n#1, banana#n#1 0.11802556069890623
apple#n#1, banana#n#2 0.6867056880240358
apple#n#2, banana#n#1 0.0
apple#n#2, banana#n#2 0.0

Step 3: We rank suggestion candidates according to the similarity score for
each sense[i] ∈ Qs. Based on the ranking results, we select the queries which have
the top k highest similarity score as suggestions. The value of k is determined
on how many query suggestions we need. Since the candidates are selected from
different groups based on sense[i] ∈ Qs, our method ensures that the final query
suggestions are semantically diversified and related to the Qs.

3 Evaluation

3.1 Experimental Setup

In this section, we conduct empirical experiments to show the effectiveness of
our proposed algorithm. We select AOL Search Data as our data set, which is
a collection of real search log data based on real users. The data set consists
of 20M web queries collected from 650k users over three months. We clean the
data by keeping those frequent, well-formatted, English queries (queries which
only contain characters ‘a’, ‘b’,. . . ,‘z’ and space, and appear more than 5 times).
After cleaning, we obtain a total of 9,752,848 records, 604,982 unique queries
and 785,012 unique URLs.

We construct a query-URL bipartite graph on our data set, and randomly
sample a set of 50 queries from our data set as the testing queries. For each
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testing query, we obtain six query suggestions. In order to evaluate the qual-
ity of the results, three experts are requested to rate the query suggestion re-
sults with “0” or “1”, where “0” means “irrelevant” and “1” means “relevant”.
We use the precision measurement in our experiment, i.e., precision at position
n is defined as:

p@n =
rn

n
(3)

where rn is the number of relevant queries in the first n results.
In order to evaluate the diversity of query suggestion results, we propose

a diversity measurement method. Intuitively, if similarity score between two
queries was high, then the diversity of the two queries are low. We select the
first sense for each noun of qi in WordNet, and then we use Bag of Words model
to indicate qi, denoting �qti = (qti1, . . . , qtin). We calculate the similarity (qi, qj)
by Cosine similarity. Hence, we measure the diversity of two queries as follows:

D(qi, qj) = 1− cos( �qti, �qtj) = 1−
∑n

k=1 qtik × qtjk
√∑n

k=1 qt
2
ik ×

√

∑n
k=1 qt

2
jk

(4)

We evaluate the diversity over a query set Sq as follows:

SD(Sq) =

∑K
i=1

∑K
j=1,i�=j D(qi, qj)

K × (K − 1)
(5)

where K is the size of the query set Sq. We compare our method with Diversi-
fying Query Suggestion (DQS) method [10] and Forward Random Walk (FRW)
method [3]. We realize all the methods on a Core i5 computer, with CPU clock
rate of 2.8 GHz, 4GB RAM, and running Windows 7.

3.2 Experimental Results

The comparison results are shown in Fig.2 and Fig.3. We found that our method
is superior to FRW and DQS in precision as well as diversity. For example, when
six query suggestions are returned, average precisions for the three methods are
ODQS0.59,DQS 0.54 andFRW0.50.ODQS is 5%higher thanDQS and 9%higher
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than FRW. The average diversities for the three methods are ODQS 0.9, DQS 0.78
and FRW 0.68. ODQS is 12% higher than DQS and 22% higher than FRW.

We list three cases for three queries in Table 2. Given a query, we discovered
that our suggestion results covermuchmore latent topics intuitively. For example,
given a query “birthday cakes”, our method suggested “kids birthday cakes” and
“princess birthday cakes” which is the most relevant to the given query. It also
suggests “birthday invitations” and “kids craft”, which is be closely related to
birthday. “wedding cakes” as a kind of cake is also suggested, whichmeans that the
diversified suggestion are discovered by our method. DQS returns diversified but
not so relevant query suggestions, such as “electric power washers”. The results
of FRW are relevant, i.e., most suggestions are related to the “cakes”. However,
most suggestions are redundant and represent the same topic “cakes”. The three
cases in Table 2 show that suggestion results of our method are relevant as well as
diversified.

Different from FRW and DQS, which only leverage search logs to generate sug-
gestions, our method exploits semantic relationships between original query and
suggestions based onWordNet. We re-ranking the suggestion candidates based on
their relevance between different senses of the original queries. Therefore, the sug-
gestions are more semantically related to the original queries. We also use Word-
Net to find latent topics - different senses of the original query, andmap suggestion
candidates to these latent topics. Our method is able to discover the query sugges-
tions in different topics intrinsically. As a result, our method diversifies the query
suggestions better than the FRW and DQS method.

Table 2. Query Suggestion Comparisons between ODQS and otherMethods

Query = travel
ODQS FRW DQS
air fares travelocity travelocity
air travel expedia lonely planet
aarp passport orbitz travel texas
hotels airline tickets frommers california travel guide
Yahoo travel airfare frommers maui
travel channel hotels haunted travels

Query = world
ODQS FRW DQS
world map world map world map
child labor atlas the world fact book
time zones world atlas cia united states
world bank cnn time in london
costa rica child labor world clock
education time zones time in spain

Query = birthday cakes
ODQS FRW DQS
kids birthday cakes birthday cakes baby shower cakes
baby shower cakes cakes electric power washers
birthday invitations baby shower cakes wedding invitations
princess birthday cakes princess birthday cakes how to make icing roses
wedding cakes wedding cakes the cheese cake factory
kids crafts birthday invitations creative birthday gifts

In order to compare efficiency of the ODQS, FRW, and DQS, we implement
three methods on the same computer and found the average times of three
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methods are DQS 721,469ms, FRW 220,277ms and ODQS 269,832ms. It is ob-
vious that DQS consumes much more time than FRW and ODQS. It is chiefly
because DQS algorithm has an dense matrix operations and iterative operation,
which is time-consuming. We also found that our method has similar running
time with FRW. It is because our method generate query suggestion candi-
dates using the sparse transition matrix, and diversify query suggestions based
on WordNet without using iterative operation. However, our method is able to
generate diversified suggestions while FRW is not.

We analyze the time complexity of the three method here. To calculate a
forward random walk, we encode the start distribution as a row vector νi with
a unit entry at query node i, and obtain Pt|0(j | i) = νj [A]

t. Then the time
complexity of FRW is O(n2). The time complexity of DQS is O(n2) + (k −
1)O(n×m), where k is the number of returned query suggestions and m is the
number of neighbors of node i (m << n). The time complexity of our method is
O(n2)+O(m) (m << n). To conclude, the experimental results show our method
can suggest the diversified queries and improve the precision of suggestions in
lower time consumption.

4 Related Work

Query suggestion techniques are used to improve search experience and help
users to express these information needs. Most early query suggestion methods
leverage document information or corpus [1, 2]. Recently, query suggestion using
search logs has been widely studied.

Craswell et al. [3] proposed a backward random walk on query-URL bipar-
tite. Mei et al. [4] introduced the concept of hitting time to iterative compute the
hitting time. Beeferman et al. [6] used a hierarchical agglomerative on a query-
URL bipartite to discover similar queries. Cao et al. [7] clustered similar queries
into a concept and build the concept sequence suffix tree to realize query sug-
gestion. Boldi et al. [8] proposed a concept of query-flow graph to obtain query
suggestion results. There are some methods to improve the query-flow graph to
suggest queries [9, 12–14]. In recent years, researchers presented the concept of
diversifying query suggestions [10, 11]. However, most existing methods only use
the search logs without considering the semantic relationships between queries,
which may reduce the quality and the diversification of query suggestions.

5 Conclusion and Future Work

In this paper, we propose an ontology-based diversify query suggestion method.
Query suggestion candidates are generated using Markov random walk. We rank
the suggestion candidates and diversify the results based on an ontology - Word-
Net. Unlike existing query suggestions methods, we diversify query suggestions
using not only search logs but also semantic relationships based on WordNet.
The experimental results show that our method is able to suggest the diversified
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queries and outperform the FRW and DQS methods in terms of precision with
lower time consumption.

In the future, we will focus on the latent topics mining and the optimization
of the similarity algorithm. Since WordNet does not contain all words, especially
spoken words and some names, we will try a comprehensive ontology to discover
the latent topics related to the original query.

Acknowledgments. This research is supported by the 863 project of China
(2013AA013300), National Natural Science Foundation of China (Grant
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Abstract. Diabetes mellitus is a serious chronic condition of the human
metabolism. The development of an automated treatment has reached
clinical phase in the last few years. The goal is to keep the blood glucose
concentration within a certain region with minimal interaction required
by the patient or medical personnel. However, there are still several prac-
tical problems to solve. One of these would be that the available sensors
have significant noise and drift. The latter is rather difficult to manage,
because the deviating signal can cause the controller to drive the glu-
cose concentration out of the safe region even in the case of frequent
calibration. In this study a linear-quadratic-Gaussian (LQG) controller
is employed on a widely used diabetes model and enhanced with an ad-
vanced Sparse-grid quadratic filter and a fuzzy interference system-based
calibration supervisor.

Keywords: Diabetes, LQG control, Sparse-grid quadratic filter, fuzzy
inference system.

1 Introduction

The blood glucose concentration is regulated through a complex endocrine
system of the human body, where insulin plays a key role. If the glucose-insulin
interaction is impaired, diabetes is diagnosed. Artificial Pancreas (AP) is a mean
to provide an automated treatment of the insulin dependent type-1 diabetes
(T1DM) by keeping the blood glucose levels of the patient in normoglycemic
range (3.9 - 7.8 mmol/L). It consists of three main parts: a continuous glu-
cose monitor (CGM), an insulin pump for subcutaneous delivery and a control
algorithm for closed-loop control.
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The aim of the AP is to automatically regulate the blood glucose concentra-
tion of T1DM patients with minimal interaction required, ensuring reasonable
safety in all times. There are various methods to choose from: classical PID [1];
run-to-run control [2]; exact linearization based nonlinear control [3]; H∞ control
[4,5]; Model Predictive Control (MPC) [6,7]; Linear Parameter Varying (LPV)
control [8,9], among others. Soft computing based methods, such as fuzzy logic
control [10] and model-free soft computing-based control [11] are gaining popu-
larity as well. Most of these techniques require signals beyond what is physically
measurable; hence, accurate estimation of the state variables is needed.

However, most commercially available CGMs do not measure the glucose con-
centration directly, but the time derivative instead, therefore the readings will
slowly drift from the actual values. Hence, calibration is needed. In this work
it will be investigated how nonlinear stochastic filtering and fuzzy interference-
based timing of the calibration can ensure satisfactory operation of the AP.

2 Diabetes Model

The employed model is described by the following differential equations [12]:

Ċ(t) = −ka,intC(t) +
ka,int
VG

Q1(t)

Q̇1(t) = −
(

F01

Q1(t) + VG
+ x1(t)

)
Q1(t) + k12Q2(t)−

−Rcl max{0, Q1(t)−RthrVG} − Phy(t)+

+EGP0 max

{
0, 1− SIEkb1ka

VIke
S2(t)

}
+min

{
UG,ceil,

G2(t)

tmax

}

Q̇2(t) = x1(t)Q1(t)−
(
k12 +

SIDkb1ka
VIke

S2(t)

)
Q2(t)

ẋ1(t) = −kb1x1(t) +
SITkb1ka
VIke

S2(t)

Ṡ2(t) = −kaS2(t) + kaS1(t)

Ṡ1(t) = −kaS1(t) + u(t)

Ġ2(t) = (G1(t)−G2(t))/max {tmax, G2(t)/UG,ceil}
Ġ1(t) = −G1(t)/max {tmax, G2(t)/UG,ceil}+D(t)

(1)

where the state variables are: C(t) glucose concentration in the subcutaneous
tissue [mmol/L]; Q1(t), Q2(t) the masses of glucose in accessible and non-
accessible compartments [mmol]; x1(t) remote effect of insulin on glucose distri-
bution [1/min]; S1(t), S2(t) insulin masses in the accessible and non-accessible
compartments [mU]; G1(t), G2(t) glucose masses in the accessible and non-
accessible compartments [mmol]. u(t) injected insulin flow of rapid-acting insulin
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[mU/min] is the input of the system, while D(t) amount of ingested carbohy-
drates [mmol/min], and Phy(t) effect of physical activity [mmol/min] represent
the disturbances [12]. All parameters are assumed to be time-invariant.

Based on [12] and [13] the model is reduced to a 9th order one (three neglected
states) as the linear transfers of the reduced states have time constants compa-
rable to the sampling time (Ts) of the used sensor. As CGM measurements are
available every 5 minutes, the following discrete-time sensors model is used:

xd[k + 1] = xd[k] + wd[k] y1[k] = xd[k] + C[k] + z1[k] (2)

where C[k] = C(k · Ts), xd[k] is the state variable associated with sensor drift,
y1[k] is the output of the sensor, finally wd[k] and z1[k] are white noises with
Gaussian distribution. The former represents the disturbance that drives the
sensor drift with 0.1667 mmol2/L2 variance, while the latter is additive mea-
surement noise with 0.25 mmol2/L2 variance. Because of the drift, the sensor
must be re-calibrated using a manual glucose measurement y2[k] = C[k] + z2[k],
which is assumed to have only additive measurement noise z2[k] with very small
variance 0.0025 mmol2/L2 compared to sensor noise. However, these manual
measurements cannot be done very often.

3 Closed-Loop Control

Here a relatively simple control method is proposed as the main focus of this
paper is not on the control algorithm: Linear-quadratic-Gaussian (LQG) control
[14]. It is basically a moving horizon model predictive control, which minimizes a
quadratic constraint for the state variables and control signal, which is as follows:

J(x, u) = 1
2

N−1∑
k=0

(<Qkx[k], x[k]> + <Rku[k], u[k]>) + 1
2 <QNx[N ], x[N ]> (3)

where J(x, u) is defined for an N sample-long time horizon, x[k] represents the
vector of state variables and u[k] the controlled input. < . > denotes the scalar
product, while Qk and Rk are appropriately chosen symmetric and positive
definite matrices. In the case of a linear time-invariant system given in state-
space form with matrices A, B and C and time-invariant weighting matrices Q
and R as well as infinite time horizon (N = ∞), J(x, u) can be minimized using
state-feedback control u[k] = Kx[k]. The gain for the feedback can be acquired
by solving Discrete-time algebraic Riccati equation:

X = Q+ATXA−ATXB(BTXBR)−1BTXA
K = (BTXBR)−1BTXA

(4)

Since model (1) is nonlinear, it is approximated with a linear model in every
step k, then the gain for the state feedback K[k] is computed. For better dis-
turbance rejection integral control has been included [14] and the linear model
extended accordingly. The control law is as follows:

xi[k + 1] = xi[k] + y[k]− 4.9

u[k] = K[k]
((

xb 0
)T − (

x[k] xi[k]
)T)

+ ub
(5)
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where xb is the steady state value of the state variables, xi[k] is the state variable
corresponding to integral control, and ub is the steady state control input for
zero meal intake and 4.9 mmol/L normoglycemic blood glucose concentration
denoted with y[k] = Q1[k]/VG. For n × n matrix Q and matrix R (that is a
scalar) used in the cost function (3) the following values were selected:

Q = e1e
T
1 + ene

T
n R = 10 (6)

where ei denotes the i-th unit vector in R
n. The controller was tuned for extreme

meal intake and physical activity scenario detailed later in Section 6.

4 Observer Design

Since both significant disturbances, measurement noise and sensor drift are
present state estimation is required using Kalman filtering technique. Sigma-
point filters are an increasingly popular option in the case of nonlinear models
[15]. These use a special set of points - called sigma points - to estimate the mean
and covariance of distributions needed in the Kalman filter algorithm. A good
example would be the Gauss-Hermite Quadrature Filter (GHQF) [16]. It offers
high accuracy when all disturbances and measurement noises have Gaussian dis-
tribution, but requires a large number of sigma-points. Hence, it needs relatively
large computational power undesirable in certain practical applications. Sparse-
grid quadrature nonlinear filtering (SGQF) can overcome this dimensionality
problem [15], and consequently was chosen for our application as well.

4.1 Sigma-Point Selection

Let us introduce the notation χ for a set of sigma-points. This set contains
N sigma points denoted as ξi, i = 1, . . . , N . The sigma-points represent the
stochastic variable μ with mean μ̂ and covariance matrix Σ, and can be written
in the form: ξi = Σ

1
2ϕi+μ̂.Σ

1
2 is the factor ofΣ so thatΣ = Σ

1
2Σ

T
2 , and sinceΣ

is positive definite the Cholesky decomposition is used. ϕ is an additional vector
used for sigma point determination [15]. μ is not limited to state variables only,
it can contain the disturbances and measurement noises as well. The dimension
of μ will be denoted with L. GHQF requiresmL sigma points, where m is usually
set to 3. Level-3 SGQF provides a good approximation of the results of GHQF,
but requires only 2L2 + 4L+ 1 or less sigma-points. The exact number depends
on how the three parameters of sigma-point filter (p1, p2, p3) are set [15]. They
reflect the case of univariate estimation, where the points μ + {−p1, 0, p1} and
μ + {−p3,−p2, 0, p2, p3} are used to estimate certain moments of a univariate
Gaussian distribution transformed by a nonlinear function. If all parameters are
different the sigma-points used in the level-3 SGQF are shown in equations (7)
and (8), where C = L(L−1)/2, while ω̂1, . . . , ω̂5 are defined from the parameters
p1, . . . , p3 using moment matching method.
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ωi =

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(L−1)(L−2+Lω̂2
1)

2 − L(L− 1)ω̂1 + Lω̂3 i = 1

(L − 1)ω̂2(ω̂1 − 1) i = 2, . . . , 2L+ 1

ω̂4 i = 2L+ 2, . . . , 4L+ 1

ω̂5 i = 4L+ 2, . . . , 6L+ 1

ω̂2
2 i = 6L+ 2, . . . , 6L+ 1 + 4C

(7)

ϕi =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

0 i = 1

eip1 i = 2, . . . , L+ 1

−eip1 i = L+ 2, . . . , 2L+ 1

eip2 i = 2L+ 2, . . . , 3L+ 1

−eip2 i = 3L+ 2, . . . , 4L+ 1

eip3 i = 4L+ 2, . . . , 5L+ 1

−eip3 i = 5L+ 2, . . . , 6L+ 1

eip1 + ejp1, i = 6L+ 2, . . . , 6L+ 1 + C j �= i

−eip1 + ejp1, i = 6L+ 2 + C, . . . , 6L+ 1 + 2C j �= i

eip1 − ejp1, i = 6L+ 2 + 2C, . . . , 6L+ 1 + 3C j �= i

−eip1 − ejp1, i = 6L+ 2 + 3C, . . . , 6L+ 1 + 4C j �= i

(8)

The complete discrete-time nonlinear system created from the T1DM model
(1) using Euler method, and the sensor model (2) is of the following form:

x[k + 1] = f(x[k]) +Bw[k] y[k] = Cx[k] + z[k] (9)

where x[k] = (C[k], Q1[k], Q2[k], x1[k], S2[k], S1[k], G2[k], G1[k], xd[k])
T

and

y[k] = (y1[k], y2[k])
T or only y1[k] depending on whether manual measurement

is available or not.

5 Fuzzy Calibration Supervisor

Since the CGM has drift, it needs to be repeatedly re-calibrated. The used filter
can compensate to some degree; however, the state estimation will eventually
deviate from the true value, and the controller relying on those estimations will
malfunction as well. The goal is to keep the glucose concentration levels within
normoglycemic range, and most importantly to avoid hypoglycemia. However,
the manual measurements needed for calibration cannot be made too frequently.
Furthermore, the patient must sleep, and hence calibration is only allowed at
night if it is to avoid a potentially life-threatening situation. Mamdani Fuzzy
Interference System was used to determine the timing of the calibration. There
are six inputs:

1. Time passed since the last manual measurement. The fuzzy sets associated
with this input represent that the last calibration was: not long ago (< 60-90
min), really long ago (> 12 hours), or neither;
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2. Actual time. The fuzzy sets associated are that the patient is probably sleep-
ing (from around 11 pm to around 6 am), or that the patient is about to go
to sleep;

3. 7.8− Ĉ[k]−
√
[Σxx]1,1 [k], where Ĉ[k] is the estimated glucose concentration

in the subcutaneous tissue, [Σxx]1,1 [k] is the variance of the estimation error

C[k]− Ĉ[k]. 7.8 mmol/L is the lower bound of severe hyperglycemia. There
are three fuzzy sets: one associated with severe hyperglycemia, one repre-
senting when the signal might be close to the border, finally one capturing
the case when the signal is far even considering the estimation error;

4. The time derivative of the above signal; The decreasing and increasing trend
of this signal is captured by two fuzzy sets.

5. Ĉ[k]−
√
[Σxx]1,1 [k]− 3.9, since the glucose concentration decreasing below

3.9 mmol/L is considered hypoglycemia. The fuzzy sets are the same as for
the third input;

6. The time derivative of the above signal. Same fuzzy sets as in the case of the
4th input;

The rules used are as follows:

– If a lot of time has passed since the last calibration, a manual measurement
is needed, however

– If the last measurement was only a short time ago, there must not be a
measurement.

– If the patient is probably asleep, and the estimation does not strongly indi-
cate hypoglycemia, there should be no measurement.

– If the patient is about to go to sleep, there should be a measurement, unless
both hypo-, and hyperglycemia is highly unlikely.

– If there is a hyperglycemic episode, and the blood glucose levels are assumed
to be increasing, calibration is needed.

– If there is a hypoglycemic episode, or the patient is close to a hypoglycemic
episode, calibration is needed.

– If the patient is in or close to a hyperglycemic episode, and the blood glucose
levels are assumed to be increasing, calibration is needed.

– If the patient is close to a hyperglycemic episode, but the blood glucose levels
are assumed to be decreasing, measurement is not needed.

– If the patient is close to a hypoglycemic episode, but the blood glucose levels
are assumed to be increasing, measurement is not needed.

It is needless to see that the actual parameters of this module can depend
on various factors, such as lifestyle or sensor properties. Furthermore, the pa-
rameters of the fuzzy sets should reflect the uneven significance of hypo- and
hyperglycemia.

6 Results

Simulations were conducted to show the capabilities of the proposed system.
The numerical values of the model parameters were randomly chosen from the
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6 patient parameter sets presented in [12] and 50 virtual patient parameter sets
generated using the parameter bounds also presented in [12]. The meal intake and
physical activity was randomized as well. Each simulation covered 48 hours and
assumed unusually high carbohydrate (CHO) intake (180g CHO to 310g CHO).
The details are summarized in Table 1. Furthermore there is 50% chance of
physical activity starting between 9:00-12:00 for 1-4 hours. Uniform distribution
was used in all cases. The SGQF is assumed to have 10% initial estimation error,
and that the patient does not miss any of the manual measurements requested
by the so-created Calibration Supervisory unit. Fig. 1 shows an example for one
of the simulations. The acquired results are summarized in Table 2.

Table 1. High carbohydrate intake simulation parameters

Breakfast Snack 1 Lunch Snack 2 Dinner Snack 3

Chance of occurrence 100% 50% 100% 50% 100% 50%

Amount [g] 40-60 5-25 70-110 5-25 55-75 5-15

Time [hour] 6-10am 8-11am 11am-3pm 3-6pm 6-10pm 10pm-12am

6 12 18 24 6 12 18 6 
2.2

3.9
4.9

7.8

11 

B
G

 c
on

t. 
[m

m
ol

/L
]

time [hour]

Fig. 1. Example of simulation results. The real (solid blue line), measured (dashed
green line) and estimated (dash-dotted magenta line) blood glucose concentration are
displayed, as well as the estimated error bounds (dotted red line) and the instances
of the manual measurement (black asterisk). The three solid horizontal lines in the
background mark the upper (7.8 mmol/L) and lower (3.9 mmol/L) bounds of the
normoglycemic region, as well as the threshold for severe hyperglycemia (11 mmol/L).

Table 2. Simulation results for high CHO intake scenario. The percentage represents
the time spent in the designated regions through all 500 Monte Carlo simulations.

Hypoglycemia (< 3.9 mmol/L) 1.10%

Normoglycemia (3.9-6 mmol/L) 33.56%

Mild hyperglycemia (6-7.8 mmol/L) 26.01%

Hyperglycemia (6-11 mmol/L) 63.26%

Severe hyperglycemia (>11.1 mmol/L) 2.08%

Average number of calibrations 10.91
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7 Conclusion

The proposed controller, aided by the sparse-grid quadrature filter and the cal-
ibration supervisor could reduce both hypoglycemic and severe hyperglycemic
episodes for all virtual patients in the case of extreme meal intake and sen-
sor drift. A more sophisticated control algorithm and the optimization of filter
parameters and the calibration supervisor could improve these results further.
In future works the robustness of the solution must be examined, since it is
safe to assume that the used T1DM model is inaccurate, let it be parameter
inaccuracy or additive/multiplicative uncertainty defined in frequency domain.
Furthermore, additional safety measures must be taken if the patient is less co-
operative and reliable with the sensor calibration. It is also possible to use the
filter for prediction, hence providing more information for the supervisor unit.
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Abstract. Webpage segmentation is a non trivial task and is a promising re-
search area in the field of computing study. Webpage segments demarcate in-
formative and non-informative content in a webpage through the extraction of 
text and image. Not only that, segments can also distinguish different types of 
information between segments. Webpage segmentation is certainly useful in 
web ranking, classification, and other web mining applications. Segments iden-
tification is also useful in page display for constraint limited screen devices 
such as smart phones, PDAs etc. Recent research focused on using ontology 
tool to segment a webpage. However, this tool only supports English language. 
In this paper, we propose a multilingual ontology tool for segmenting webpage. 
Our tool has shown higher accuracy than existing methods for webpage seg-
mentation.  

Keywords: Webpage Segmentation, Ontology, Word Matching. 

1 Introduction 

In this modern era, society has been increasingly reliant on the constantly advancing 
technology for the smooth and reliable on-goings of most of their daily activities. 
With the introduction of hardware and software from the field of IT and technology to 
the homes and offices of the global community, countless data are created, processed, 
stored, and transferred on a regular basis, regardless from a local machine or from one 
device to another. With numerous types of information to be displayed and manipu-
lated by technology users, an abundant variety of data formats have been created, 
whereby whichever format proven to be most suitable to the intended purpose and 
circumstances may be opted to be used by the individual or organization in order to 
portray the data as accurately as possible. For storing and displaying static data, doc-
uments such as text files, Word documents, and Excel spreadsheets are put to use. On 
the other hand, web-based formats such as HTML pages and XML files are also uti-
lized to display a different set of information to the public. 

With the abundance of data formats for selection, digital device users are provided 
with the freedom to create and display as much information in whichever format as 
they see fit. However, this in turn causes the existence of a troubling issue when a 
third party wishes to extract and make use of particular components within the data 
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files as used and portrayed by its author(s). First of all, this data appears homogenous 
to the users and it is difficult to differentiate them apart using existing tools. Second-
ly, this data is in huge quantities, therefore processing them manually is labor inten-
sive and time consuming. Finally, there is no standard convention is presenting this 
data formatted in its own language. For example, HTML language is ambiguous and 
lacks uniformity in its design. English language on the other hand, has a rather loose 
grammar and is highly ambiguous in its representation. To resolve this issue, re-
searcher tend to segment webpages into demarcate segments. These segments, which 
contain valuable information, will be very helpful to separate the contextual informa-
tion apart. This in turn, will help to speed up the processing power and accuracy in 
further research such as webpage classification, indexing, and extraction.  

In this paper, we propose a novel ontology segmentation technique to segment a 
webpage into segments. Unlike previous work, our tool provides multilingual support 
and could effectively segments a webpage with high accuracy. Experiment results 
show that our tool is highly efficient in segmenting webpages compared to existing 
state of the art tools. 

2 Related Work 

Generally, the typical webpages that are regularly viewed online can be segregated 
into multiple sections or specific domains. These particular areas can encompass,  
but are not limited to, advertisement displays, navigational links, headers, footers, as 
well as the content area itself. In the case of some of these sections, further break 
down and partitioning may also occur. Therefore, the term webpage segmentation 
refers to the process of conducting the meaningful partitioning of a single webpage 
into the previously mentioned areas or section, as deemed understandable to a human 
viewer of the page itself. Currently, there exist a variety of approaches which are 
catered to conducting the segmentation of online webpages, most of which are based 
on the webpage’s own DOM Tree and is used to accommodate applications for in-
formation retrieval, such as de-duplication detection [4], automatic page adaption [6] 
[12], information or content extraction [18], as well as web searches which are key-
word-based, amongst other similar applications. Classified as a form of image seg-
mentation problem [17], webpage segmentation approaches are typically considered 
to be computationally expensive. 

In terms of the DOM trees, they are usually casted as weighted graphs. By doing 
so, with the utilization of the meta-heuristic Graph-Theoretic approach [4], the 
weights may be used to determine the placement of certain sets of nodes, such as if 
they should be located separately or within the same segment. As for the sub-trees of 
the DOM trees, individual blocks are identified and manipulated, by taking the entro-
pies of the terms within the blocks [13], then conducting a thorough comparison be-
tween them. Furthermore, according to the work published by Cai et al. [3], the VIPS 
algorithm which was used in their paper takes on a computer vision perspective when 
addressing the issue of webpage segmentation. This means that DOM tree based  
heuristics as well as additional visual cues are key components for the optimal  
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performance of the segmentation algorithm, not to mention strategies involving quan-
titative linguistics strategies are also involved in certain cases. First seen as being 
utilized amongst image retrieval systems, VIPS algorithm works on segmenting web-
pages by extracting contextual-based information from the particular webpage [3] 
[19]. With the addition of studies done by Liu at al. [16] and He et al. [9], it was ela-
borated on editable pDOC values and its contribution in resolving problems  
relating to extracting image segments on webpages. 

According to the papers by Hua et al. [10] and Feng et al. [8], webpages which un-
dergo the segmentation process are essentially performed based on the structural and 
separator tags found within the DOM tree. Unfortunately, a restriction of the proce-
dure is that it is known to be successful on only a limited amount of online webpages. 
On the other hand, Li et al.’s research focuses more on visual cues, such as the size 
and the position of the different domains found on a webpage in order to perform the 
segmentation, while a linguistic based approach to extract contextual information and 
images is preferred by Joshi and Liu [11] in their paper. In the case of the later of the 
two papers, several assumptions were made, including the belief that valid images 
only consist of images which are accompanied by captions. Lastly, the latest survey 
done on the topic of webpage segmentation is by Alcic and Conrad [1], which re-
volves around another different approach, namely clustering-based. Nevertheless, 
performing any segmentation of webpages on a large scale, as long as an algorithm 
which is visual-based is being utilized, it has been proven to relatively computational-
ly expensive. 

3 Problem Formulation 

Segmenting a webpage is a non trivial task. Various approaches have been used to 
segment a webpage efficiently. Some of the well known state of the art methods  
are utilizing DOM Tree and visual cue, and recently, a few attempts have been made 
on using ontologies. All of these methods are efficient, but they are not without  
problems. The biggest concern and flaws in all these methods is that they failed to 
translate machine understandable form to human understandable form. Machines 
recognized HTML language as well as visual information such as width and height. 
Recent ontology tools attempt to address semantic gap, they are proven to be helpful 
to certain extent. However, they may not addressed the problem fully. This is because 
human perception on webpages covers a larger amount of information than what do 
the machine is capable of, from visual view, to language, and most importantly, hu-
man intelligence. Due to the huge complexity of semantic gap, our research attempts 
to leverage the problem mentioned previously, by addressing the semantic gap using 
common ontology WordNet.   

4 Motivation 

We use common ontology WordNet to segment webpage. Inspired by the extensive 
libraries provided by WordNet and the multilingual as well as cross platform  
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supports, we believe that using WordNet is the best choice for segmenting webpage 
efficiently. Though research on using ontology tools for segmenting webpage is still 
in its infancy, ontologies research has shown a dramatic increase in its application 
unlike other approaches. This is because ontology tools are able to achieve higher 
precision than other conventional methods. Secondly, recent research on ontologies 
provide support for higher intelligence, that is they provide more semantic capabilities 
and larger knowledge domains for the researchers. Suggested Upper Merged Ontolo-
gy (SUMO) for example, gave upper ontology support for the common ontology 
WordNet by providing a formal ontology containing 25,000 terms and 80,000 axioms. 
On the other hand, research has been widely carried out to provide multilingual sup-
port for WordNet. This is a significant advantage for us, as different languages have 
different syntaxes and structures in their representation, making them complicated to 
be included in the WordNet library. An alternative implementation is therefore  
required which involves complete reimplementation from the syntaxes, synsets, struc-
ture, and word relationships. Due to the fact that WordNet contains multilingual  
support for 90% of the languages in this world, it is certainly possible for us to use 
ontology to segment a webpage without much difficulty. We are able to segment most 
webpages if not all, written in any languages having different structure and layout. 

5 Proposed Solution 

Overview 
To properly segment a webpage, we have to carefully define the boundary of each 
segment in the webpage. We conduct a user study to identify segments in a webpage. 
A sample of 5 users are chosen to identify segments in each webpage. If more than 3 
users identify the same piece of segments for that particular webpage, that segments 
are considered as correct segment. Otherwise, further validation is carried out by hav-
ing additional users to correctly identify segments in a webpage. This step is repeated 
until the majority of users identify a segment correctly. Once the user study is com-
pleted, we use the same set of webpages to test our method. We develop a novel on-
tology based method to segment a webpage. To achieve this, we use DOM Parser 
(ICE Browser) to obtain the DOM Tree and common ontology WordNet to analyze 
the semantic properties of data in the webpage.   

Constructing Domain Ontology 
First, our method parses through the webpage and constructs DOM Tree accordingly. 
Once the DOM Tree is obtained, we traverse through the DOM Tree in a depth first 
search manner and locate each of the text nodes in that tree. We compare the text in 
each of these nodes. To compare them, we tokenize the text into individual words. 
Once the text is tokenized, we match each of the words with each other using Word-
Net similarity check (Jiang and Conrath algorithm). A pair of words is considered 
matched if the similarity is more than 70%. Otherwise they are considered not 
matched. We also match a bag of words (2 to 4 words) with other bag of words using 
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WordNet similarity check. When bags of words are matched, we stored them in a list. 
This list will then be used to construct the ontology domain of our methods.     

Cluster Groups 
Once we obtained the list of similar keywords from the webpage, we identify the 
location of these keywords. If more than one keywords are located within a text node, 
we consider that text node as highly similar. If a node which contains 5 text nodes, of 
which at least 3 of the text nodes contain similar keywords, we label that node as 
potential segment. Otherwise, we traverse the tree upwards until a higher match is 
obtained for the similar keywords in that particular subtree. Once a potential segment 
is found, we stop traversing the tree further, and we continue with finding other po-
tential segments. When a list of segments are found, we named this list as cluster 
groups. 

Initial Segmentation 
We use ontology tool to segment a webpage. This tool checks for the semantic prop-
erties of data (words which contain similar semantics) in the segment to identify seg-
ments which are semantically related. We categorized segments into two types, they 
are segments which are semantically related and segments without semantic proper-
ties. Segments with semantic properties are those segments with high level of similar 
keywords, whereas segments without semantic properties are those with low level of 
similar keywords. To differentiate these two types of segments, we check and locate 
the subtree which contains text nodes. Once a subtree with at least two text nodes are 
located, we identify keywords with similar semantic properties in these text nodes.  
If these text nodes contain a high degree of similar keywords, we treat these subtree 
as a segment. Otherwise we traverse the tree upwards to locate text nodes with similar 
keywords. The traversal is repeated until 10 text nodes are found. At this stage, we 
consider the subtree as segment without semantic properties.          

Iterative Segmentation 
To enhance the segmentation process of our method, we repeat the previous proce-
dure with an additional step of clustering the segments in an iterative manner so that a 
higher accuracy could be obtained. We adopt SOM based clustering technique to 
group segments which are semantically similar. Unlike other existing clustering tech-
niques, SOM clustering technique is a multi objective based clustering, which make it 
suitable for detecting and differentiating groups of data with similar properties due to 
its varying degree of classifying groups. Two segments may have similarity score 
with differences of only 5% within the same segment group. For example, the seg-
ments containing information related to Cat and Dog can be grouped together as both 
of them are canine, mammal, and animal. However, the segment containing informa-
tion related to Cat and House are not semantically similar as one is related to animal 
while the other is related to building. Once segments with similar semantic properties  
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are identified, we can then extract out the segments using the conventional approach 
by extracting out the segment’s DOM Tree.  

Multilingual Support 
We use common ontology WordNet for our method, which has multilingual support. 
Multilingual support is an added advantage as webpages are written in a number of 
languages, hence any ontology tool which can support up to 85% of these webpages 
are considered good. Though WordNet does have support for multilingual features, 
these languages are structured differently with different syntaxes and format.  
Therefore, it requires the users to handle these languages differently using WordNet. 
Fortunately, WordNet provides common interface and support for multi languages. 
To identify webpage segments written in other languages, we use multilingual Word-
Net and repeat the previous steps so that segments containing important information 
could be extracted. 

To check for semantic similarity between keywords written in other languages,  
we need to implement the similarity methods in WordNet to cater for other languages. 
Fortunately, it is not difficult to map the implementation of Word Matching in Eng-
lish to that of other languages of WordNet as the functionalities provided by WordNet 
across other languages are almost similar though the accuracy returned by all these 
different methods may not be exactly similar. For example, a match between Cat and 
Dog in English WordNet nay return 75% similar while that of Chinese WordNet may 
return 73% similar. Once we have implemented all the similarity check methods for 
WordNet written in other languages, we repeat the similarity check procedure used 
previously. Unlike other existing techniques, our approach is capable of segmenting a 
webpage regardless of its layout and structure. This is a significant advantage as our 
approach is able to solve the complexity and ambiguity inherent in the HTML  
language. 

6 Experimental Tests 

We conduct our experimental tests on a wide range of datasets. We collect a random 
sample of 200 pages from the deep web repositories. To measure the effectiveness of 
our algorithm, we use precision and recall which are formulated as follows: 

Recall=Correct/Actual*100 
Precision=Correct/Extracted*100 

We compare our method against the state of the art segmentation algorithm by [5]. 
Before we use our method on the webpage, we conduct a user study to correctly iden-
tify an image segment and their surrounding contextual information. A segment is 
considered correctly extracted if the surrounding contextual information for an image 
is identical with that of the user study. Once our system extracts an image segment 
from the webpage, we consider that segment as correctly extracted. Images with no 
surrounding contextual information are ignored from our study and evaluation. The 
actual value signifies the actual amount of image segments in our study.  
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Table 1. Experimental Tests 

 OntoSegment [5] Our method 
Actual 983 983 
Extracted 785 866 
Correct 604 824 
Recall 61.44 83.83 
Precision 76.94 95.15 

 
Table 1 shows our experimental tests conducted on the sample pages. Our method 

outperforms the methods of [5] both in terms of recall and precision rates. This could  
be attributed to the fact that our method is able to detect the semantic properties of image 
segments rather than their visual boundaries. Detecting the semantic properties of image 
segments help to improve the accuracy of the system as this technique reflects more on 
the human perception of image segments. In addition to that, we use multilingual Word-
Net to detect segments from webpages written in various languages, which could cover 
larger domain than other ontology tools which could only support English language. 

7 Conclusions 

We have shown that it is possible to segment a webpage using common ontology 
WordNet. Unlike other existing work, we have segmented webpages written in multi 
languages. This is a significant improvement as study has shown that webpage written 
in English language covers 80% of the total existing webpages in the world, with the 
remaining webpages written in other languages. Any method which could effectively 
segment webpages regardless of their written languages will be very helpful.  
Our experiment shows that our method could outperform existing methods in seg-
menting webpages. Our experiment also show that our method is able to cover larger 
language domain than existing ontology based segmentation tool.   
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Abstract. The purpose of this study is to prove the existence of IF-
THEN fuzzy rules which minimize the performance functional of the
nonlinear discrete-time feedback control. In our previous study, the prob-
lem of fuzzy optimal control was considered as the problem of finding the
minimum (maximum) value of the performance function with fuzzy ap-
proximate reasoning. This study analyzes a discrete-time system to make
numerical simulation of a real model more simple and fast. A continu-
ity of fuzzy approximate reasoning on the compact set of membership
functions selected from continuous function space guarantees an optimal
control.

Keywords: Approximate reasoning method, discrete-time fuzzy sys-
tems, functional analysis, calculus of variations.

1 Introduction

Recent years have seen a rapid development in information technology and com-
puting systems. Accordingly, much attention has been given to the accurate and
quick decision making systems. Various robots and application programs behave
like a human being. Fuzziness is essential in those situations and becomes more
important. Fuzzy approximate reasoning could apply not only to the field of engi-
neering but also the field of business administration and social psychology [1, 2].
Although many researchers studied and proposed application examples of fuzzy
logic control, it has not been analysed systematically and mathematically like
usual control engineering. This study shows that the mathematical analysis of
membership functions and approximate reasoning in the fuzzy logic control with
the object of constructing automatically IF-THEN rules give optimal control.

The optimization of fuzzy control discussed in this paper is different from
the conventional methods such as classical control and modern control. In our
previous study, we considered fuzzy optimal control problems as problems of
finding the minimum (maximum) value of the performance function with feed-
back law constructed by fuzzy rules through fuzzy approximate reasoning [3–5].
This study analyzed a discrete-time system to make numerical simulation of a
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real model more simple and faster. The study also analyzed the existence of a
unique solution of the state equation in the discrete-time system. To guarantee
the convergence of the optimal solution, we proved the compactness of the set of
membership functions. The fuzzy inference is continuous by assuming that it is a
functional on the set. Then, we showed that the system has an optimal feedback
control by essential use of compactness of the set of fuzzy membership functions.
The pair of membership functions which is synonymous with IF-THEN rules and
minimizes an integral performance function of fuzzy logic control exists.

2 Discrete-Time Fuzzy Systems, IF-THEN Rules and
Approximate Reasoning

Throughout this paper, Rl denotes the l-dimensional Euclidean space with the
usual Euclidean norm. Let f(v1, v2) : R

l × R → R
l be a (nonlinear) vector

valued function which is Lipschitz continuous. In addition, assume that there
exists a constant Mf > 0 such that ‖f(v1, v2)‖ ≤ Mf (‖v1‖ + |v2| + 1) for all
(v1, v2) ∈ R

l × R.
Consider a system given by the following state equation:

x(n+ 1) = f(x(n), u(n)), (1)

where x(n) is the state and the control input u(n) of the system is given by the
state feedback u(n) = ρ(x(n)). For a sufficiently large r > 0, Br = {x ∈ R

l :
‖x‖ ≤ r} denotes a bounded set containing all possible initial states x0 of the
system. Let N be a sufficiently large final time. Then, we have

Proposition 1. Let ρ : Rl → R be a Lipschitz continuous function and x0 ∈
Br. Then, the state equation x(n + 1) = f(x(n), ρ(x(n))) has a unique solution
x(n, x0, ρ) (n = 0, 1, 2, · · · , N) with the initial condition x(0) = x0 such that the
mapping (n, x0) ∈ {0, 1, 2, · · · , N} ×Br �→ x(n, x0, ρ) is continuous.

For any r2 > 0 and Δ > 0, put

ΦΔ =
{
ρ : Rl → R; sup

u∈Rl

|ρ(u)| ≤ r2,

∀ ∈ u, u′ ∈ R
l, |ρ(u)− ρ(u′)| ≤ Δ‖u− u′‖}.

Then, the following a) and b) hold.
a) For any x0 ∈ Br and ρ ∈ ΦΔ, for all n = 0, 1, 2, · · · , N , there exists dn, such
that ‖x(n, x0, ρ)‖ ≤ dn ≤ r1, where

r1 = max
n=0,1,2,···,N

{dn}. (2)

b) Let ρ1, ρ2 ∈ ΦΔ. For all n = 0, 1, 2, · · · , N , there exists E(Δ,Lf ), such that

‖x(n, x0, ρ1)− x(n, x0, ρ2)‖ ≤ E(Δ,Lf ) sup
u∈[−r1,r1]l

|ρ1(u)− ρ2(u)|, (3)

where Lf is Lipschitz constant of f .
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Proof. The existence and the uniqueness of the solution of the state equation
(1) assured by the continuity and Lipschits condition of the function f re-
spectively [6]. The continuity of the solution on {0, 1, 2, · · · , N} × Br can be
proved obviously. We shall verify a) by induction. If n = 0, put d0 = r, noting
x(0, x0, ρ) = x0 ∈ Br, then we have ‖x(0, x0, ρ)‖ ≤ r = d0. Thus it is valid for
n = 0. Assuming it valid for n = k, that is, for x0 ∈ Br and ρ ∈ ΦΔ, there exist
dk such that ‖x(k, x0, ρ)‖ ≤ dk. We observe that

‖x(k + 1, x0, ρ)‖ = ‖f(x(k, x0, ρ), ρ(x(k, x0, ρ)))‖
≤ Mf (‖x(k, x0, ρ)‖+ |ρ(x(k, x0, ρ))|+ 1) ≤ Mf (dk + r2 + 1) = dk+1.

Put dk+1 = Mf(r2 + dk + 1), then it valid for n = k + 1. Therefore it hold for
n = 0, 1, 2, · · · , N .
b) As the same way above, we shall proof b) by induction. Let ρ1, ρ2 ∈ ΦΔ. If
n = 0, put E0(Δ,Lf ) = 0, noting that x(0, x0, ρ1) = x0, x(0, x0, ρ2) = x0, then
we have

‖x(0, x0, ρ1)− x(0, x0, ρ2)‖ = 0 ≤ E0(Δ,Lf) sup
u∈[−r1,r1]l

|ρ1(u)− ρ2(u)|.

Assuming that for x0 ∈ Br, there exists Ek(Δ,Lf ) such that

‖x(k, x0, ρ1)− x(k, x0, ρ2)‖ ≤ Ek(Δ,Lf) sup
u∈[−r1,r1]l

|ρ1(u)− ρ2(u)|.

Then we have

‖x(k + 1, x0, ρ1)− x(k + 1, x0, ρ2)‖
≤ Lf(Ek(Δ,Lf ) +ΔEk(Δ,Lf ) + 1) sup

u∈[−r1,r1]l
|ρ1(u)− ρ2(u)|.

Put Ek+1(Δ,Lf ) = Lf{(1+Δ)Ek(Δ,Lf )+1}, then it valid for the case n = k+1.
Thus the proof is completed with

E(Δ,Lf ) = max
k=0,1,2,...,N

Ek(Δ,Lf).

In this section we briefly explain the approximate reasoning using Mamdani
method and product-sum-gravity method [2] which decides feedback output in
the previous nonlinear system for the convenience of the reader.

Assume the feedback law ρ consists of the following m IF-THEN type fuzzy
control rules.

RULE i: IF x1 is Ai1 and x2 is Ai2 . . . and xl is Ail

THEN y is Bi (i = 1, 2, . . . ,m) (4)

Here, m is the number of fuzzy production rules, and l is the number of premise
variables x1, x2, . . . , xl. Let Aij(xj) and Bi(y) (i = 1, 2, . . . ,m; j = 1, 2, . . . , l) be
fuzzy grade of each fuzzy set Aij and Bi for input xj and consequent output y
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in the i-th rule respectively. For simplicity, we write “IF” and “THEN” parts in
the rules by the following notation:

Ai = (Ai1, Ai2, . . . , Ail) (i = 1, 2, . . . ,m),

A = (A1,A2, . . . ,Am), B = (B1, B2, . . . , Bm).

Then, the IF-THEN type fuzzy control rules (4) is called a fuzzy controller, and is
denoted by (A,B). In the rules, the tuple of premise variable x = (x1, x2, . . . , xl)
is called an input information given to the fuzzy controller (A,B), and y is called
an control variable.

In this study, when an input information x = (x1, x2, . . . , xl) ∈ R
l is given

to the fuzzy controller (A,B) in other words, the IF-THEN rules (4), then one
can obtain the amount of operation from the controller through the following
procedures:

Procedure 1: The degree of each of the rules is calculated by

αAi(x) =

l⊙

j=1

Aij(xj) (i = 1, 2, . . . ,m).

Here, � means scaling down calculation “product
∏
” or clipping calculation

“minimum
∧
” for the fuzzy intersection.

Procedure 2: The inference result of each i-th rule is calculated by

βAiBi(x, y) = αAi(x)�Bi(y) (i = 1, 2, . . . ,m).

Procedure 3: The aggregated output of all rules is following.

γAB(x, y) =
m⊕

i=1

βAiBi(x, y).

Here, ⊕ means scaling down calculation “sum
∑

” or “maximum
∨
” for the

fuzzy union.

Procedure 4: In the defuzzification stage the center of gravity method is adopted.

ρAB(x) =
∫
yγAB(x, y)dy∫
γAB(x, y)dy

.

3 Compactness of a Family of Sets of Membership
Functions

Fix a sufficiently large r > 0, r2 > 0 and a final time N of the control (1)
according to Section 2. Put r1 be the positive constant determined by (2). We
also fix Δij > 0 (i = 1, 2, . . . ,m; j = 1, 2, . . . , l). Let C[−r1, r1] and C[−r2, r2]
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be the Banach space of all continuous real functions on [−r1, r1] and [−r2, r2]
respectively. We consider the following two sets of fuzzy membership functions.

FΔij = {μ ∈ C[−r1, r1]; 0 ≤ μ(x) ≤ 1 for ∀x ∈ [−r1, r1],

|μ(x) − μ(x′)| ≤ Δij |x− x′| for ∀x, x′ ∈ [−r1, r1]} ,
G = {μ ∈ C[−r2, r2]; 0 ≤ μ(y) ≤ 1 for ∀y ∈ [−r2, r2]} .

The set FΔij above, which is more restrictive than G, contains triangular, trape-
zoidal and bell-shaped fuzzy membership functions with gradients less than pos-
itive value Δij . Consequently, if Δij > 0 is taken large enough, FΔij contains
almost all fuzzy membership functions which are used in practical applications.
In this study, we shall assume that the fuzzy membership functionsAij in premise
parts of the IF-THEN rules (4) belong to the set FΔij for all i = 1, 2, . . . ,m and
j = 1, 2, . . . , l. On the other hand, we assume that the membership function Bi

in consequent part belongs to G.
In the following, we endow the space FΔij and G with norm topology on the

space of continuous functions. Then, for all i = 1, 2, . . . ,m; j = 1, 2, . . . , l, FΔij

and G are compact [3]. Put

L =

m∏

i=1

⎛

⎝
l∏

j=1

FΔij

⎞

⎠×Gm.

Then, every element (A,B) of L is fuzzy controller given by the IF-THEN rules
(4). By the Tychonoff theorem [8], we can have the following proposition.

Proposition 2. L is compact and metrizable with respect to the product topology
on

(
C[−r1, r1]

l × C[−r2, r2]
)m

.

To avoid making the denominator of the fractional expressions in the defuzzi-
fication stage in the previous section equal to 0, for any δ > 0, consider the
set:

Lδ =

{
(A,B) ∈ L; ∀x ∈ [−r1, r1]

l,

∫ r2

−r2

γAB(x, y)dy ≥ δ

}
, (5)

which is a slight modification of L. If δ is taken small enough, it is possible
to consider L = Lδ for practical applications. An element (A,B) of Lδ is an
admissible fuzzy controller. Since Lδ is a closed subset of L, we can have the
following proposition trivially.

Proposition 3. The set Lδ of all admissible fuzzy controllers is compact and
metrizable with respect to the product topology.

4 Continuity of Approximate Reasoning for Existence of
Solution and Optimization

For any (A,B) in Lδ from (5), we define the feedback control low u(x) = ρAB(x)
of the state equation (1) at certain time n ∈ {0, 1, 2, . . . , N} on the basis of the
IF-THEN rules (4).
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ρAB(x) =

∫ r2
−r2

yγAB(x, y)dy∫ r2
−r2

γAB(x, y)dy
,

where

γAB(x, y) =
m⊕

i=1

βAiBi(x, y), βAiBi(x, y) = αAi(x) �Bi(y)

and αAi(x) =

l⊙

j=1

Aij(xj) (i = 1, 2, . . . ,m).

Then, the following proposition about ρAB for Proposition 1 is obtained.

Proposition 4. Let (A,B) ∈ Lδ. Then, the following a) and b) hold.
a) ρAB is Lipschitz continuous on [−r1, r1]

l.
b) |ρAB(x)| ≤ r2 for all x ∈ [−r1, r1]

l.

Proof. In this paper, this proposition is proved only about the case that ρAB is
constructed by product-sum-gravity method [2]. In the case of Mamdani method,
it is proved similarly.
a) Since ρAB is the composite mapping of αAi , βAiBi and γAB, Lipschitz continu-
ities of αAi , βAiBi and γAB on [−r1, r1]

l are already proved in previous studies
[3, 4]. Fix (A,B) ∈ Lδ, for all x = (x1, x2, . . . , xl), x

′ = (x1
′, x2

′, . . . , xl
′) ∈

[−r1, r1]
l, we have

|ρAB(x′)− ρAB(x)| ≤ 4r2
3

δ2

m∑

i=1

l∑

j=1

Δij ‖x′ − x‖ ,

where Δij is Lipschitz constant defined by previous section. This inequality
shows Lipschitz continuity of ρAB on [−r1, r1]

l.
b) Omitted.

By Proposition 1 and 4, the state equation (1) for the feedback law ρAB has an
unique solution x(n, x0, ρAB) with the initial condition x(0) = x0 [6].

The performance index of this fuzzy feedback control system is evaluated with
following integral performance function:

J =

∫

Br

N∑

n=0

w(x(n, ζ, ρAB), ρAB(x(n, ζ, ρAB)))dζ (6)

where w : Rl ×R → R is a positive continuous function. The performance func-
tion J depends on feedback ρ which consists of IF-THEN rules through the fuzzy
approximate reasoning. Since admissible range of initial state Br and final time
N are known, the mapping J is a functional on the family of membership func-
tions. The optimal control problem in this study is considered to be the calculus
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of variations by treating J as functional on function space. The following propo-
sition guarantees the existence of admissible fuzzy controller which minimizes
(maximizes) the previous performance functional (6).

Proposition 5. The performance functional

(A,B) ∈ Lδ �→
∫

Br

N∑

n=0

w(x(n, ζ, ρAB), ρAB(x(n, ζ, ρAB)))dζ

has a minimum (maximum) value on the compact space Lδ defined by (5).

Proof. For this proposition, only a case of Mamdani method [1] is proved. The
proof for the case of product-sum-gravity method can be given similarly and
briefly. It suffices to prove the continuity of the mapping above on Lδ as func-
tional. We firstly have following inequality by induction. For all i = 1, 2, · · · ,m,

∣∣αAi
k(x) − αAi(x)

∣∣ =

∣∣∣∣∣∣

l∧

j=1

Ak
ij(xj)−

l∧

j=1

Aij(xj)

∣∣∣∣∣∣
≤

l∑

j=1

∥∥Ak
ij −Aij

∥∥
∞ ,

here

∥∥Ak
ij −Aij

∥∥
∞ = sup

xj∈[−r1,r1]

∣∣Ak
ij(xj)−Aij(xj)

∣∣ (i = 1, 2, · · · ,m; j = 1, 2, · · · , l).

Next we can have easily
∣∣∣βAi

kBk
i
(x, y)− βAiBi(x, y)

∣∣∣ ≤
∥∥Ak

i −Ai

∥∥
∞ +

∥∥Bk
i −Bi

∥∥
∞ ,

here
∥∥Ak

i −Ai

∥∥
∞ =

∑l
j=1

∥∥Ak
ij −Aij

∥∥
∞ . As the same way above, we ca have

the following inequality by induction.

|γAkBk(x, y)− γAB(x, y)| =
∥∥Ak −A∥∥

∞ +
∥∥Bk − B∥∥∞ ,

here
∥∥Ak −A∥∥

∞ =
∑m

i=1

∥∥Ak
i −Ai

∥∥
∞ ,

∥∥Bk − B∥∥∞ =
∑m

i=1

∥∥Bk
i −Bi

∥∥
∞ . Not-

ing that
∫ r2
−r2

γAB(x, y)dy ≥ δ, routine calculation gives the estimate

|ρAkBk(x)− ρAB(x)| ≤ 4r2
2

δ2
(∥∥Ak −A∥∥

∞ +
∥∥Bk − B∥∥∞

)
.

Assume that (Ak,Bk) → (A,B) (k → ∞) in Fδ. Then it follows from the
estimate above that

lim
k→∞

sup
x∈[−r1,r1]l

|ρAkBk(x)− ρAB(x)| = 0. (7)

Fix (n, ζ) ∈ {0, 1, 2, · · · , N} ×Br, by b) of Proposition 1, we have

lim
k→∞

‖x(n, ζ, ρAkBk)− x(n, ζ, ρAB)‖ = 0. (8)
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Further, it follows from (7), (8) and a) of Proposition 1 that

lim
k→∞

ρAkBk(x(n, ζ, ρAB)) = ρAB(x(n, ζ, ρAB)). (9)

Since w is continuous we have

lim
k→∞

N∑

n=0

w(x(n, ζ, ρAkBk), ρAkBk(x(n, ζ, ρAkBk)))

=

N∑

n=0

w(x(n, ζ, ρAB), ρAB(x(n, ζ, ρAB))). (10)

It follows from (10) and the Lebesgue’s dominated convergence theorem [7, 8]
that the mapping is continuous on the compact metric space Fδ. As a result it
has a minimum (maximum) value on Fδ, and the proof is complete.

5 Conclusion

A mathematical analysis of nonlinear discrete-time feedback control system
that the feedback is constructed by fuzzy approximate reasoning has described.
The existence of a unique solution of the state equation in the discrete-time
system resulted from the continuity of inference method on the state variable.
According to the mathematical considerations, we conclude that there exists
minimum value of performance function on the family of sets of membership
functions. Future research will focus on the method of solution by the calcu-
lus of variations using successive approximate with compactness of the set of
membership functions and utilize the fuzziness in the context of social sciences.
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Abstract. Protein Structure Prediction (PSP) is a challenging opti-
mization problem in computational biology. A large number of non-
deterministic approaches such as Evolutionary Algorithms (EAs) have
been have been effectively applied to a variety of fields though, in the
rugged landscape of multimodal problem like PSP, it can perform un-
satisfactorily, due to premature convergence. In EAs, selection plays a
significant role to avoid getting trapped in local optima and also to guide
the evolution towards an optimal solution. In this paper, we propose a
new Sib-based survival selection strategy suitable for application in a ge-
netic algorithm (GA) to deal with multimodal problems. The proposed
strategy, inspired by the concept of crowding method, controls the flow
of genetic material by pairing off the fittest offspring amongst all the
sibs (offspring inheriting most of the genetic material from an ancestor)
with its ancestor for survival. Furthermore, by selecting the survivors
in a hybridized manner of deterministic and probabilistic selection, the
method allows the exploitation of less fit solutions along with the fitter
ones and thus facilitates escaping from local optima (minima in case of
PSP). Experiments conducted on a set of widely used benchmark se-
quences for 3D-FCC HP lattice model, demonstrate the potential of the
proposed method, both in terms of diversity and optimal energy in regard
to various state-of-the-art selection methods.

Keywords: Protein Structure Prediction, Diversity, Survival Selection.

1 Introduction

In applying optimization to complex real-world problems e.g., Protein Structure
Prediction (PSP), the main challenge is caused by the complex landscape of
multimodal problem [1]. The search process must be able to escape the local
minima and to obtain several good solutions simultaneously, to guide the search
towards global minima. However, like any other population-based EAs, Genetic
Algorithms (GAs) starting with an initial population of sufficiently distinct in-
dividuals, are also compelled to converge prematurely, due to the stochastic
error induced by the genetic operators. Since the selection operators affect the
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population of the next generation either by selecting parents for reproduction
(parental selection) or by determining the individuals to survive (survival selec-
tion), they have an important role to play. Usually selection methods widely used
for both reproduction and survival selection, control the direction of the search
by following the law of “survival of the fittest”. Even though, favoring the fitter
individuals help to speed up the convergence process, it causes a decrease in the
possibility of finding global optima [2]. This is because, it restricts the partici-
pation of less-fit candidates, instead of giving them the opportunity to flourish,
which could have lead the search towards better direction. Further, prematurely
removing individuals reduce the diversity in the parent population resulting in
offspring containing similar (and hence redundant) genetic material [2]. The lack
of diverse genetic material causes trapping in a state that prevent genetic oper-
ators (such as cross-over and mutation) to produce offspring which are superior
to parents and results in premature stagnation of evolution. Thus, to deal with
multimodal problems, the selection mechanism must be able to balance between
two inversely related factors: selection pressure and diversity.

Here, in this paper, we propose a new survival strategy, namely “Sib-based
Survival Selection”, inspired by the concept of crowding techniques. In the pro-
posed strategy, each offspring is tagged by a number that denotes the identity
of the ancestor; the individual from which it has derived the larger part of its
genetic material. All the offspring with the same tag (i.e., having same ances-
tor) compete with each other and the winner offspring (i.e., with best fitness)
is selected for competing next with the ancestor. The winner between these two
competitors (the parent and the selected offspring) is determined either deter-
ministically or stochastically depending on the ancestor, that not only ensures
the preservation of the best individual in the next generation, but it also imple-
ments the “downhill movement” concept to allow escaping from local optima.

2 Background

2.1 HP Lattice Model

Protein Structure Prediction (PSP) can be defined as the problem of finding
the native structure of a protein having the lowest possible free energy from
its amino acid sequence. As classification studies [3] have used predictor sets to
overcome computational complexity, similarly researches have been carried out
with simplified models [4] to deal with the NP-hard problem. In this paper, we
use Hydrophobic-Polar (HP) energy model [4] and 3D-FCC lattice for the mod-
elling purpose. HP model is the most widely used model for lattice simulation,
which classifies the amino acids either as hydrophobic (H) or polar (P) based on
their affinity for water. On the the other hand, Face-centred-cubic lattice (FCC)
is one of the most compactly packed lattices, in which each lattice point has 12
neighbors with 12 directional vectors. A more detail about the HP and 3D-FCC
can be found from [5].
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2.2 Methods in-vogue for Survival Selection

In this section we present a brief overview of commonly used selection algo-
rithms; an extensive analysis can be found in [6]. In literature, widely used se-
lection methods such as fitness proportional selection, tournament selection, etc.
are designed to select individual solutions through a fitness-based process that
favors the solutions with high fitness over less fit ones. For example, tournament
selection technique randomly selects k individuals from the selection pool using
a uniform probability distribution with replacement and then designates the one
with the best fitness as the winner of the tournament [7]. On the other hand,
(μ+λ)-strategy is based on deterministic selection of the best μ individuals from
a set of λ offspring and μ parent individuals [2]. In fitness proportional selection
mechanism [7], (also known as “roulette-wheel” selection), the probability of an
individual’s survival is directly proportional to its fitness value.

Furthermore, crowding methods [8] have been introduced for survival selec-
tion of GA to preserve diversity in population. These methods are based on the
idea of pairing each offspring with a similar individual in the current population
to compete for survival in the next generation. In deterministic crowding [9],
individuals are paired for recombination in such a way that each individual par-
ticipates exactly once in reproduction and the two offspring produced from each
pair compete with their closest similar parent and replace, if it has higher fitness
than the corresponding parent. Although, this method can maintain multiple so-
lutions in multimodal landscape, it may fail to generate some more fit individuals
that could be done by allowing fit individuals to recombine with others more than
once. In probabilistic crowding [10] the surviving individual from the parent-
offspring pair is selected by a probabilistic formula based on their fitness values.

3 The Method: Sib-Based Survival Selection Technique

The proposed survival selection technique called “Sib-based Survival Selection”
or, in short S3 prevents premature convergence by restricting the rapid flow of
genetic material from highly fit members of the population to others and thereby
directs the search towards global optimization. The S3 mechanism works based
on any parental selection that allows an individual to participate in reproduc-
tion more intensely instead of restricting it to partake only once. Initially, each
individual involved in reproduction is tagged by a Parent IDentification (PID)
number and those with fitness values residing in the range of best x%, are consid-
ered as the elite members (Elite ancestor) of the population. The parents selected
for a reproduction operation then produce two offspring that are then tagged
by ancestor tag indicating the identification (PID) of the ancestor individual
(ΛPID) with which it resembles closely. Although ancestor tagging can be done
based on similarity measurement among the offspring and the parent individu-
als, here it has been pursued in a different manner that suits the PSP problem
more perceptively. Since PSP involves optimization problem wherein satisfac-
tion of Self Avoiding Walk (SAW) constraint is mandatory, a SAW validation
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technique is applied with every cross-over operation. If the new conformation is
non-SAW, a repairing method needs to be applied on the concatenated segment
from the cut-point, to repair the conformation as a SAW with the minimum pos-
sible changes of the parent individual. However, instead of applying the SAW
repairing process on the succeeding segment blindly, here we propose to apply
this on the shorter segment to achieve two objectives: i) to reduce the repairing
cost since the success rates are higher on shorter length, ii) to satisfy the purpose
of exchanging information by cross-over operation with minimum disruption of
that provided by the parents.

After each cross-over operation, based on the position of the cut-point, each
offspring (Oi) is identified by its ancestor tag denoting the PID of the ancestor
(ΛPID) from which the offspring derives the longer segment of its genetic mate-
rial. The offspring are then inserted into the descendant list (denoted as ∂PID)
of the corresponding ancestor. Subsequently, amongst all the descendants in a
non-empty descendant list (∂PID), one having the best fitness value is selected
as the Challenger (denoted by ζPID) by SelectChallenger() according to Eqn.
(1) and paired off with the ancestor (ΛPID) for competition.

∀PID=1...popζPID = Best(∂PID,1, ∂PID,2, . . . , ∂PID,κ) (1)

where, κ denotes the number of offspring in the ∂PID. While selecting the sur-
vivors for the next generation, the winner in the competition between Challenger
(ζPID) and the ancestor (ΛPID) is determined as the Survivor (�PID) either
deterministically or stochastically, depending on whether the ancestor (ΛPID)
belongs to the group of Elite ancestor or not. According to the fitness of the
ancestor (ΛPID), if it belongs to the group of elite members (Elite ancestor) in
the current population, then the one with better fitness between the Challenger
(ζPID) and the ancestor (ΛPID) is selected to be passed to the next generation
by FindSurvivorDet() according to Eqn.(2).

�PID =

{
ζPID if f(ΛPID) > f(ζPID)
ΛPID else

(2)

Otherwise, the Survivor (�PID) is selected stochastically by FindSurvivorSch()
according to Eqn.(3) as accomplished in probabilistic crowding [10].

�PID =

{�PID if Rnd ≤ P (ζPID)
ΛPID else

(3)

where, Rnd ∈ [0, 1] is a random number and P (ζPID) is the probability of
selecting the challenger which is calculated by Eqn.(4).

P (ζPID) =
f(ζPID)

f(ζPID) + f(ΛPID)
(4)
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Thus, the proposed approach helps to reduce the loss of diversity by putting
constraint on rapid flow of genes from the fittest members of the population.
Furthermore, the hybridization of the deterministic and the probabilistic selec-
tion (as described above) helps to preserve the best individuals in the current
population along with implementing the concept of “downhill movement”. This
concept, by allowing the fitness to be worse temporarily before further improve-
ment can occur, helps to exploit the less-fit individuals that are unexposed yet.
The AncestorTagging, as a companion of crossover operation , is shown in Algo-
rithm 1, while Algorithm 2 describe the technique to select the survivors for the
next generation.

Algorithm 1. AncestorTagging (OldPop, ∂)

Input: OldPop=Current Population
∂=The descendant list of each ancestor (initially empty)
Output: Updated DescendantList (∂)

1: {P1, P2} = SelectParent()
2: {C1, C2}=Crossover(P1 , P2)
3: {PID1, PID2} = TagProcessing(CutPoint) � PID1 and PID2 are the Parent

Identification number of the ancestors for C1 and C2

4: ∂PID1=∂PID1 ∪ C1

5: ∂PID2=∂PID2 ∪ C2

Algorithm 2. SurvivalSelection (OldPop, pop)

Input: OldPop= Current Population, pop= population size
Output: NewPop=Population for the next generation

1: For PID = 1 to pop do
2: if ∂PID is non empty then
3. ζPID= SelectChallenger(PID) � using Eqn. (1)
4: if ΛPID ∈ Elite ancestor then
5: �PID= FindSurvivorDet(PID) � using Eqn. (2)
6. else
7: �PID = FindSurvivorSch(PID) � using Eqn. (3)
8: End if
9: else

10: �PID= OldPopPID

11: End if
12: NewPopPID= �PID

13: End For

4 Experimental Results and Discussion

To appraise the efficacy of the proposed “Sib-based Survival Selection” (S3) tech-
nique, we compare the method with three other survival selection techniques (i.e.,
binary tournament, roulette-wheel and (μ+λ)-strategy) and with the determinis-
tic crowding method [9]. To provide a uniform basis for comparison, four existing
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methods and the proposed one have been implemented with the same parametric
settings in the same evolutionary framework (cross-over rate, parental selection),
except the survival selection techniques. Method1, Method2 and Method3 are
based on binary tournament, roulette-wheel and (μ+λ)-strategy, respectively to
select the individuals to survive from the selection pool. Method4 uses the pro-
posed S3 technique and Method5 works according to the deterministic parental
selection strategy used for deterministic crowding [9]. The selection pool for
Method1-Method3 consists of the best pop number of individuals with high-
est fitness chosen from the combined pool of parents and newly created off-
spring. Furthermore, to substantiate the performance of the proposed selection
scheme on different parental selection techniques, we have compared Method1-
Method4 using two different parental selection strategies: binary tournament
and ASAM [11].

Experiments using 3D-FCC lattice have been conducted on a data set con-
sisting of 11 benchmark sequences [5]. Since for all the short length sequences
(B1-B4) in data set, without any exception proposed method reaches the known
optimal energies for all the cases, in this paper we present the experimental
results for the relatively long sequences (i.e., B5-B11). The results are the aver-
age outcome of 25 independent runs for each method. For all simulations, the
population size is set to 100 and the cross-over rate is set as 1.0. To get an
empirical observation on the influence of the proposed and existing survival se-
lection techniques, we have executed a sample run of 500 generations without
applying any mutation and diversification. In every 10th generation, we have
separately calculated the diversity by pair-wise Hamming distance calculation
over the population for the proposed and existing methods in comparison.

Figure 1 portrays the curves of the normalized diversity value over the evo-
lution for the best runs of the methods stated earlier using ASAM parental
selection technique along with Method5 for the two longest sequences (i.e., B10
and B11). Clearly, in all cases the diversity curves demonstrate the superior-
ity of Method4 (proposed) and Method5, while Method3 preforms better than
Method1 and Method2 for almost all the instances.

Further, we have investigated the effect of S3 in terms of optimal energy.
The best and average energy values (along with standard deviations) obtained
by Method1-Method4 using binary tournament and ASAM as the parental se-
lection techniques are recorded in Table 1and in Table 2, respectively. The best
energy value we report here is the lowest energy value obtained amongst all
independent runs, while the reported mean energy value corresponds to the av-
erage of the best energies found in each independent run. The results depict the
fact that, for all the sequences, Method4 outperforms the other three methods
(Method1-Method3) both in terms of average and best energy. Moreover, all the
methods using ASAM performs better than the corresponding one with binary
tournament as the parental selection technique for all the instances except for
B8 in Method1 and B5 and B7 in Method4.

The performance of the proposed method (Method4) has been compared
against method5 and the comparative results have been shown in Table 3.
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From the results, we observe that Method4 and Method5 take the advantage
of maintaining diversity over the evolution and ends up with better energy for
all the instances than the other three methods (shown in Table 1 and Table 2).
However, it is note worthy that the energies obtained by the proposed method
(Method4) are better than that of Method5, as shown in Table 3.
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Fig. 1. Diversity Curves for Method1-Method5

Table 1. Comparison of the methods in terms of optimal energy using Binary Tour-
nament (BT) as the parental selection technique

Method1 Method2 Method3 Method4

Best Avg±STD Best Avg±STD Best Avg±STD Best Avg±STD

B5 -52 -48.2± 2.59 -51 -49.6± 1.34 -54 -53.0 ± 0.71 -64 -61.4 ± 1.95

B6 -50 -48.8± 1.30 -51 -46.2± 2.77 -52 -51.8 ± 0.45 -61 -59.4 ± 1.14

B7 -104 -98.0± 7.52 -102 -98.8± 2.17 -105 -103.0 ± 2.12 -117 -113.8 ± 2.59

B8 -97 -91.6± 4.93 -95 -93.0± 1.41 -103 -96.6 ± 4.39 -110 -106.2 ± 2.17

B9 -137 -133.6± 3.36 -135 -133.6± 1.14 -141 -133.2 ± 4.49 -160 -155.2 ± 2.77

B10 -118 -114.8± 2.77 -124 -116.4± 5.41 -129 -124.8 ± 3.96 -142 -139.2 ± 2.59

B11 -116 -112.6± 2.88 -122 -114.6± 6.27 -128 -126.8 ± 1.10 -148 -142.8 ± 3.90

Table 2. Comparison of the methods in terms of optimal energy using ASAM as the
parental selection technique

Method1 Method2 Method3 Method4

Best Avg±STD Best Avg±STD Best Avg±STD Best Avg±STD

B5 -58 -52.8 ± 3.27 -57 -51.0 ± 3.94 -56 -53.2 ± 2.59 -61 -60.2 ± 0.84

B6 -53 -50.6 ± 2.30 -51 -48.4 ± 1.95 -52 -51.4 ± 0.89 -62 -59.4 ± 1.52

B7 -108 -102.0 ± 4.06 -103 -100.8 ± 1.92 -106 -99.0 ± 4.30 -116 -113.8 ± 1.79

B8 -96 -90.8 ± 3.70 -101 -95.6 ± 4.34 -104 -98.6 ± 3.51 -111 -108.4 ± 2.19

B9 -140 -132.8 ± 6.10 -138 -132.6 ± 6.35 -142 -134.6 ± 4.56 -163 -157.8 ± 3.56

B10 -124 -121.8 ± 1.48 -128 -123.4 ± 5.08 -133 -129.6 ± 3.36 -144 -137.2 ± 4.28

B11 -120 -116.2 ± 2.68 -126 -121.0 ± 2.92 -130 -127.2 ± 2.68 -154 -147.4 ± 4.28
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Table 3. Comparison of proposed method (Method4) using BT and ASAM as parental
selection techniques with Method5 in terms of optimal energy

Method4 (Mate=BT) Method4 (Mate=ASAM) Method5

Best Avg±STD Best Avg±STD Best Avg±STD

B5 -64 -61.4 ± 1.95 -61 -60.2 ± 0.84 -59 -58.0± 0.71

B6 -61 -59.4 ± 1.14 -62 -59.4 ± 1.52 -58 -57.0± 1.22

B7 -117 -113.8 ± 2.59 -116 -113.8 ± 1.79 -112 -110.6± 1.14

B8 -110 -106.2 ± 2.17 -111 -108.4 ± 2.19 -107 -105.2± 2.68

B9 -160 -155.2 ± 2.77 -163 -157.8 ± 3.56 -158 -155.6 ± 1.92

B10 -142 -139.2 ± 2.59 -144 -137.2 ± 4.28 -134 -132.6± 1.67

B11 -148 -142.8 ± 3.90 -154 -147.4 ± 4.28 -143 -139.4± 2.51

5 Conclusion

The multimodal problems as compared with unimodal ones, is more susceptible to
premature convergence. Here in this paper, we have proposed a new survival selec-
tion mechanism for genetic algorithms to deal with premature convergence, which
is considered as one of the major difficulties in applying evolutionary algorithms on
multimodal landscapes. The proposed selection mechanism attempts to get rid of
this problem by restraining the proliferation of genetic material from highly fit in-
dividuals to others in the population. In addition, the proposed survival selection
technique helps to exploit the disguised potential of less-fit individuals along with
the preservation of the best individuals over the evolution. It also helps to discover
unexplored region by allowing the fitness to be worse temporarily in order to move
on to other more potential peaks. The experimental results demonstrate that the
proposed method avoids premature convergence by maintaining a diverse popu-
lation during the entire optimization process and outperforms in solution quality
as compared with other survival selection methods.
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Abstract. In tensor completion, one of the challenges is the calculation of the
tensor rank. Recently, a tensor nuclear norm, which is a weighted sum of matrix
nuclear norms of all unfoldings, has been proposed to solve this difficulty. How-
ever, in the matrix nuclear norm based approach, all the singular values are mini-
mized simultaneously. Hence the rank may not be well approximated. This paper
presents a tensor completion algorithm based on the concept of matrix truncated
nuclear norm, which is superior to the traditional matrix nuclear norm. Since
most existing tensor completion algorithms do not consider of the tensor, we add
an additional term in the objective function so that we can utilize the spatial regu-
lar feature in the tensor data. Simulation results show that our proposed algorithm
outperforms some the state-of-the-art tensor/matrix completion algorithms.

Keywords: Tensor Completion, Truncated Nuclear Norm, Linearized Alterna-
tive Direction Method.

1 Introduction

The aim of matrix completion is to recover the missing entries of a low rank matrix via
the known ones [1,2]. Since the objective function of low rank matrix completion is not
convex, the original problem cannot be solved effectively. Fortunately, some theoretical
studies [1, 3, 4] indicate that it is appropriate to replace the minimization of the matrix
rank by the minimization of the matrix nuclear norm under some general constraints.
However, as mentioned in [5], the major limitation of using the matrix nuclear norm is
that the rank may not be well approximated, since all the singular values are minimized
simultaneously in the optimization process. To solve this problem, the truncated matrix
nuclear norm has been proposed in [5]. Liang et al. [4] have pointed out that when the
matrix contains some regular patterns in the spatial domain, the transformed coefficients
of the matrix are sparse in the transform domain. Hence an additional term of l1-norm
of the transformed coefficients is included in the objective function.

Low rank tensor completion has received considerable attention recently [6, 7]. Un-
like matrices, calculating the rank of a general tensor is a difficulty [7]. Liu et al. [7]
have proposed the concept of tensor nuclear norm, called tensor trace norm. The tensor
nuclear norm is the weighted sum of the matrix nuclear norms of all matrices unfolded
along each mode. Since the concept of the tensor nuclear norm is based on the matrix
nuclear norm, the tensor rank may not be well approximated too.
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This paper introduces a tensor completion algorithm based on the concept of the trun-
cated matrix nuclear norm. To further improve the performance, an additional cost term,
which is equal to the sum of transformed coefficients of the tensor, is included in the
objective function. Experimental results demonstrate that our proposed algorithm out-
performs some state-of-the-art tensor completion algorithms.

In Section 2 we review the related works about matrix completion and tensor com-
pletion. Section 3 provides the details of our algorithm. Experimental results are shown
in Section 4. Finally, conclusion is given in Section 5.

2 Matrix and Tensor Completions

Throughout this paper, matrices are denoted by upper case letters, e.g., X , Y , and lower
case letters for the entries, e.g., xij . The Frobenius norm of the matrix X is defined as
‖X‖F := (

∑
ij |xij |) 1

2 . The inner product is defined as < X, Y >:=
∑

i,j xijyij .
Given an incomplete low rank matrix G ∈ R

m×n, the matrix completion problem
can be formulated as follows:

min
X

rank(X), s.t. xij = gij , (i, j) ∈ Ω, (1)

where X ∈ R
m×n and Ω is the set corresponding to the observed entries while the

remaining elements are missing. Unfortunately, in general the rank minimization is an
NP-hard problem. Candès et al. [1] have proved that under mild conditions, the low rank
solution can be found by the following matrix nuclear norm minimization problem:

min
X

‖X‖∗, s.t. PΩ(X) = PΩ(G), (2)

where ‖X‖∗ :=
∑min(m,n)

i=1 σi(X) is the matrix nuclear norm of X , σi is the i-th largest
singular value of X , and PΩ is an operator indicates that the equality happens only on
the entries that belong to Ω. For a matrix with a regular pattern, Liang et al. [4] have
proposed the sparse low-rank texture inpainting (SLRTI) method, given by

min
X,W

λ‖W‖1 + ‖X‖∗, s.t. PΩ(X) = PΩ(G), X = C1WCT
2 , (3)

where W is the transformed coefficient matrix for some bases C1 and C2. In [4], C1

and C2 are DCT basis functions. In [4], for color images, Liang et al. have proposed to
apply the matrix completion three times on the three color channels individually.

Since the values of the largest r nonzero singular values of a matrix do not affect the
matrix rank, Hu et al. [5] have proposed the truncated matrix nuclear norm regulariza-
tion method, given by

min
X

‖X‖r, s.t. PΩ(X) = PΩ(G), (4)

where ‖X‖r :=
∑min(m,n)

i=r+1 σi(X) is the truncated matrix nuclear norm. Problem (4)
can be rewritten as

min
X

‖X‖∗ − max
AAT=Ir×r ,BBT=Ir×r

Tr(AXBT ), s.t. PΩ(X) = PΩ(G), (5)
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where A ∈ R
r×m and B ∈ R

r×n. In [5], the basic idea of the optimization procedure
is as follows. At each iteration, we first fix Xk and compute A and B based on SVD of
Xk. Afterwards, we use the updated A and B to update X .

2.1 Tensor Completion

Tensors are denoted by calligraphic uppercase letters, such as X and T . An N -mode
tensor (or N -order tensor) is denoted as X ∈ R

I1×I2×···×IN , whose elements are
xi1,··· ,iN . For instance, a vector is 1-mode tensor and a matrix is 2-mode tensor.
A mode-n fiber of X is a vector obtained by fixing every index except the nth in-
dex. In some situations, it is convenient to unfold (matrcization) a tensor into a matrix.
The mode-n matricization (”Unfold” operator) of a tensor is denoted by X(n). In fact,
the columns of the mode-n matricization are mode-n fibers of X in the lexicographical
order. The reverse operator ”Fold” is defined as FoldX(n) := X .

Given a low rank incomplete tensor T ∈ R
I1×...×IN , finding its missing entries can

be generalized by the matrix completion as

min
X

rank(X ), s.t. PΩ(X ) = PΩ(T ), (6)

where X and T are n-mode tensors with the same size in each dimension. Replacing
the tensor rank by tensor nuclear norm [7], we can rewrite (6) as

min
X

‖X‖∗, s.t. PΩ(X ) = PΩ(T ), (7)

where ‖X‖∗ is the tensor nuclear norm defined as ‖X‖∗ :=
n∑

i=1

αi‖X(i)‖∗ satisfying

αi ≥ 0 and
∑n

i=1 αi = 1. Based on this model, Ji et al. [7] have proposed the high
accuracy low rank tensor completion (HaLRTC) method.

3 Proposed Method

To explore the spatial structure property of tensor, let us consider a natural color image,
shown in Figure 1(a). It can be considered as a 3-mode tensor T ∈ R

I1×I2×3. Its mode-
1 and mode-2 matricizations are shown in Figure 1(b) and Figure 1(c), from which we
can see that these two matricization still preserve the spatial structure to some extent.
Therefore, we can utilize the spatial structure information of the low rank tensor through
mode-1 or mode-2 matricization.

For the tensor data with some spatial regular patterns, we propose the following
objective function:

min
X ,W

λ‖W‖0 + ‖X‖∗, s.t. PΩ(X ) = PΩ(T ),X(j0) = C1WCT
2 , (8)

where λ > 0, j0 is the j0-th dimension index of the tensor X , X(j0) is mode-j0 ma-
tricization of X , and ‖W‖0 denotes the number of non-zero entries in the transformed
coefficients W of X(j0).
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(a) (b)

(c)

Fig. 1. Mode-1 and mode-2 matricizations of a color image. (a) Original image. (b) mode-1 ma-
tricization. (c) mode-2 matricization.

In (8), the additional term ‖W‖0 is used to preserve the regular property. Since min-
imizing the l0 norm cannot be calculated by an efficient way, we replace it by the l1-
norm [8]. Hence (8) is approximated as

min
X ,W

λ‖W‖1 + ‖X‖∗, s.t. PΩ(X ) = PΩ(T ),X(j0) = C1WCT
2 . (9)

With the tensor nuclear norm, the optimization problem becomes

min
X ,W

λ‖W‖1 +
n∑

i=1

αi‖X(i)‖∗, s.t. PΩ(X ) = PΩ(T ),X(j0) = C1WCT
2 . (10)

Instead of using the matrix nuclear norm ‖X(i)‖∗, we replace it with the truncated ma-
trix nuclear norm ‖X(i)‖r. Hence (10) becomes

min
X ,W

λ‖W‖1 +
n∑

i=1

αi‖X(i)‖r, s.t. PΩ(X ) = PΩ(T ),X(j0) = C1WCT
2 . (11)

Using (4), the optimization problem can be modified as

min
X ,W

λ‖W‖1 +
n∑

i=1

αi‖X(i)‖∗ − αi max
AiAT

i =I,BiBT
i =I

Tr(AiX(i)B
T
i ),

s.t.PΩ(X ) = PΩ(T ),X(j0) = C1WCT
2 .

(12)

Introducing dummy variables Mi, i = 1, ..., n, we can express (12) as

min
X ,W,Mi

λ‖W‖1 +
n∑

i=1

αi‖Mi‖∗ − αiTr(AiMiB
T
i )

s.t.PΩ(X ) = PΩ(T ),X(j0) = C1WCT
2 ,X(i) = Mi, i = 1, ..., n.

(13)
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The augmented Lagrangian function of (13) is written as

L(X ,M1, ..,Mn,W, Y1, .., Yn, F )

= λ‖W‖1 +
n∑

i=1

(αi‖Mi‖∗ − αiTr(AiMiB
T
i )+ < Yi,X(i) −Mi >

+
β

2
‖X(i) −Mi‖2F )+ < F,X(j0) − C1WCT

2 > +
β

2
‖X(j0) − C1WCT

2 ‖2F ,

where {Y1, .., Yn, F} are Lagrangian parameters.
With the objective function, we can iteratively update X , Mi, W , Yi and F . Based

on the concept of linearized alternative direction method (LADM) [9], at each iteration,
we first update X k+1.

Computing X k+1:

X k+1 = min
X

βk

2
‖X − Fold(j0)(C1W

kCT
2 − F k

βk
)‖2F

+
n∑

i=1

βk

2
‖X − Fold(i)(M

k
i − Y k

i

βk
)‖2F . (14)

Therefore, taking the error support into consideration we obtain

X k+1

=

⎧
⎨

⎩
1

n+1 [Fold(j0)(C1W
kCT

2 − Fk

βk ) +
n∑

i=1

Fold(i)(Mk
i − Y k

i

βk )], (i1, i2, · · · , in) �∈ Ω

(T ), (i1, i2, · · · , in) ∈ Ω

(15)

Then we compte Mk+1
i .

Computing Mk+1
i :

Mk+1
i = D αi

βk
(X k+1

(i) +
Y k
i

βk
+

αi

βk
AT

i Bi), (16)

where Dτ (·) is the singular value shrinkage operator [10], which is defined as
Dτ (X) = UDτ (Σ)V T with X = UΣV T ∈ R

m×n, Σ = diag({σi}1≤i≤min {m,n})
and Dτ (Σ) = diag(max{σi − τ, 0}). Then we need to update W k+1.

Computing W k+1:

W k+1 = min
W

λ‖W‖1 + βk

2
‖C1WCT

2 − (X k+1
(j0)

+
F k

βk
)‖2F . (17)
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Note that, (17) is not easy to minimize with respect to W . Therefore, we apply the
linearization technique [9] to overcome this difficulty. More specifically,

1

2
‖C1WCT

2 − (X k+1
(j0)

+
F k

βk
)‖2F

≈ 1

2
‖C1W

kCT
2 − (X k+1

(j0)
+

F k

βk
)‖2F+ < gk,W −W k > +

1

2η
‖W −W k‖2F ,

(18)

where gk = CT
1 (C1W

kCT
2 −(X k+1

(j0)
+Fk

βk ))C2 is the gradient of 1
2‖C1WCT

2 −(X k+1
(j0)

+

Fk

βk )‖2F at W k, and η > 0 is a proximal parameter. With (18), (17) can be rewritten as

W k+1 = S λη
β
(W k − ηgk), (19)

where Sτ (·) represents the soft threshold operator [11] defined as Sτ (x) = sgn(x) ·
(|x| − τ).

Computing Y k+1
i :

Y k+1
i = Y k

i + βk(X k+1
(i) −Mk+1

i ). (20)

Computing F k+1:

F k+1 = F k + βk(X k+1
(j0)

− C1W
k+1CT

2 ). (21)

Computing βk+1:
βk+1 = ρβk. (22)

The algorithm is summarized in Algorithm 1.

Algorithm 1. Optimization framework via LADM
Input: Input tensor T , error support Ω, transformation bases C1, C2.
Initialization: X = T , Yi = 0, W = 0, j0, λ, β0, α, η, ρ;

while not convergence do
Update X k+1 using (15);
Update Mk+1

i using (16);
Update W k+1 using (19);
Y k+1
i = Y k

i + βk(X k+1
(i) −Mk+1

i );

F k+1 = F k + βk(X k+1
(j0)

−C1W
k+1CT

2 );

βk+1 = ρβk;
end while

Output: X
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4 Experiment Results

In this section, several experiments are conducted on both synthetic data and real visual
data to verify the effectiveness of the proposed algorithm for tensor completion. Two
state-of-the-art algorithms, SLRTI [4] and HaLRTC [7], are also considered.

Table 1. RSE comparison on synthetic data.

Dataset Missing % 90% 80% 70% 60% 50% 40% 30% 20% 10%

Date Set 1 HaLRTC 0.8288 0.4039 0.1046 0.0568 0.0409 0.0160 0.0114 0.0024 0.0005
Our method 0.1772 0.0123 0.0026 0.0011 0.0011 0.0003 0.0002 0.0002 0.0002

Date Set 2 HaLRTC 0.6483 0.1101 0.0184 0.0104 0.0077 0.0059 0.0040 0.0031 0.0021
Our method 0.0132 0.0076 0.0049 0.0041 0.0040 0.0035 0.0033 0.0028 0.0015

(a) Original (b) Noisy input (c) HaLRTC (d) SLRTI (e) Proposed

(f) PSNR value

Fig. 2. (a)-(e) Comparison of tensor completion with 80% of missing components. (f) PSNR
values of the recovered building facade images versus different % of missing components.

We generate two synthetic tensor datasets to verify our algorithm. One 3-mode ten-
sor X ∈ R

50×50×50 is generated by sampling 12 cubes in a 3D space (Dataset 1).
The other is generated based on the method in [6] (Dataset 2). The Ω of the two ten-
sors is generated uniformly at random. The missing ratio ranges from 10% to 90%.
We take HaLRTC to compare with our tensor completion algorithm. The α is set to
[1/3, 1/3, 1/3] and the maximal iteration number is 500. For our algorithm, we se-
lect λ ∈ [0.0005, 0.0019] and j0 is set to 1. We measure the performance by RSE =
‖X −T ‖/T . The experimental results are shown in Table 1. It is seen that our proposed
algorithm outperforms the HaLRTC, and that it is more robust to missing components.
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We also test our algorithm with real data. The parameters of our method, SLRTI
and HaLRTC are tuned to achieve the best performance. A color image with resolution
of 460 × 460 is used to verify our algorithm. That means, the tensor is with size of
460 × 460 × 3. The image is then corrupted by randomly distributed missing entries
ranging from 40 to 80 percentage. The results are provided in Figure 2. From these
figures, we could see that the proposed algorithm has better visual effect and can achieve
much higher PSNR values compared with the other two algorithms.

5 Conclusion

We have extended the concept of the matrix truncated nuclear norm to the tensor case.
We present a tensor completion algorithm based on the matrix truncated nuclear norm.
To explore the structure property (piece-wise smooth) of a tensor data, an l1-norm term
is added into a tensor completion optimization model. Then, in order to handle the
quadratic term in the object function, the LADM is employed, which gives an effective
numerical iteration scheme to solve this optimization problem. Experimental results
show that the proposed algorithm is more robust than HaLRTC and SLRTI algorithms.

Acknowledgement. The work was supported by RGC Competitive Earmarked Re-
search Grant from Hong Kong (Project No.: CityU 115612).
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Abstract. The automated analysis of documents is an important task
given the rapid increase in availability of digital texts. In an earlier pub-
lication, we had presented a framework where the edit distances be-
tween documents was used to reconstruct the version history of a set of
documents. However, one problem which we encountered was the high
computational costs of calculating these edit distances. In addition, the
number of document comparisons which need to be done scales quadrat-
ically with the number of documents. In this paper we propose a simple
approximation which retains many of the benefits of the method, but
which greatly reduces the time required to calculate these edit distances.
To test the utility of this method, the accuracy of the results obtained
using this approximation is compared to the original results.

Keywords: String Matching, Text Processing, Data Mining, Version-
ing, Information Retrieval.

1 Introduction

The proliferation of network connectivity and web content have led to rapid
increases in the quantity and availability of digital texts, motivating the devel-
opment of new tools to cope with this sudden increase. In an earlier work [1], we
demonstrated a procedure for inferring the version histories of unlabelled doc-
ument collections using the edit distances between these documents. However,
the calculation of the edit distances was computationally expensive. In this pa-
per, we present a procedure for approximating inter-document distances without
calculating the edit distances between all pairs of documents.

1.1 Relevant Background

Alternative text representations have been presented in the past. The idea of us-
ing string alignment to study documents is related to the Levenshtein’s distance
between documents [2]; however, this method uses alignments at the character
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level, and is more appropriate for lower-level applications, for example in the
study of text entry methods for mobile phones [3]. Our method operates at the
level of words, which we believe represent the appropriate level of resolution for
the majority of text documents.

Another similar approach in terms of document representation is the string
kernel technique [4,5]. The original study examined the use of character level
kernels but similar kernels calculated at the level of words have also been pro-
posed [6]. Briefly, the string kernel method projects each document to a high
dimensional feature space where each “dimension” is the weighted number of
occurrences of a particular substring (which need not be contiguous) in a docu-
ment. As the number of such substrings is potentially huge, the dimensionality
of the resulting subspace is also large, motivating the use of the kernel proce-
dure [7]. With respect to document alignments, these methods are similar to
the related operation of local alignment, which have also been used for biologi-
cal sequence analysis; in contrast, the method proposed here performs a global
alignment of the documents concerned.

2 Experimental Methodology

2.1 Feature Extraction

Edit distances between pairs of documents and strings are found using dynamic
programming. However, this is computationally expensive, and the addition
of new documents requires comparisons with all other documents in the set.
To address this, we propose a method by which the number of document com-
parison required may be greatly reduced. The proposed method exploits the
kernel trick [8]; given a symmetric, positive semi-definite measure of similarity
or distance K(, ), the theorem states that there is a high dimensional Hilbert
space H (also known as the feature space) such that:

K(x1, x2) = 〈ΦK(x1), ΦK(x2)〉 , (1)

where x1, x2 ∈ X , the input space, ΦK is the mapping X → H and <,> denotes
the inner-product in the feature space.

In the present context, we note that the edit distance measure possesses the
characteristics of a Mercer kernel [9]. A theoretical proof is beyond the scope
of this paper, but this intuition is supported by a number of observations.
As the minimum edit path is independent of the order of the documents in
K(, ), the symmetry condition is satisfied. Positive semi-definiteness can be em-
pirically tested by calculating the eigenvalues of the closely related similarity
matrix Σ:

Σ =

⎡

⎢⎢⎢⎣

dmax − d1,1 . . . dmax − d1,n
...

. . .
...

dmax − dn,1 . . . dmax − dn,n

⎤

⎥⎥⎥⎦ ; (2)
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where di,j is the edit distance between documents i and j, n = |D| and dmax =
maxij {di,j : i, j ∈ D}. Our observations have been that the vast majority of the
eigenvalues of Σ are positive, with a number of very large positive eigenvalues.
Also, since the collection of documents being studied would occupy only a sub-
space S of this space, we select a subset B ⊂ D for use as basis vectors in H,
and define S̃ as the subspace spanned by these basis vectors. Finally, we obtain
the coordinates of a given document in S by projecting it onto B via the edit
distances:

µi = {dmax − di,j : j ∈ B} . (3)

Distances between documents i and j can now be found quickly by calculating
the Euclidean distances in this transformed space.

For the sake of comparison, two conventional vector-space representations,
Term Frequency (TF ) and Term Frequency Inverse Document Frequency (TF-
IDF ) [10] have been included in our experiments. In these cases, the cosine
distance is used to compare different documents.

2.2 Scoring of Results

The version history of the documents can now be inferred by finding the Hamil-
tonian Path through all the documents then comparing them to the true version
histories as follows [1]:

Algorithm Score(w, d1, d2, . . . , dn)
1. Accuracy ←0
2. for i ←1 to n
3. TmpAccuracy ←0
4. for j ←max{1, i− w} to (i − 1)
5. if Earlier(dj , di) then
6. TmpAccuracy ←TmpAccuracy+1
7. for j ←(i+ 1) to min{n, i+w}
8. if Earlier(di, dj) then
9. TmpAccuracy ←TmpAccuracy+1
10. Accuracy ←Accuracy+ TmpAccuracy

min{n,i+w}−max{1,i−w}−1

11. return 100×Accuracy/n%

where the function Earlier(di, dj) returns TRUE if d1 occurs before dj in the
actual version history of the document. As can be seen, the procedure works by
sliding a window of length w over the inferred document sequence. The score
for the document in the center of this window is given by the proportion of the
other documents in the window which are correctly sequenced with respect to
the the document in question. The total score for the entire version history is
the average over the scores of all the individual documents.

2.3 Data

Two sets of data are used in our current experiments [1]:
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1. Linux Kernel Source Code. - In the first test, the proposed method
is used to version C source files taken from the linux kernel. The source
distribution consists of many files so testing was done with the following
three randomly selected files: loop.c,fork.c and eth.c, for which 127, 216 and
58 unique versions were extracted respectively.

2. “Wiki” Pages. - versioned Wikipedia pages were collected using the “Way-
back Machine”1. For our tests, we chose Wikipedia entries for Fourier Trans-
form and Perl, as these are popular topics with regularly updated and
comparatively lengthy entries.

For our tests, we downloaded all available (at the time of writing) versions
of these pages from the Internet Archive. For the Fourier Transform page,
there were 24 versions available while for the Perl page, we were able to
obtain 82 versions.

3 Results

3.1 Notation

For the results presented here, the following notation is used:

1. Feature Extraction Schemes. The method of feature extraction is writ-
ten as <feature>, where feature is one of {DA (document alignment), FS
(feature space), TFIDF, TF}. FS features are additionally written as FS-
< x% >, where x% refers to the percentage of documents in the collec-
tions which are used as “basis vectors” in the feature space. Further, for
results corresponding to the Wikipedia pages, feature names will be written
as <feature>-<format>, where format is one of {html,text}, and indicates
if the procedure was applied to pure HTML, or if the HTML tags had been
stripped in advance.

2. Scoring Schemes. As mentioned, the scoring scheme is tunable to different
window sizes. These are denoted as Global, Local-5,Local-1 for the case
with all documents, window size of 5, and of 1.

3.2 Source Code Versioning Task

First, we study the performance of the algorithm with the Kernel source code.
For the files loop.c, fork.c and eth.c, the results are presented in Tables 1, to 3.

The following observations could be made:

1. The FS approach is able to produce very accurate results which approach
those obtained using DA. Broadly speaking, accuracy was observed to im-
proved as the number of basis vectors used was increased, as is expected,
though the incremental benefit of increasing the number of basis vectors
diminshed after a certain point (generally around 20 − 30% of |D|).

1 From the “Internet Archive” - http://www.archive.org
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This means that the proposed method allows comparable performance with
less than a third of the computational effort of calculating the full distance
matrix. However, as with the full distance matrices, local accuracy values
are consistently less accurate compared to the global accuracy values.

2. The accuracy of the FS approach was significantly improved when the basis
vectors were uniformly spaced along the version history. This makes sense
as in this way there is a higher chance of obtaining a better coverage of the
distribution of D in the feature space.

3. Interestingly, for the file fork.c, the accuracy obtained using FS exceeded
that obtained with DA, even though the feature space projections uses in-
formation that is already contained in the full distance matrix. One possible
explanation is that using the projections in this way helped to eliminate
noise in the data by restricting the analysis to only the relevant subspace of
the full feature space.

4. The larger the set of documents being analyzed, the better the accuracy of
the method.

Table 1. Versioning scores (loop.c). Scores in bold denote highest scoring items in
the respective columns.

Method/
Class

Scores(%)

Global Local-5 Local-1 Average

O
ri
g
in
a
l DA 99.0 97.3 96.1 97.5

TFIDF 97.1 82.7 70.5 83.4

TF 98.7 93.7 91.3 94.6

R
a
n
d
o
m
iz
e
d FS-10% 94.4 86.0 82.1 87.5

FS-30% 98.7 93.2 88.7 93.5

FS-50% 99.0 96.0 93.5 96.2

FS-75% 98.8 95.0 92.2 95.3

U
n
if
o
rm

FS-10% 99.0 96.9 93.7 96.5

FS-30% 99.0 95.7 90.6 95.1

FS-50% 99.0 96.7 93.7 96.5

FS-75% 99.0 96.7 93.7 96.5

3.3 Wikipedia Entries

The same experiments were then repeated using the Wikipedia versions, and
results have been tabulated in Table 4.
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Table 2. Versioning scores (fork.c). Scores in bold denote highest scoring items in the
respective columns.

Method/
Class

Scores(%)

Global Local-5 Local-1 Average

O
ri
g
in
a
l DA 99.5 92.1 90.7 94.1

TFIDF 71.7 70.8 70.8 71.1

TF 99.1 89.4 86.8 91.8

R
a
n
d
o
m
iz
e
d FS-10% 98.8 88.6 86.8 91.4

FS-30% 99.6 93.7 92.4 95.2

FS-50% 99.6 94.6 93.7 96.0

FS-75% 99.6 93.9 92.8 95.4

U
n
if
o
rm

FS-10% 99.4 92.4 89.4 93.7

FS-30% 99.6 93.5 90.3 94.5

FS-50% 99.6 93.6 91.2 94.8

FS-75% 99.6 93.5 90.3 94.5

Table 3. Versioning scores (eth.c). Scores in bold denote highest scoring items in the
respective columns.

Method/
Class

Scores(%)

Global Local-5 Local-1 Average

O
ri
g
in
a
l DA 98.7 93.9 91.4 94.6

TFIDF 97.5 88.2 77.6 87.7

TF 96.9 86.5 82.8 88.7

R
a
n
d
o
m
iz
e
d FS-10% 96.4 86.5 77.2 86.7

FS-30% 98.1 91.7 83.7 91.2

FS-50% 98.2 92.2 85.3 91.9

FS-75% 98.3 92.7 85.9 92.3

U
n
if
o
rm

FS-10% 97.2 86.0 78.4 87.2

FS-30% 98.7 94.2 86.2 93.0

FS-50% 95.3 91.8 85.3 90.8

FS-75% 98.7 94.2 86.2 93.0
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Table 4. Document versioning scores: Wikipedia entries. Scores in bold denote highest
scoring items in the respective columns.

Method/
Class

Fourier; Scores (%) Perl; Scores (%)

Global Local-5 Local-1 Average Global Local-5 Local-1 Average

O
ri
g
in
a
l DA 97.5 94.2 87.5 93.0 95.5 91.1 87.2 91.3

TFIDF 97.1 92.0 75.0 88.0 95.6 74.3 62.8 77.6

TF 97.1 92.4 79.2 89.6 94.1 78.9 68.3 80.4

R
a
n
d
o
m
iz
e
d FS-10% 73.3 63.6 62.3 66.4 93.1 82.3 75.6 83.6

FS-30% 96.1 89.9 77.5 87.8 96.1 89.2 82.1 89.1

FS-50% 96.2 90.2 79.2 88.5 96.8 90.9 81.7 89.8

FS-75% 97.6 94.2 86.7 92.8 97.0 92.2 82.7 90.6

U
n
if
o
rm

FS-10% 97.8 94.5 87.5 93.3 96.6 90.9 81.1 89.5

FS-30% 97.1 93.3 83.3 91.2 96.9 91.5 86.0 91.4

FS-50% 89.1 86.6 75.0 83.6 96.9 91.5 84.8 91.0

FS-75% 90.2 89.8 89.6 89.9 96.5 89.8 78.7 88.3

1. The results exhibit the same broad trends as with the Kernel source code,
though the performance of the FS-based methods showed some overall de-
cline. Of the two Wikipedia files studied, better results were obtained when
versioning the Perl wikipedia page. This is consistent with what was ob-
served when versioning the Kernel source files where the scores obtained
with largest collection of file - in that case fork.c - were the highest.

2. However, the size of the document collection was not the only factor - for
example, the Wikipedia Perl dataset contained 82 versions compared to 58
for the eth.c collection, yet the versioning accuracy of the former was still
markedly lower.

4 Conclusions and Future Plans

The results presented here demonstrate that the feature space approximation is
a useful and efficient alternative to aligning all pairs of documents in the study
set. Potential avenues for further development include:

1. A more systematic method could be found for the selection of the basis nodes.
For example, a method based on clustering of the nodes, then selecting the
cluster centers as the basis vectors might be more appropriate

2. Optimisation of the basic dynamic programming algorithm. For e.g. bioin-
formatics tools such as BLAST and FASTA have been devised which can
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search massive biological databases very efficiently using a variety of sim-
plifications (such as only focussing on promising regions of the alignment
matrix).
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Abstract. A computer aided diagnostic system capable of analyzing
respiratory sounds can be very helpful in detection of pneumonia, asthma
and tuberculosis as the Respiratory sound signal carries information
about the underlying physiology of the lungs and is used to detect pres-
ence of adventitious lung sounds which are an indication of disease.
Respiratory sound analysis helps in distinguishing normal respiratory
sounds from abnormal respiratory sounds and this can be used to accu-
rately diagnose respiratory diseases as is done by a medical specialist via
auscultation. This process has subjective nature and that is why sim-
ple auscultation cannot be relied upon.In this paper we present a novel
method for automated detection of crackles and bronchial breath sounds
which when coupled together indicate presence and severity of Pneumo-
nia. The proposed system consists of four modules i.e., pre-processing in
which noise is filtered out, followed by feature extraction. The proposed
system then performs classification to separate crackles and bronchial
breath sounds from normal breath sounds.

1 Introduction

Respiratory sound analysis can be helpful in the diagnosis of respiratory dis-
eases such as pneumonia as they are one of the major killers all over the world
especially in the developing countries.Pneumonia is amongst the top 10 leading
causes of death amongst asians living in the US [26] .According to the latest es-
timates it also accounts for 1.4 million deaths in children under-five years of age
annually. This represents 18% of all annual under-five worldwide mortality [1]
and about 98% of these deaths occur in developing countries. The economic cost
of asthma, COPD, and pneumonia was $106 billion in 2009: $81 billion in di-
rect health expenditures $25 billion in indirect cost of mortality [27]. Developed
Countries can bear the such staggering costs but this is not the case for un-
der developed countries and this lead to a high mortality rate of their citizens.
Another reason for high mortality rate for people who acquire these diseases
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is because of a lack of trained personnel as the ratio of doctors to patients is
very low and another reason is late diagnosis of the disease. The medical special-
ist begins diagnosis of these diseases begins by recording history of the patient
followed by a physical exam in which detection of adventitious lung sounds and
abnormal lung sounds is undertaken with the help of a stethoscope; a process
called auscultation. Adventitious lung sounds are additional respiratory sounds
superimposed on breath sounds [3]. They are of two types 1) stationary and 2)
non-stationary. The former category contains wheezes and rhonchi whereas the
latter category contains crackles. Crackles are discontinuous explosive sounds
which occur usually during inspiration [3]. Figure 1 shows the waveforms for
normal breath , crackles and bronchial breaths.

Fig. 1. Breath sound waveforms. From Left to right: Crackle sound waveform, Normal
breath sound waveform; Bronchial sound waveform.

The occurrence of crackles is an indication of the severity of the pulmonary
disease [4] and combined with the presence of bronchial breaths they confirm the
presence of pneumonia [23].Bronchial Breath sounds are abnormal breath sounds
detected at the posterior chest wall, containing higher frequency components and
a higher intensity than that of normal breath sounds heard in the same region
[3]. Therefore, simple auscultation cannot be relied upon as auscultation with
a stethoscope is a subjective process since it depends on the individual’s own
hearing, experience and ability to distinguish different sounds patterns[2]. Thus
there is a need for a system which accurately detects the presence of crackles
and bronchial breaths in the respiratory sound of patient so that it can help in
the accurate diagnosis of pneumonia.

This article consists of five sections. Section 2 highlights existing methods and
related work for respiratory sound analysis. Section 3 describes a brief overview
and all steps of the proposed system. The results are presented in Section 4
followed by conclusions in Section 5.

2 Related Work

Respiratory Sound Analysis is a relatively new area of interest for researchers
and though few methods for detection and classification of crackles have been
formulated, methods for the detection of bronchial breath sounds have not yet
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been given much attention. Presence of crackles and bronchial breaths is strong
indicator of pneumonia and it is imperative that methods should be devised
for their detection to help in its clinical diagnosis. Bronchial sounds are breath
sounds with abnormally high frequencies and intensity, and with a loud and long
expiratory phase. These sounds have frequency components of about 600-1000
Hz recorded over the posterior chest wall [24]. Gross V et al. [25] presented
a method for the detection of bronchial breath sounds for pneumonia by us-
ing the ratio between the highest inspiratory and highest expiratory flow taken
from spectral power for the 300-600 Hz frequency band. They found significant
differences between the values of the healthy side and the side afflicted with
pneumonia. The existing methods for detection of crackles are broadly catego-
rized as the non-linear separation stationary non-stationary filter (ST-NST) [5]
and its several modified version [6,7], the wavelet transform-based stationary-
non-stationary filter (WTST-NST) [8] and the generalized fuzzy rule-based sta-
tionary non-stationary filter (GFST-NST)[9].

Mohammed Bahoura and Xiaoguang Lu [10,11] presented a model WPST-
NST method based on double thresh-holding in wavelet domain by using time
domain features which separates crackle’s coefficients. Unlike simple wavelet
transform, wavelet packet transform is obtained by applying wavelet transform
at every level which is equivalent to multi-channel filtering. Using this model
an accuracy of 93.9% is achieved [11].Fatma Ayari et al. [12] has discussed two
methodologies to classify crackles and their extraction from the lung signal. The
first one is statistics based methodology and the second is fuzzy nonlinear clas-
sifiers. Nine features have been selected to enhance behavior of crackle. These
features relate to amplitude, time and waveform. Sensitivity of 98.34% and pos-
itive predictive value of 97.88% have been achieved. Martinez-Hernandez et al.
[13] used lung sounds which are acquired by multi-channel microphone array on
which feature extraction is done by multivariate AR model and after dimension-
ality reduction techniques like PCA and SVD are applied, the classification was
done by SNN (Supervised Neural Network) using back-propagation method and
Levenberg-Marquardt rule a.k.a. damped-least square.

3 Proposed Method

Over the past few years computerized methods of respiratory sound acqui-
sition and analysis have overcome many shortcomings of simple auscultation
[2].Computer aided diagnostic systems have brought new horizons in detection
and treatment of many diseases. Thus, many different techniques have been used
to acquire and then use respiratory sounds for diagnosis of pulmonary diseases.
Figure 2 shows a complete flow diagram for all the phases of the proposed system
starting from sound acquisition to classification of crackles and bronchial breath
sounds. The proposed system is divided into four phases, i.e., acquisition of
the lung sound and preprocessing, feature extraction and wavelet decomposition
with removal of the silent phase and classification. A Gaussian Mixture Model
based on a Bayes decision rule is used to differentiate crackles and bronchial
breath sounds from normal respiratory sounds.
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Fig. 2. Flow diagram of proposed system

3.1 Preprocessing

Pre-Processing of the lung sound is done with two objectives in mind, i.e., re-
duction of background noises and the other is to enhance the quality of the
recorded sound. To cater for the former objective pre-filtering using a band-pass
filter with cut-off frequencies at 100 Hz to reduce heart sounds and 2500 Hz to
eliminate high- frequency noise is applied [14].

3.2 Feature Extraction

A feature set is formed to distinguish between normal respiratory sounds, crack-
les and bronchial breath sounds. The formation of the feature vector was done by
the following method: The pre-processed sound files are used to calculate three
spatial-temporal features namely, pitch, energy and spectrogram. These features
are extracted from the entire spectrum after which the wavelet decomposition is
done using Daubechies-8 wavelet for 5th level decomposition tree. The levels con-
taining silent phase are then discarded and the level with the most information,
i.e., the last level is then used to calculate other 9 features. The entire feature
vector contains 12 features which are of the form fv = x1, x2, x3, ........., x12. The
description of the features in the feature vector is given below:

1. Pitch(x1) is associated with the frequency of sound wave and allows its
ordering based on it [15], i.e., high pitch is attributed to sound having a high
frequency and low pitch is associated with sound having a low frequency.

2. Energy(x2) is the energy of wavelet or wavelet packet decomposition.
3. Range(x3) is the difference between the maximum and minimum of the

sound sample.
4. IQR(x4) is the inter-quartile range of the sound in time-domain.
5. MAD(x5) is the median absolute deviation of the sound. Moment(x9) central

sample moment of sound specified by the positive integer order.
6. Kurtosis(x6) is a descriptor of the shape of the probability distribution of

the real- valued random variable [17].
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Feature extraction phase extracts different features out of which best features
are selected by feature selection phase using rank tests.

The features showing the least P − value are selected based on the results of
rank sum tests. Top four common features with minimum p− value are selected
which are Range(x6), IQR(x7), MAD(x8) and Kurtosis(x11)and are then used
to classify crackles from normal respiratory sounds. For bronchial breath sounds
the Top three common features with minimum p− value are selected which are
Pitch(x1),Energy(x3) and Kurtosis(x11).

3.3 Classification

For the purpose of classification, we use a Bayesian classifier using Gaussian func-
tions known as the Gaussian Mixture Model [20]. The Gaussian Mixture Model
offers fast and accurate performance in the testing phase while being trained ex-
tensively in the training phase. In our context, each sound class is modeled by a
Gaussian Mixture Model obtained by training [21]. The training is done by using
a training data set with the respiratory sounds labeled as crackles and normal
and side by side this procedure is done for bronchial breath sounds in which the
training data set is labeled as bronchial breath sounds and normal. After this
the Bayes decision rule is used in the estimation of a decision criteria from the
training set. Two classes X1 = crackles and X2 = normal have been defined
for classification of crackles and for the classification of Bronchial Breath sounds
the classes are X3 = bronchialbreaths and X4 = normal. The parameters for
GMM are optimized using Expectation Maximization (EM) which is an iterative
method and it chooses optimal parameters by finding the local maximum value
of GMM distributions for training data [22].

4 Experimental Results

The evaluation of proposed system is done using respiratory sound files. We use
a sound repository of 41 files out of which 14 have been categorized as crackles
and 9 have been categorized as bronchial breath sounds by a human grader.
The performance of the proposed system has been evaluated using sensitivity,
specificity, positive predictive value (PPV) and accuracy as figures of merit.
These parameters were calculated using equations 1-4 respectively.

sensitivity =
TP

(TP + FN)
(1)

specificity =
TN

(TN + FP )
(2)

PPV =
TP

(TP + FP )
(3)

accuracy =
(TP + TN)

(TP + TN + FN + FP )
(4)
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where

– TP are true positives, meaning crackles are correctly classified.
– TN are true negatives, meaning normal respiratory sounds are correctly clas-

sified.
– FP are false positives, meaning normal respiratory sounds are wrongly clas-

sified as crackles regions.
– FN are false negatives, meaning crackles are wrongly classified as normal

respiratory sounds.

Table-1 and 2 show the evaluation results of proposed system for crackle and
bronchial breath detection respectively. They also highlight comparison of pro-
posed system with other classifiers like Support Vector Machine (SVM) and
Artificial Neural Network (ANN) consisting of 10 nodes in the input layer.

Table 1. Proposed system evaluation results for crackle detection

Classifier TP TN FN FP Sensitivity Specificity PPV Accuracy

GMM 13 27 1 0 92.85 100 100 97.56
SVM 13 25 1 2 92.8 92.5 86.6 92.6
ANN 10 25 4 2 85.3 71.2 92.5 85.3

Table 2. Proposed system evaluation results for bronchial breath detection

Classifier TP TN FN FP Sensitivity Specificity PPV Accuracy

GMM 9 27 0 5 100 84.37 64.28 87.85
SVM 8 27 1 5 88.8 84.37 61.54 85.37
ANN 5 30 2 4 71.43 88.24 55.56 85.37

Table 3. Performance comparison of proposed system with existing methods for crackle
detection only

Method Sensitivity Specificity PPV Accuracy

Lu, Xiaoguang et al. [11] 92.9 - 94.4 93.9
Martinez-Hernandez et al. [13] 91.38 94.34 - 92.86

Fatima Ayari et al. [12] 98.34 - 97.88 -
PM 92.85 100 100 97.56

From Table-1 and 2 it can be seen that Gaussian Mixture Model out performs
the other classifiers and is thus selected as the classifier of choice in our proposed
method. The effectiveness of GMM can be ascertained from the high accuracy
shown in the testing phase. For performance comparison with existing methods,
we present the values of sensitivity, specificity, PPV and accuracy of the methods
of Xiaoguang Lu et al. [11] , Martinez-Hernandez et al. [13] and Fatma Ayari et
al. [12]. The results of these comparisons are shown in table-3. The table shows
that the proposed system outperforms in terms of accuracy of classification.
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5 Conclusion

Digital signal processing techniques can be applied to study lung sounds as an
aid to clinical diagnosis [21]. New methods for identifying and measuring ad-
ventitious lung sounds are being developed in various research institutes [23].
We have introduced a new classification tool for Crackles and Bronchial Breath
sound analysis as their detection is important for the evaluation of the severity
of the respiratory disease and to diagnose pneumonia. The proposed system con-
sisted of four phases i.e. preprocessing, feature extraction, feature selection and
finally the classification. We have used sensitivity, specificity, PPV and accuracy
to evaluate our proposed system. The system has achieved specificity of 100%,
sensitivity of 92.85%, PPV of 100% and accuracy of 97.56% which are better
than the recently published methods. It is evident from the comparison with
previous systems that the proposed method has outperformed them and has
classified crackles and Bronchial Breath sounds from other respiratory sounds
with good accuracy.
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Abstract. This paper addresses the challenging problem of face recognition in 
surveillance conditions based on the recently published database called SCface. 
This database emphasizes the challenges of face recognition in uncontrolled in-
door conditions. In this database, 4160 face images were captured using five 
different commercial cameras of low resolution, at three different distances, 
both lighting conditions and face pose were uncontrolled. Moreover, some of 
the images were taken under night vision mode. This paper introduces a novel 
feature extraction scheme that combines parameters extracted from both spatial 
and frequency domains. These features will be referred to as Spatial and Fre-
quency Domains Combined Features (SFDCF). The spatial domain features are 
extracted using Spatial Deferential Operators (SDO), while the frequency do-
main features are extracted using Discrete Cosine Transform (DCT). Principal 
Component Analysis (PCA) is used to reduce the dimensionality of the spatial 
domain features while zonal coding is used for reducing the dimensionality of 
the frequency domain features. The two feature sets were simply combined by 
concatenation to form a feature vector representing the face image. In this paper 
we provide a comparison, in terms of recognition results, between the proposed 
features and other typical features; namely, eigenfaces, discrete cosine coeffi-
cients, wavelet subband energies, and Gray Level Concurrence Matrix (GLCM) 
coefficients. The comparison shows that the proposed SFDCF feature set yields 
superior recognition rates, especially for images captured at far distances and 
images captured in the dark. The recognition rates using SFDCF reach 99.23% 
for images captured by different cameras at the same distance. While for images 
captured at different distances, SFDCF reaches a recognition rate of 93.8%. 

Keywords: face recognition, feature extraction, SCface database, Surveillance 
cameras. 

1 Introduction 

Despite being one of the most convenient biometric systems, face recognition is not 
considered among the most reliable ones. This is especially true when images are 
captured by uncontrolled surveillance cameras [1]. Face recognition can be utilized in 
many applications including security, forensics and psychological assessments.  
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Unlike many other biometrics, face recognition offers the advantage of not requiring 
collaboration from the subject being identified.  

Typically, an automatic face recognition system starts with a face detection stage 
[2], where the input image is scanned by sub-windows with different sizes to locate 
and crop the face to be recognized. Face detection is based on different features such 
as: facial appearance (eyes location), motion (in videos), skin color or combination of 
these methods [3]. Preprocessing of the detected face images is the second stage in a 
face recognition system. This stage tends to preserve and enhance the essential dis-
criminant elements of visual appearance of each face image by emphasizing the inter-
personal differences and deemphasizing the intrapersonal differences. One or more 
combinations of the following steps might be part of the preprocessing stage: color 
transformation and illumination processing [4], denoising [5], resizing and pose  
adjusting. 

After preprocessing comes feature extraction, a feature extractor converts an image 
into a reduced and representative set of parameters. These parameters vary among the 
different known feature extraction algorithms; some algorithms follow appearance-
based methods while others follow model-based approaches [15]. One of the earliest 
and most commonly used appearance-based approaches in face recognition is based 
on the concept of eigenfaces. Eigenfaces are extracted by performing Principle Com-
ponent Analysis (PCA) on the preprocessed set of faces taken form the training part 
of a face recognition database. In PCA, each training face image is projected onto a 
subset of the eigenfaces to produce a sequence of coefficients that represent the fea-
ture vector of that face [6]. This face recognition method uses a simple minimum 
distance classifier to classify a face based on the distance between its feature vector 
and that of the reference face. 

An alternative approach to eigenfaces-based feature extraction is the Discrete Co-
sine Transform (DCT). DCT transforms an image from the spatial domain into the 
frequency domain by projecting that image into the DCT basis images. Similar to the 
eigenface approach, this projection yields a set of coefficients called the DCT coeffi-
cients, of which a feature vector is derived. This transformation possesses excellent 
energy compaction properties, which makes it preserve desired features of the face in 
a relatively small number of DCT coefficients [7]. 

Gray level co-occurrence matrix (GLCM) and its statistical features have also been 
used in face recognition [8]. GLCM is used for extracting texture features by compu-
ting how frequently a pixel value appears in a certain direction in the spatial domain 
with respect to another pixel value. Differential operators that also reveal texture in-
formation were also used previous work [9]. 

The last stage in a face recognition system is classification which is comprised of 
two modes: training and testing. In the training mode, features are processed to gener-
ate face models, while in the testing mode, features are matched against the face mod-
els to find the best matching identity. Figure 1 shows a block diagram of a generic 
face recognition system. 

In our proposed method, face detection was done in one of two approaches: color 
segmentation and variable-size cropping. The former was used for colored face im-
ages while the latter was used for greyscale images. After face detection, each face 
image was preprocessed by means down sampling, normalization and filtering. 
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Fig. 1. A generic face recognition system 

Features are then extracted in the spatial and frequency domains. More specifical-
ly, spatial domain features are based on spatial differential operators while frequency 
domain features were based on DCT. Each feature extraction scheme was followed by 
dimensionality reduction. PCA was used to reduce the dimensionality of the spatial 
domain features while zonal coding was used to reduce the dimensionality of the DCT 
features. Linear discriminant functions are used to classify the extracted features. 

The remainder of this paper is organized as follows: Section 2 highlights the chal-
lenges in the SCface database with a brief description of the database. In section 3 we 
discuss the various steps of our proposed solution. Section 4 reviews the classification 
approach used. Results and discussions are presented in Section 5. Finally, the paper 
is concluded in Section 6.  

2 SCface Database 

For images taken by a relatively high resolution camera at a fixed distance with slight 
changes in pose and illumination, face recognition is relatively straightforward.  
Researchers have achieved more than 95% recognition rate for such conditions. For in-
stance, high recognition rates were achieved on the Yale database [10] using wavelet 
transformation. Likewise, results reported on the Essex Grimace and the ORL databases 
reported recognition rates ranging between 94.5% to 98.5% [11]. On the other hand, 
SCface is a challenging face recognition database due to the fact that its images are of 
low  resolution captured under different surveillance conditions [12]. SCface is a data-
base of static images of 130 different people. Images were captured by five different 
video surveillance cameras. The cameras have varying quality and resolution levels.  
The capturing is done at three different distances. Two of these cameras were also used in 
the night vision mode. Therefore, a set of seven surveillance images per subject were 
collected at three different distances. In [12], the main objective of the authors was to 
introduce the SCface database for the face recognition community. However, to emphas-
ize the challenging nature of the database they did provide some recognition results using 
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standard eigenface algorithms where they reported a very low recognition rate of 10%. 
Figure 2 (a) shows a sample of face images of the SCface database, images in the first 
row were captured at 4.20 m, while images in the second row were captured at 2.60 m 
and images in the last row were captured at 1.00 m. The challenges in the SCface data-
base are mainly due to the use of cameras of different resolutions capturing faces at dif-
ferent distances. Illumination and pose were also not controlled. Additionally, some im-
ages were taken in the dark using IR night vision mode. Examples of the IR images are 
shown in Figure 2 (b). 

 

 
(a) 

 

 

 

 

 

 

(b) 

Fig. 2. Sample of face images taken from the SCface database 

Table 1. Comparison between the SCface databse and other face recognitin databases 

Database Color Image size Subjects Challenges  
AR face database Yes 576x768 126 1,3,8 

Yale face database No 320x243 15 1,3,8 
Yale (B) face database No 640x480 10 1,2,3,8 

PIE face database Yes 640x486 68 1,2,3,8 
ORL face database No 92 x 112 40 1,2,3,8 

The Human scan database No 384 x 286 23 1,2,3,8 
FERET database Yes 256 x 384 1199 1,2,3,7,8,9 
SCface database Mixed Different sizes 130 1,2,3,4,5,6, 7,8 

Challenge code Challenge description 

(1)  Facial expression  

(2)  Pose to camera 

(3)  Illumination 

(4)  IR images (night mode vision) 

(5)  Distance from camera 

(6)  Camera quality (low resolution images) 

(7)  Different cameras 

(8)  w/no glasses, w/no scarf 

(9)  Aging    
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To further emphasize the challenges introduced by the SCface database, Table 1 
shows a comparison between the SCface database and other common face recognition 
databases. 

3 Proposed Solution 

The proposed solution includes several important steps prior to feature extraction. These 
steps include face detection, color transformation, down-sampling, normalization and 
filtering. These steps are needed to minimize the effect of the varying distances and cam-
era types used in capturing the images as well as the effect of varying lighting conditions. 

Two sets of features were extracted, one in the spatial domain and the other in the 
frequency domain. In the spatial domain, we extract features using Spatial Differential 
Operators (SDO) across the rows in a face image. More specifically, we compute the 
Euclidean distance between all the possible pairwise permutations of the image rows. 

For an image of m rows, ∑ 1  distances are obtained. 

Even for a small size image of 100 rows, it is noted that R is prohibitively large to 
be used as a feature vector. This warrants the need for dimensionality reduction. 
Hence, Principle Component Analysis (PCA) is used to obtain a manageable size 
feature vector.  For the frequency domain feature extraction, each preprocessed im-
age was transformed using DCT followed by zigzag scanning of coefficients known 
as zonal coding. Both spatial domain frequency domain feature vectors are concate-
nated to form one feature vector for each face image. Figure 3 shows the steps of 
transforming an input face image into a feature vector. The remainder of this section 
describes in more details each block in Figure 3. It also describes the classification 
techniques used in this work. 

Face Detection 
Face detection is required to extract a face from an image and to eliminate unneces-
sary background details. In our proposed solution, we used two different approaches 
for face detection; these are cropping with dynamic mask size and color segmentation. 
We used cropping with dynamic mask size approach with faces captured in the night 
vision mode. On the other hand, we used the color segmentation approach for the rest 
of the images. Dynamic mask size is needed to crop variable size faces captured  
at different distances from the cameras. In this face detection scheme, it is assumed 
that nose is almost located at the center of the face. The width of the dynamic mask is 
a function of the distance between the eyes; the height is function of the average dis-
tance between the mouth center and each eye. It should be noted that the nose and 
eyes locations are provided with the database. The other approach to face detection is 
based on color segmentation which does not require eye and nose coordinates. In this 
approach, an image is transformed from RGB into YCbCr color space for further 
thresholding. In [13], it was established that Cb and Cr values of skin color pixels fall 
within the following ranges: 77≤Cb≤127 and 133≤Cr ≤173. Thresholding is followed 
by morphological operation to detect the face.  
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Fig. 3. Preprocessing and feature extraction steps  

Preprocessing  
After the face has been detected, several preprocessing steps were applied to eliminate 
or reduce the effects of resolution and lighting variability. These steps include con-
verting each image into grey scale, resizing to one common size, normalization by 
replacing each greyscale with its corresponding z-score, and low pass filtering.  
Low pass filtering is done to reduce artifacts introduced by normalization.  

Spatial Domain Feature Extraction  
In the spatial domain, we apply differential operators across rows in a face image 
followed by PCA. A Differential operator refers to computing the distance between 
two rows.  Several distance measures were investigated in this paper including Euc-
lidean, standardized Euclidean, city block and cosine measures [14, 15]. It was found 
that standardized Euclidean distance yields the best feature vectors in terms of recog-
nition rates. Standardized Euclidean distance between two n-dimensional row vectors 

 and  is given by: 

 , /
 (1)
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Where  is an  diagonal matrix whose diagonal entries are the variances of 
the vector elements.  

For an  image the SDO feature extraction scheme results in an R dimen-
sional feature vector given by 

 ,  (2)

Where 1, 2, … , 1  , 1, 2, … 1, and 1, 2, … , , and ∑ 1  

Figure 4 shows samples of two face images and their corresponding feature vectors 
using Equations 1 and 2 above.   

 

  

 

Fig. 4. Face images and their corresponding feature vectors 

Frequency Domain Feature Extraction  
As a feature extraction method, transformation into the frequency domain preserves 
the most important features of a face such as the hair line, the position of eyes, nose 
and mouth [7][12]. In the frequency domain, we extracted features by applying DCT 
followed by Zonal coding. The latter coding approach is used to convert a DCT ma-
trix into a feature vector at a given frequency cutoff.  

The DCT transform of an M×N image, z(x,y), yields M×N DCT coefficients, c(u,v), 
given by equations 3 and 4.  

 , , 2 12 2 12  (3)

 
00  (4)

 where u,v = 0,1,2,3,4…, N-1. 
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Dimensionality Reduction  
As mentioned previously, the feature extraction schemes used in this work as based 
on SDOs and 2D DCT. As noticed, the two schemes generate high dimensional fea-
ture vectors. Hence, we use PCA and zonal coding to reduce the dimensionality prior 
to generating the final feature vector of a given face image. 

PCA uses an orthogonal linear transformation to convert, in our case, a set of feature 
vectors into another set of linearly uncorrelated variables. This set is known as principal 
components. Dimensionality reduction is possible because the number of principal com-
ponents is less than or equal to the dimensionality of the input feature vectors. In this 
work, the dimensionality is reduced by retaining the largest 100 principal components. 

On the other hand, the dimensionality of the DCT-based feature vectors is reduced 
using zonal coding. As mentioned earlier, the most important information of a face 
image is located in the upper left corner of a DCT matrix. Zonal coding is realized 
through zigzag scanning of DCT coefficients and stopping at a given cutoff index.  
In this work, the first 100 coefficients are selected.  

Having reduced the dimensionality of the SDO and DCT feature vectors, they are 
then concatenated into one feature vector with a dimensionality of 200. 

Before we transition to the classification step we briefly cover four commonly used 
feature extraction schemes against which we will be comparing our proposed Spatial and 
Frequency Domains Combined Features (SFDCF). These feature extraction schemes are 
DCT, eigenfaces, Wavelet transform and GLCM. For the DCT feature extraction scheme 
we apply 2-dimensioanl DCT transform followed by zonal coding with a certain cutoff in 
a way identical to the frequency domain part of the SFDCF.   For the eigenfaces feature 
extraction scheme we project each face into 60 eigenfaces to generate 60 coefficients that 
represent our 60-dimensional feature vector. For the Wavelet transform feature extraction 
scheme we decompose a face image into two levels to generate seven frequency bands, 
out of which we derive band-dependent statistical features to form our feature vector. 
Finally, for the GLCM feature extraction scheme we down quantize the image to 4bits 
per pixel and compute the GLCM which results in a relatively large number of parameter 
which we further reduce by applying PCA.   

4 Classification 

Since the main contribution of this this work is in the preprocessing and feature ex-
traction part, we employ simple classification scheme based on linear discriminant 
functions (LDF). This classifier maps a set of N d-dimensional feature vectors, 
{ ; 1,2, … , defined by a N×d matrix Tr into their corresponding c class labels 
(represented by the N×c matrix Y) via the following relationship: 

  (5)

Where, , , , … ,  
(6)

  , , , … ,  (7)
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W is the weight matrix comprised of c weight vectors {w ; 1,2, …  that can 
be determined using the pseudo inverse solution such as 

  (8) 

The matrix Y is comprised of c columns; each column has N entries that can be  
either 1 or 0 depending on the class assignment of the corresponding feature vector.  
The class of a given feature vector z can be determined by the following formula 

          (9) 

5 Experimental Results 

In this section we provide an assessment, in terms of face recognition rates, of the 
proposed Spatial and Frequency Domains Combined Features (SFDCF). As such, we 
compare the recognition rates obtained by the SFDCF features to four well-known 
feature extraction schemes; these are: GLCM, Eigenfaces, DCT and Wavelet trans-
form. To study the effect of the different cameras and the different distances at which 
images were captured, we establish three different sets of experiments. In the first set, 
we investigate the effect of training and testing on images captured with different 
cameras while keeping the distance from the camera fixed.  In the second set, we 
study the effect of training and testing on images captured at different distances.  
In the third set, we use test images captured in the dark using the night vision mode. 
As mentioned previously, note that face images in the used dataset were captured at 
three different distances (4.20, 2.60 and 1.00 meters) with five different cameras.  
To compare the previously mentioned feature extraction schemes with SFDCF we 
established the following experiment setup for the first set of experiments:  

For the first set of experiments, we have five images per distance captured by five 
different cameras for each one of the 130 subjects. In a leave-one-out manner,  
we train on four images and test on the fifth. This will result in five different combi-
nations for each distance; each combination corresponds to training on 520 images 
and testing on 130. The recognition results of the five combinations are averaged and 
reported. This is done for each of the five different feature extraction schemes as 
shown in Figure 5.   

Figure 5 shows that the proposed system based on SFDCF yields the highest rec-
ognition rates for all three distances. The obtained recognition results are also superior 
to previously published work based on eigenfaces [12] and our own DCT-based work 
in [16]. Also, it is concluded that the GLCM and Wavelet transform feature extraction 
schemes perform very poorly compared to the other three schemes. Therefore, we no 
longer use them in the subsequent experiments.  
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Fig. 5. Average recognition rates across 5 different cameras 

To assess the effect of training and testing on images captured at different dis-
tances, we use the second set of experiments described above.  In this set we train on 
all images captured at two of the three distances using all cameras (i.e. 10 images)  
and perform the test on the remaining images that were captured at the third distance 
(i.e. 5 images). As such, the three possible combinations are: 

a) Train on all images captured at Dist1 and Dist2 by all five cameras (i.e. 10 images) 
and test on all images captured at Dist3 by all five cameras (i.e. 5 images). This is 
denoted by Ts3, Tr1, Tr2. 

b) Train on all images captured at Dist1 and Dist3 by all five cameras (i.e. 10 images) 
and test on all images captured at Dist2 by all five cameras (i.e. 5 images). This is 
denoted by Ts2, Tr1,Tr3. 

c) Train on all images captured at Dist2 and Dist3 by all five cameras (i.e. 10 images) 
and test on all images captured at Dist1 by all five cameras (i.e. 5 images). This is 
denoted by Ts1, Tr2, Tr3. 

The average recognition rates are shown in Figure 6. Once again, the proposed 
SFDCF yields the best performance as compared to the DCT based and eigenfaces 
based methods.  

 

Fig. 6. Average recognition rates, testing at a distance and training at the other distances 

It is worthwhile to mention that in [17] Jae Young et. al. have studied the effect of 
training and testing on different distances. They used a slightly different arrangement 
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by training on 11 images (5 at Dist1 and 5 at Dist2 in addition to the mug shot image) 
and testing on the remaining 5 images at Dist3.  In other words, they used one addi-
tional (high resolution) image in their training. Nevertheless, they reported a much 
lower recognition rate of 62.78% compared to our results shown in Figure 6.  

The third set of experiments focus on testing on the images captured by the night-
vision mode cameras (i.e. camera 6 and camera 7).  In this set of experiments, train-
ing was done using all images captured by the five regular cameras at each distance 
while the testing is done on the images captured by the night-vision mode cameras at 
the same distance. The poor quality of the test images is expected to result in lower 
recognition rates. This is manifested by the results shown in Figure 7. Nonetheless, 
the proposed system based on SFDCF yields the highest recognition rates as com-
pared to the other two schemes.  

 

 

Fig. 7. Average recognition rates, testing on night vision mode images 

6 Conclusion 

In this paper we propose a face recognition system for uncontrolled indoor conditions 
evaluated on the SCface database. The proposed system is comprised of a series of 
steps of preprocessing and feature extraction followed by a simple classification 
scheme. These steps of preprocessing and feature extraction focus on maximizing the 
discriminability of the feature vectors. A novel set of Spatial and Frequency Domains 
Combined Features (SFDCF) is introduced and examined against other commonly 
used features in face recognition. The proposed system is evaluated using the SCface 
database in different scenarios across different cameras and different distances.  
The introduced SFDCF features are found to be superior to other existing features and 
the overall system is found to largely outperform previously published results on the 
same database. It should be noted that the face detection and preprocessing steps have 
greatly enhanced the discriminability of all the examined features and hence the rec-
ognition rates. 
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Abstract. Sparse coding has been widely used in computer vision.
While capturing high-level semantics, the independent coding process ne-
glects connections between data points. Some recent methods use Lapla-
cian matrix to learn sparse representations with locality preserving on
the manifold. Considering data points may lie in or close to multiple
low dimensional manifolds embedded in the high dimensional descriptor
space, we use sparse representations to code the local similarity between
data points on each manifold and embed this topology to sparse coding
algorithm. By keeping the locality of manifolds we can preserve the simi-
larity and separability at the same time. Experimental results on several
benchmark data sets show our algorithm is effective.

Keywords: Sparse coding, sparse representation, manifold learning,
Laplacian matrix, locality preserving.

1 Introduction

Sparse coding has been attracting much attention since its emergence. Thou-
sands of articles have been published forming a solid basis of its applications.
Given a data set, sparse coding finds a dictionary and sparse coordinates of the
data points in the set. It is believed that these representations can reflect some
high-level semantic structures of the data set.

Recently, many researchers considered high-dimensional data points lie in or
close to a manifold of intrinsic low-dimension. Variations of local manifold learn-
ing algorithms have been proposed, such as local linear embedding (LLE) [8],
Hessian LLE [2], and Laplacian eigenmaps (LEM) [1], trying to preserve local
relationships between points.

In the sparse coding field, it is also suggested that locality is more essential
than sparsity [10], since locality can lead to sparsity but not necessary vice versa.
Wang [9] used locality constraint instead of the sparsity constraint. Zheng et al.
[11] and Gao et al. [4], proposed two similar sparse coding methods incorporating
the Laplacian matrix to enhance the consistency of the representations. Lu [7] ex-
tended this algorithm by introducing the geometrical structure of the dictionary.
These methods preserve local similarity of the data points in the ambient space
but points lie in the same neighborhood defined in the feature space might not

C.K. Loo et al. (Eds.): ICONIP 2014, Part II, LNCS 8835, pp. 515–523, 2014.
c© Springer International Publishing Switzerland 2014
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be in the same manifold. In other words, a neighborhood of the high-dimensional
space can not separate two data points lying in the different manifolds. Under
the manifold assumption, we try to find a way to preserve the consistency and
separability of the manifolds in the sparse coding framework.

Another motivation of our research is that we find two kinds of relationships
might be essential for clustering and classification tasks. The first is the rela-
tionships between the data points and their own intrinsic characters, and the
second is the relationships between data points. These two are related, but not
necessary the same. Both of them can be reflected in representations. We aim at
using connections between data points to improve sparse coding representations
reflecting the first kind of relationships.

In this paper, we use sparse representation to encode relationships, local sim-
ilarity more exactly, between data points, and then use a Laplacian matrix to
incorporate this topology in sparse coding.

2 Related Work

2.1 Sparse Coding (SC)

Let X be a set of D-dimension feature vectors abstracted from images ie. X =
[x1,x2, . . . ,xN ] ∈ IRD×N , B = [b1, b2, ..., bM ] ∈ IRD×M be a dictionary and
S = [s1, s2, . . . , sN ] ∈ IRM×N be sparse codes. The sparse coding problem can
be formulated as

min
B,S

‖X −BS‖2F + λ‖S‖1. (1)

This optimization problem can be solved by alternatively optimizing B and S
while keeping the other one fixed. More specifically, it is solved by

min
si

f (si) = ‖xi −Bsi‖2 + λ‖si‖1, i = 1, ..., N, (2)

min
B

‖X −BS‖2F s.t. ‖bi‖2 ≤ 1, i = 1, ...,M. (3)

By (2) and (3), we can say the learned dictionary B depends on the total data
set X rather than any particular data points. Hence, the words in the dictionary
B can be seen as intrinsic characters of the set and the coordinates S can be
seen as representations that can capture these characters without considering of
connections between data points due to independent encoding.

2.2 Graph Sparse Coding (GraphSC)

The Graph sparse coding proposed by Zheng [11] and the Laplacian sparse coding
proposed by Gao [4] used Laplacian matrixes to smooth the manifold obtained by
sparse coding, enhancing the local consistency. Their methods can be formulated
as

min
B,S

‖X −BS‖2F + αTr(SGST ) + β

M∑

i=1

‖si‖1. (4)
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G can be obtained by G = W −U where U is the nearest neighbor’s distance
matrix, or called similarity matrix. Zheng [11] constructed U as follows,

Uij =

{
1 if xj ∈ Nknn {xi} or xi ∈ Nknn {xj}
0 if xj /∈ Nknn {xi} and xi /∈ Nknn {xj} . (5)

Gao [4] constructed U as follows

Uji = Uij =

⎧
⎨

⎩

D∑
d=1

min (Xdi, Xdj) if xj ∈ Nknn {xi}
0 if xj /∈ Nknn {xi}

. (6)

Though these two U were different, both of them were calculated in the local
feature space. W is a diagonal matrix, Wii =

∑N
j=1 uij .

3 Proposed Sparse Coding

3.1 Sparse Representation Encoding Similarity

Here we use the Sparse Manifold Clustering and Embedding (SMCE) method
proposed by Elhamifar [3] to learn sparse representations encoding local similar-
ity between points. SMCE aims to find the neighborhood in the manifold and
the weights by selecting the nearest low-dimensional affine subspace. It can be
formulated as an optimization problem:

min ‖Qici‖1; s.t. ‖Xici‖2 ≤ ε, 1T ci = 1, (7)

Xi
Δ
=

[
x1 − xi

‖x1 − xi‖2
· · · xN − xi

‖xN − xi‖2

]
∈ IRD×N . (8)

Q is the proximity inducing matrix, which tends to select points close to xi.

We simply choose Q to be
‖xj−xi‖2∑
j �=i ‖xj−xi‖2

∈ (0, 1]. For each solution satisfying

constraints, xn corresponding to nonzero cn can approximately span a low-
dimensional affine subspace. And the solution to the objective function is the
nearest affine subspace which can be seen as the nearest neighborhood of data
point xi in the manifold it belongs to.

Using the method of Lagrange multipliers, the above optimization problem
can be changed to

minλ‖Qici‖ 1+
1

2
‖Xici‖ 2

2 , s.t. 1T ci = 1. (9)

This problem can be solved using the alternative direction method of mul-
tiplies algorithm(ADMM) and soft threshold algorithms [3]. Rewriting xi ≈
[x1x2...xN ]ui, ui can be seen as a representation of certain sparsity, where ui

is defined as

uii
Δ
= 0, uij

Δ
=

cij/‖xj − xi‖2∑
t�=i cit/‖xt − xi‖2

, j �= i. (10)
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We use SMCE because firstly it can separate close manifolds, secondly it can
choose the right size of the neighborhood without explicitly choosing K, thirdly
it is robust to the parameter.

3.2 Sparse Coding Preserving Consistency and Separability

The similarity relationship is preserved during the sparse coding. The similarity
matrix can be obtained by symmetrizing the similarity representation U using
U = max{|U |, |UT |}1. The geometry constraint is constructed as G = W −U

where Wii =
∑N

j=1 uij and the optimization problem can be formed as

min
B,S

‖X −BS‖2F + αTr(SGST ) + β

M∑

i=1

‖si‖1. (11)

We solve this problem using the feature sign algorithm [5].
It should be noticed that this formulation is similar to Zheng [11] and Gao

[4]. But the size of the neighborhoods in their method was fixed as a parame-
ter, which might be inappropriate considering the complexity of the real word.
Besides, Zheng [11] used kNN neighborhoods but these neighborhoods could
contain data points in the different manifold. Gao[4] used histogram intersection
kernel plus kNN neighborhoods, which might be more separable than Zheng, but
it neglected the multiple manifolds structure too. Instead, we use the neighbor
points in an approximate affine subspace with xi being its zero point, and the
neighborhood of xi and connection strength of the neighborhood are obtained
automatically. Informally, this approximate affine subspace passes through the
manifold and is close to the tangent space of the manifold at xi. Hence our pro-
posal method is more meaningful and flexible. The motivation of Liu [6] is similar
to us. The major difference is that they aim at keeping the local decomposition
property not the local similarity. Their method might be hard to extend to pre-
serve more global property, while ours can be extended to hypergraph version
as [4] naturally.

4 Experimental Results

In this section our proposed method is evaluated for both classification and
clustering tasks on publicly available image data sets, including PIE2, COIL203,
USPS4.

1 |U | denotes calculating absolute value of each element in U .
2 http://vasc.ri.cmu.edu/idb/html/face
3 http://www1.cs.columbia.edu/CAVE/software/softlib/coil-20.php
4 http://www-i6.informatik.rwth-aachen.de/ keysers/usps.html
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4.1 Clustering

For clustering we investigate our method on two data sets i.e. CMU-PIE and
COIL20. And we compare five algorithms on these sets: K-means clustering al-
gorithm, PCA plus K-means, sparse coding(SC) plus K-means, Graph sparse
coding (GraphSC) plus K-means, and our proposal method plus K-means. In all
experiments, we first apply PCA to reduce the data dimensionality by keeping
98% information. Next we use each of methods to learn representations and per-
form K-means in the learned space. The K-means is repeated 50 times, and the
best result according to the objective function of K-means is recorded. Sparsity
parameter β for all clustering experiment is set to 0.1.

Evaluation Metrics. As in [11], the accuracy (AC) and the normalized mutual
information (NMI) are calculated to evaluate our proposal method.

Given a data point xi, let ci and ri be its cluster label provided by ground
truth and by the algorithm respectively. The AC can be defined as

AC =

∑N
i=1 δ (ci,map (ri))

N
, (12)

where N is total number of samples, δ(x, y) is the delta function, and map (ri)
maps the cluster ri to its best label which can be found using the Kuhn-Munkres
algorithm[11]. The mutual information is defined as

MI(C,C′) =
∑

ci∈C,c′j∈C′
p
(
ci, c

′
j

) · log2
p
(
ci, c

′
j

)

p (ci) · p
(
c′j
) , (13)

where C is the true cluster sets obtained from the ground truth and C′ obtained
from each algorithm, and p (ci) and p

(
c′j
)
are the probabilities that a sample ar-

bitrarily selected from the data set belongs to the clusters ci and c′j respectively,
and p

(
ci, c

′
j

)
is the joint probability. The NMI can be defined as:

MI(C,C′) =
MI(C,C′)

max (H (C) , H (C′))
. (14)

CMU-PIE Face Database. For CME-PIE face database, there are 68 subjects
with 41368 face images. The size of each image is 32× 32, with 256 grey levels.
Each image is represented by a 1024-dimensional vector. The data points are
clustered to 68 categories. We choose a subset5 of CMU-PIE with the fixed pose
and expression as in [11] for comparison. Thus, there are 21 pictures for each
subject under different conditions. After PCA projection, the dimensionality is
reduced to 64. The dictionary dimensionality is set to 128 in all sparse coding
algorithms. The results can be seen in Table 1. Our proposed algorithm achieves
the highest scores.

5 http://www.cad.zju.edu.cn/home/dengcai/Data/FaceData.html
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Table 1. Performance on a subset of CME-PIE

(a) AC (%)

K-means PCA SC GraphSC Ours

31.7 32.9 60.4 84.7 86.5

(b) NMI (%)

K-means PCA SC GraphSC Ours

63.3 66.6 78.8 94.9 96.1

COIL20 Database. For COIL20 database, there are 1440 32×32 gray scale im-
ages of 20 objects. Backgrounds have been discarded. Each image is represented
by a 1024-dimensional vector. We cluster the data points into 20 categories.
After PCA, the dimensionality is reduced to 175. So we use 256 dimensional
dictionary in all three sparse methods, and the other experimental setup is the
same as before. The results can be seen in Table 2. Our proposed algorithm
achieves higher scores than the others in both AC and NMI.

Table 2. Performance on COIL20

(a) AC (%)

K-means PCA SC GraphSC Ours

62.0 63.7 74.5 78.6 80.9

(b) NMI (%)

K-means PCA SC GraphSC Ours

73.4 74.7 84.5 86.8 89.1

Parameter Selection. In our algorithm there are two parameters, the geome-
try regularization parameter α in (11) and the sparsity regularization parameter
λ in SMCE(9). We compare different values in clustering task. α is set to be
{1, 5, 10, 15, 20, 25, 30}, λ is {10, 50, 70, 90, 100, 110, 130, 150}. We vary one
parameter while keeping the other fixed. The results are illustrated in Fig. 1 and
Fig. 2. These results show that our algorithm is robust in a large range. Besides
α favors relatively large values. It might be because the similarity connections
represented by SMCE is more reliable than GraphSC. It should be noted that
when α is extremely small, for example, α is 1, the result is worse than sparse
coding. This phenomenon might be due to the disparity between two kinds of
relationships mentioned before.

4.2 Classification

We use USPS handwritten digits data set to evaluate our proposal method for
classification. There are 7291 training images and 2007 test images of size 16×16
in the data set. Each picture is represented by a 256-dimensional vector. For a
new data point xt, we use (9) to calculate the new sparse representation coding
the similarity u and the similarity matrix U can be expanded as

[
U |u|∣∣uT

∣∣ 0

]
. (15)
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Fig. 1. Clustering performance on a subset of PIE
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Fig. 2. Clustering performance on COIL20

The new geometry constraint matrix Ĝ can be constructed and the new repre-
sentation st for xt can be obtained by solving the optimization problem while
keeping B and S fixed, that is,

min
st

f (st) = ‖xt −Bst‖2 + αĜtts
T
t st + 2αsTt

⎛

⎝
∑

j �=t

Ĝtjsj

⎞

⎠+ β‖st‖1. (16)

For classification task, we perform five-fold cross validation to find the best
parameter pair (α, k) for GraphSC and parameter pair (α, λ) for our proposal
method. The test values for α are {0.01, 0.1, 1, 10}, for k {2, 3, 4, 5, 6, 7, 8,
9, 10} and for λ {50, 100, 150, 200}. The test values for the size of dictionary
are {32, 64, 128, 256} and for the sparsity β are {0.1, 0.2, 0.3, 0.4, 0.5}. The
size of training sets are {1000, 2000, 5000, 7291}. We train linear SVM to obtain
the classification results, which are illustrated in Table 3. Our proposal method
performs best in all 4 conditions especially when training set is relatively small.
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Table 3. Test error rates on USPS(%)

Methods 1000 2000 5000 7291

SC 9.6 8.2 7.1 5.5
GraphSC 8.0 7.4 6.4 5.0
Ours 7.0 6.0 4.8 3.9

5 Conclusions

Considering the data points may lie in different manifolds, we use sparse repre-
sentations to capture local similarity relationships. By preserving nearest neigh-
borhood set on manifolds, we could enhance the consistency while keeping the
separability. Experimental results demonstrate the effectiveness of our proposal
method. In the future, we will try to find representations which can capture other
non-local relationships and use this information to enhance the effectiveness of
sparse coding.

Acknowledgments. This work is supported by the National Natural Science
Foundation of China under Project 61175116, and Shanghai Knowledge Service
Platform for Trustworthy Internet of Things (No. ZF1213).
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with Random Forests
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Abstract. We present a new method for estimating mutual information
based on the random forests classifiers. This method uses random permu-
tation of one of the two variables to create data where the two variables
are independent. We show that mutual information can be estimated by
the class probabilities of a probabilistic classifier trained on the inde-
pendent against the dependent data. This method has the robustness
and flexibility that random forests offers as well as the possibility to use
mixtures of continuous and discrete data, unlike most other approaches
for estimating mutual information. We tested our method on a variety of
data and found it to be accurate with medium or large datasets yet inac-
curate with smaller datasets. On the positive side, our method is capable
to estimate the mutual information between sets of both continuous and
discrete variables and appears to be relatively insensitive to the addition
of noise variables.

Keywords: Mutual information, random forests, probabilistic classifi-
cation trees.

1 Introduction

Mutual information is a concept from information theory that measures the
mutual dependency between two random variables. It is used in a variety of ap-
plications with among others feature selection [1], as a cost function in decision
tree learning [2] and to learn the structure of Bayesian networks [3]. Calculating
the mutual information is non-trivial and many methods for estimating it have
been proposed, among others [4], the Kraskov KNN method that uses nearest
neighbors based estimation [5] and the kernel density estimator method [6] that
first estimates the distribution function with the help of a kernel density es-
timator [7]. A problem of these methods is that they are not suited to handle
combinations of discrete and continuous variables or cannot properly handle sets
of variables for X and Y . We present a novel method that does not have these
limitations.

Mutual information is defined by

I(X ;Y ) =

∫

Y

∫

X

P (X,Y ) log
P (X)P (Y )

P (X,Y )
dY dX (1)

C.K. Loo et al. (Eds.): ICONIP 2014, Part II, LNCS 8835, pp. 524–531, 2014.
c© Springer International Publishing Switzerland 2014
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where I(X ;Y ) is the mutual information between X and Y , P (X,Y ) is the joint
probability and P (X) and P (Y ) are the marginalized distributions. The natural
logarithm is often used for the log.

Mutual information can be seen as the amount of information that is known
about one variable if we measure the other. One of the main advantages of mutual
information over simpler measures of dependency like covariance is that it cap-
tures nonlinear dependencies as well. For a more extensive treatment of mutual
information and its properties we refer to an information theory textbook [8].

As long as the probability density functions X and Y are known, it is straight-
forward to calculate I with (1). If they, however, are unknown, it is impossible to
directly use (1) and an alternative approach will have to be used. In Sect. 2 we
will explain how estimating mutual information can be rephrased as a classifica-
tion problem, which can then be solved by a non-linear classifier. Section 3 we
present results on the comparison between our method, the KNN method and
the KDE method. We end with with a conclusion and discussion in Sect. 4. For
now we will consider the mutual information between two continuous variables.
It is easy to see how our approach can be generalized to sets of discrete and
continuous variables.

2 Estimating Mutual Information with Random Forests

2.1 Phrasing Mutual Information Estimation as a Classification
Problem

Let D be a dataset consisting of N samples of the random variables X and
Y . This dataset is described by an unknown P (X,Y ). We define D’ which is
equal to D except X has been randomly permuted. This permutation cancels all
dependencies from D and is now described by P (X)P (Y ) instead of P (X,Y ).

We now have two datasets in the same space. We combine these to create D̂ and
assign a class label to each sample depending on the dataset it originated from.
Each sample from D becomes label foreground and from D’ label background.
We now have a two class problem and can train a classifier on this problem
to estimate P (background | X,Y ) and P (foreground | X,Y ). We can use these
probabilities to rewrite (1) to an expression that uses these probabilities instead
of P (X,Y ). We start by noting that P (X,Y ) approaches P (X,Y | foreground)
and P (X)P (Y ) approaches P (X,Y | background) as N → ∞ with a suitable
classifier and substitute this into (1) to obtain

I(X ;Y ) =

∫

X

∫

Y

P (X,Y ) log
P (X,Y | foreground)
P (X,Y | background)dY dX. (2)

We now use Bayes law to rewrite (2) into

I(X ;Y ) =

∫

X

∫

Y

P (X,Y ) log
P (foreground | X,Y )P (background)

P (background | X,Y )P (foreground)
dY dX. (3)
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Finally we replace the integral over P (X,Y ) by its sample estimate

I(X ;Y ) =
1

N

N∑

i=1

log
P (foreground | xi, yi)P (background)

P (background | xi, yi)P (foreground)
. (4)

This equation can now be used with a suitable non-parametric probabilistic
classifier. Note that if the dataset is governed by a certain parametric distribution
it is often better to directly estimate this distribution from the data and apply
(1). This classifier-based approach to mutual information has several advantages
over other methods. Firstly the X and Y do not necessarily represent single
variable, they can be a combination of several variables as well. This allows
the method to estimate the mutual information between groups of variables.
Secondly this method allows for both real-valued and discrete variables mixes of
those, as long as the classifier used can handle such combinations.
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Fig. 1. An overview of the method. The plot on the left shows an example of a dataset.
The plot on the right shows this same dataset but now with background samples and
the classifier prediction trained on this data.

2.2 Random Forests

Random forests is an ensemble decision tree method proposed by Breiman [9]. It
creates a subset of the variables for each tree in combination with bagging [10],
which performs very well compared to other classifiers and received quite some
attention lately [11]. Its non-parametric nature and robustness make random
forests a potential canidate to use with (4). It is, however, non-trivial to ob-
tain precise class probabilities from random forests, see [12], and work has been
done to improve these probabilities [13]. For our probabilistic random forests we
use Platt scaling [13] combined with a weighted average over all trees with the
probabilities estimated coming from the out-of-bag samples. This approach is
explained more thoroughly in the following scheme.

1. Train a random forests classifier.
2. For each leaf in each tree determine the amount of foreground and background

samples from the out-of-bag samples for that tree.
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3. For each test sample determine all leaves this sample ends up in, and consec-
utively sum up the amount of background and foreground from the out-of-bag
calculated in step 2. The fraction of these will give an unscaled estimate of
P (foreground | X,Y ).

4. The obtained probabilities are calibrated using Platt scaling to obtained
corrected probabilities.

Platt scaling [13] is a method of calibrating probabilities and is defined by

p̂(c|s) = 1

1 + eAs+B
(5)

where p̂ gives the probability that an example belongs to class c, given that it has
obtained the score s, and where A and B are parameters of the function. We can
use logistic regression on the data consisting of the combination of foreground
and background samples to find the optimal values for A and B. For the score s
we use the logit function on the probabilities obtained by step 3:

si = log
P (foreground | xi, yi)

1− P (foreground | xi, yi)
(6)

where si is the score belonging to sample i. We calculate every P (foreground |
xi, yi) and use it together with (5) to obtain calibrated probabilities for each
sample. These calibrated probabilities are then substituted into (4) to estimate
the mutual information.

An alternative interpretation to this method of estimating mutual informa-
tion is to view it as the average over an ensemble of adaptive binning models.
Adaptive binning is a way of binning where the bin size is variable instead of
constant. Each tree in the ensemble can be seen as a way to split the data into
bins of varying size with each its own probability for foreground. Step 3 in our
scheme then takes the weighted average over all these models.

2.3 Creating Foreground and Background Samples

To implement the above scheme successfully we need the foreground and back-
ground samples to be (close to) independent. In this section we describe a partic-
ular cross-validation approach that aims to achieve this. Random permutation
of X produces D’ where X and Y are independent of each other. However, D’
is not independent of D because it uses the same numerical values for the vari-
ables X and Y . If D̂ = {D,D’} is separated in two subsets, these are no longer
independent which creates a bias when trained on one subset and tested on the
other. This leads to a severe underestimate of the mutual information. We have
implemented and tested various solutions to remedy this situation. The following
scheme was found to be the overall best performing.

1. Split the data into k folds.
2. Take k − 1 folds, the training set, and randomly split this in half. Next,

permute X of one half and combine this with the other half to obtain D̂.
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3. Train the classifier on D̂.
4. Take the left out fold, and obtain P (foreground | X,Y ) for each sample by

using the classifier trained on D̂.
5. Repeat step 2 to 4 k times so that each sample has been tested once.
6. Repeat step to 1 to 5 a number of times to average out the results and reduce

the variance.

This scheme makes sure that all samples in the test set are indeed fully indepen-
dent of the samples in the training set. Effectively, we build our models based on
a little less than half of the available data. However, in practice this apparent loss
of power is weakened by averaging over several random splits and is important
to prevent the bias that would otherwise result from the dependencies between
foreground and background.

3 Results

The method described was tested on three different artificial datasets.

1. Non-linear Dependency: A block shaped dataset where the probability
is defined by

P (x, y) =

⎧
⎪⎨

⎪⎩

2 if 0 ≤ x < 1
2 and 0 > y < 1

2 ,

2 if 1
2 ≤ x ≤ 1 and 1

2 ≤ y ≤ 1,

0 elsewhere.

2. Real/Discrete Mixture:A dataset where one variable is a discrete variable
and the other is continuous. The possible values for the discrete variable are
uniquely determined by the value of the real variable.

3. Real/Discrete Mixture Noise Variables: Same as 1 but now with a
variable number of additional Gaussian noise variables added to X and Y
to test the method with sets of variables for X and Y .

The true values for the mutual information have been obtained by taking the the-
oretical class probabilities for a perfect classifier and substituting these into (4).
See Fig. 2 for an example of datasets 1 and 2.
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Fig. 2. Examples of dataset 1 and 2
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The first two datasets have been simulated with a variable number of samples
and have been tested with the presented method, the Kraskov KNN method [5]
and the KDE version by Moon [6]. The third dataset has been simulated with
1000 objects and a variables number of noise variables. We used 100 trees per
forest, 5-fold cross validation and repeated everything 6 times to reduce variance.
The KNN method was performed with k = 4 and k = 12. For each setting, we
considered 50 randomly generated data sets. These plots are shown in Fig. 3 to 5.

Figure 3 plots the estimated mutual information as a function of the number
of samples. In this plot the deviation from the true value approximates the
bias of the method and size of the error the variance. It can be seen that the
random forests method does not perform very well with a low number of samples
but approaches the accuracy of the Kraskov method with higher numbers of
samples. At 1000 samples it has a little more bias than KNN with k = 6 but has
reduced variance and has similar performance compared to KNN with k = 12.
The KDE method performs reasonably well at a low number of samples with low
variance, but cannot compare to the other methods at higher numbers of samples
because of its bias. Figure 4 shows that the KNN method can handle the discrete
variables surprisingly well, even though the method was developed primarily for
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Fig. 3. Number of samples against estimated mutual information for dataset 1
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Fig. 4. Number of samples against estimated mutual information for dataset 2
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Fig. 5. Number of noise variables against estimated mutual information for dataset 3

real numbers. It has relatively low bias and variance at most numbers of samples.
The random forests method is again able to give reasonable estimates at the
higher numbers of samples, but has a relatively strong bias for lower number of
samples. The KDE method has a large relative bias, especially for many samples,
which was to be expected since KDE was not made to handle discrete variables.

Figure 5 plots the estimated mutual information as a function of the number
of variables for dataset 3. The KDE method was left out on purpose since it
is known to perform poorly in higher dimensions [14]. Figure 5 shows that as
more noise variables are added the KNN method has a significantly increasing
bias. The bias of the random forests method also increases but less dramatically.
Curiously, the variance of both methods seems to be unaffected by the number
of noise variables.

4 Conclusion and Discussion

We presented a novel method for estimating mutual information based on ran-
dom forests. This method is able to estimate the mutual information for com-
binations of discrete and real-valued variables. We have shown that in datasets
with a medium to high amount of samples it performs better than the kernel
density estimator method and is roughly at par with the KNN method. Fur-
thermore our method apears to be more robust to the addition of irrelevant
variables.

Our method requires the accurate estimation of the class probabilities. Ran-
dom forests are not necessarily the best classifiers to be used within our frame-
work: they are primarily designed to obtain excellent classification performance,
not so much to accurately estimate class probabilities. Furthermore, standard
decision trees divide the input space in axis-parallel rectangles. For some distri-
butions, e.g., multivariate Gaussians, oblique decision trees [15] appear to be a
more natural choice. More generally, future work may therefore consider different
nonlinear probabilistic classifiers within the same paradigm.
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Abstract. Most previous researches on out-of-vocabulary words recog-
nition are concentrating on traditional areas, while in electronic com-
merce area this recognition is rarely involved. In this paper, we focus on
the out-of-vocabulary words recognition in the field of electronic com-
merce. Based on the unique characteristics of electronic commerce data,
we introduce the Conditional Random Fields (CRFs) into the out-of-
vocabulary words recognition, and use the electronic commerce text cor-
pus for the experimental verification. The experimental results show that
CRFs in the recognition of out-of-vocabulary words in the field of elec-
tronic commerce is effective.

Keywords: Electronic Commerce, Out-Of-Vocabulary Recognition,
Conditional Random Fields.

1 Introduction

Word segmentation and labeling is one of the fundamental problems in the Natu-
ral Language Processing(NLP) research fields[3]. It has been actively studied by
many researchers for several different natural languages especially for the Chi-
nese words which are not delimited by white-space. In electronic commerce fields,
the most common approach in word segmentation is lexicon-based one where the
longest matching algorithm or the maximum matching algorithm is used[10]. For
example, forward maximum matching algorithm, backward maximum matching
algorithm, bi-direction matching algorithm, minimum size segmentation algo-
rithm, etc. However, as dictionary cannot cover all words, this raise an issue of
out-of-vocabulary(OOV) words[10].

In electronic commerce fields, the description of the product is also written
without any delimiter, and this cause many issues in word segmentation, partic-
ularly when the user searching for the product. Identifying of OOV words such
as brand, business, origin, specification, are also the main challenging tasks.
Among the past researches, many scholars have attached great importance to

C.K. Loo et al. (Eds.): ICONIP 2014, Part II, LNCS 8835, pp. 532–539, 2014.
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OOV words recognition and obtained some research results. But we have found
most of these researches are aimed at common Chinese words, not for a partic-
ular field, such as electronic commerce. Therefore, this research aims to address
this problem.

In this paper, we present a model based on CRFs to recognize out-of-
vocabulary words in electronic commerce field. Using of the characteristics of
CRFs, we not only use the context information of the words in part of speech
tagging, but also take full advantage of the statistical information of the train-
ing set as the characteristics. Moreover the model provides more information
for multi-category words tagging. The result shows that our model is valid to
recognize the out-of-vocabulary words.

This paper is organized as follows. Section 2 reviews the background and
summarizes related work. Section 3 presents CRFs and elaborates the design.
Experiment results and discussion are given in section 4 and section 5 presents
the conclusion and future research directions.

2 Background and Related Work

To segment and label the product description, the electronic commerce com-
panies often adopt methods based on dictionary, such as forward maximum
matching method, backward maximum matching method, bi-direction match-
ing method, minimum size segmentation method. However,methods based on
dictionary have significant limitations, the main one is not able to deal with
out-of-vocabulary words[1]. In this paper, we will adopt CRF, a method based
on the statistical frequency of the string in the corpus to determine whether they
constitute a word. Just like HMM and MEMM, this method takes advantage of
the laws of the Chinese group of words. Overall, there are still many exploration
of space to apply CRF to segment and label sequence data in the electronic
commerce field.

The basic methods used to identify OOV words are: rule-based approach and
statistical-based approach.

Rule-based method uses the fields of knowledge to define the perception rules
which is to test the semantic concepts in video[2]. It mainly uses the law and
context characteristics of OOV words to observe the structure of the words and
the relationship between the word and its tag position, and then sum up the
suitable rules to identify OOV words. This method depends the completeness
and rationality of the rules, but it lacks of adaptability.

Statistical-based method[7] uses the mathematical statistics to extract infor-
mation from the corpus to recognize OOV words. Some of the more common
algorithms are Hidden Markov Model(HMM) and Maximum Entropy Markov
Model(MEMM). A brief introduction of HMM and MEMM is as follows.

Hidden Markov Model is a generative model, assigning a joint probability to
paired observation and label sequences[4]. we can regard HMM as a directed
graph, its node St represents the state at time t while Ot represents the obser-
vation at time t. The structure of HMM as shown in figure 1.
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Compared to HMM, MEMM is a discriminative model that extends a stan-
dard maximum entropy classifier by assuming that the unknown values to be
learnt are connected in a Markov chain rather than being conditionally indepen-
dent of each other[8]. In MEMM, the HMM transition and observation function
are replaced by a single function P (s|s′ , o) which provides the probability of
the current state s given the previous state s′ and the current observation o[9].
In contrast to HMM, in which the current observation only depends on the cur-
rent state, the current observation in MEMM may also depends on the previous
states[8]. The structure of MEMM as shown in figure 1.

Fig. 1. Graphical structure of simple HMM(left), MEMM(center), and the chain-graph
case of CRFs(right)

3 Conditional Random Field and Out-Of-Vocabulary
Words Recognition

3.1 The Definition of CRFs

Definition. Let G = (V,E) be a graph such that Y = (Yυ)υ∈V , so that Y is
indexed by the vertices of G. Then (X,Y ) is a conditional random field in case,
when conditioned onX , the random variables Yυ obey the Markov property with
respect to the graph: p(Yν |X,Yω, ω �= ν) = p(Yν |X,Yω, ω ∼ ν), where ω ∼ ν
means that ω and ν are neighbors in G. In the simplest and most important
example for modeling sequences, G is a simple chain graph or line in which the
nodes corresponding to elements of Y [6], as shown in figure 1.

The graphical structure of a conditional random field may be used to factorize
the joint distribution over elements Yν of Y into a normalized product of strictly
positive, real-valued potential functions, derived from the notion of conditional
independence[5]. Each potential function operates on a subset of the random
variables represented by vertices in G. The potential functions must therefore
ensure that it is possible to factorize the joint probability such that conditionally
independent random variables do not appear in the same potential function.
The easiest way to fulfill this requirement is to require each potential function
to operate on a set of random variables whose corresponding vertices form a
maximal clique within G. In the case of a chain-structured CRF, such as that
depicted in Figure 1, each potential function will operate on pairs of adjacent
label variables Yi and Yi+1.

Lafferty et al.[6] define the the probability of a particular label sequence y
given observation sequence x to be a normalized product of potential functions,
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each of the form

exp(
∑

j

λjtj(yi−1, yi, x, i) +
∑

k

μksk(yi, x, i)), (1)

where tj(yi−1, yi, x, i) is a transition feature function of the entire observation
sequence and the labels at positions i and i−1 in the label sequence; sk(yi, x, i))
is a state feature function of the label at position i and the observation se-
quence; and λj and μk are parameters to be estimated from training data.
As the product of real-value functions does not satisfy the axioms of probability
theory, CRFs use the observation-dependent normalization Z(x) for conditional
distribution.Using this notation, the conditional probability of a label sequence
is written as

1

Z(s, x)
exp(

∑

j

λjtj(yi−1, yi, x, i) +
∑

k

μksk(yi, x, i)) (2)

3.2 The Model Training of CRFs

The model training is typically performed by maximum likelihood method
to ensure the conditional probability Pλ(y|x) largest. Given a fixed set T =

(xk, yk)
k−1
N to maximize the logarithmic likelihood Lλ by adjusting the weight

vector λ

Lλ =
∑

k

logPλ(yk|xk) =
∑

k

[λ · F (yk, xk)− logZλ(xk)] (3)

In order to find out the maximum of Lλ, we should have a differential equation
of Lλ

�Lλ =
∑

k

[F (yk, xk)− EPλ(Y |xk)F (Y, xk)] (4)

That means, when the average value of the global feature vectors is equal
to the mathematical expectation of the model, Lλ will obtain maximum.
The mathematical expectation EPλ(Y |xk)F (Y, xk) could be calculated by the
forward-backward algorithm. Meanwhile, for each position i in the observation
sequence x, we define the transfer matrix: Mi[y, y

′
] = expλ · f(y, y′

, x, i)
Let f as local features, fi(y, y

′
) = f(y, y

′
, x, i), F (y, x) =

∑
k f(yi−1, yi, x, i),

and let × represents the multiplication of a real number and matrix, thus:

EPλ(Y |x)F (Y, x) =
∑

y

Pλ(y|x)F (y, x) =
∑

i

αi−1(fi ×Mi)β
T
i

Zλ(x)
(5)

Zλ(x) = an · 1T (6)

where αi, βi are defined as follows: αi =

{
αi−1Mi , 0 < i � n

1 , i = 0
, βT

i =
{
Mi+1β

T
i+1 , 1 � i < n

1 , i = n
, therefore, for each data series,the αi and βi can be

calculated by a forward scanning and backward scanning, and then calculate the
mathematical expectation.
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3.3 Out-Of-Vocabulary Words Recognition

This paper mainly adopt the method based on CRFs to recognize out-of-
vocabulary words. The experimental model as shown in figure 2,

Fig. 2. The out-of-vocabulary in electronic commerce recognition model based on CRFs

According to the above experimental model, the experiment mainly includes
the steps as follows:

(1) To obtain electronic commerce data, then use programs for statements
coarse segmentation to get word and tag, and finally generate the documents
which are suitable for CRFs.

(2) To mark the type of the text corpus. According to the experimen-
tal requirements, we focus on labeling products chunk(NPC), manufacturers
chunk(NJ), brand chunk(N), size chunk(M), and the rule BX represents the
start of the block X, IX represent the subsequent of the block X, O represents
the other blocks, form the corpus A.

(3) On the basis of corpus A, we carry on the out-of-vocabulary annotations,
tag B represents the start of OOV word, tag I represents the subsequent of the
OOV word, tag O represents the others, form the corpus B.

(4) Select a part of the corpus randomly as the training data from corpus B,
and build characteristic template T1. Then test the rest of the corpus, thus to
calculate the accuracy of the result of OOV words recognition.

3.4 Experiment Corpus Description

This experiment uses the product description data in electronic commerce as the
corpus data. According to the experiment process and mechanism above, this
experiment corpus production is as follows:

(1) Preprocessing the corpus data and performing the words segmentation
and tagging.
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(2) Converting the treated data to the format suitable for CRFs, and then
marking the block type especially focusing on labeling NPC, NJ, N, M.

(3) Labeling the boundary of the labeled corpus with B, I, O.

After the processing, the experimental corpus which is suitable for CRF has
came into being. In this experiment, we select 2800 product description data,
where 2000 as the training corpus and 800 as the test corpus. For the above
corpus structure, the feature templates we use are as shown in Table 1:

Table 1. Different approaches

Feature Description Weight

W = W0 The current character 1

W = W−1 The previous character 1

W = W1 The next character 1

W = W−1W0 The previous character
and current character

1

W = W0W1 The current character
and next character

1

W = W−1W0W1 The previous,current
and next character

1

T = T−1T0 The previous output tag
and current output tag2

1

4 Experimental Results

In this paper, we adopt CRF++ tools which is simple for use and has been widely
used in the field of natural language processing for the experimental operation.
We use three evaluation indexes, P presents the precision, R presents the recall
rate, and the F presents the F measure, defined as follows: P = n

k , R = n
d ,

F = 2·P ·R
P+R , where n means the number of words in the correct identification,

k means the number of words in identification, d means the number of correct
words.

In order to verify the performance of our model which is based on CRFs and
the characteristics of electronic commerce, we select the common template which
is used for Chinese word segmentation and labeling as the contrast experiment,
and finally obtain the experimental results as shown in Table 2 and figure 3.

Table 2. OOV words recognition results

Feature Template Precision Recall F-measure

Common Template 68.57% 66.13% 67.33%

Electronic Commerce Template 70.85% 70.10% 70.47%
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Fig. 3. OOV words recognition results

Based on the above experimental results, we get the conclusion as follows:

(1)Compared with the model based on the common template, the precision
of the model based on CRFs and electronic commerce template reaches 70.85%
and has 2.28% increase, the recall rate reaches 70.10% and has 3.97% increase,
the F-measure reaches 70.47% and has 3.14% increase, overall, the performance
of the model is effective.

(2)Under the condition of the same corpus, the result of the model based
on the electronic commerce template achieves better than the model based on
common template.

(3)Different templates produce different experimental results, and in accor-
dance with the word segmentation and labeling in the field of electronic com-
merce, we could not use the common template.

5 Conclusions and Future Work

For out-of-vocabulary words recognition in the field of electronic commerce, is
still in the exploratory stage. Firstly we need to develop a perfect training cor-
pus, which is a difficult task, secondly we need to exert the characteristics of
the electronic commerce field data.On the basis of previous studies, this paper
presents the method based on CRFs to recognize the out-of-vocabulary in elec-
tronic commerce, which concludes brands, merchants,specifications, flavour in
the product information, and analyses the experiment result.

Compared to HMM and MEMM, although CRFs can simultaneously use the n
words before and the m words after the center word as the context information,
the relationship between words is still so simple that results has not reached at the
optimum. In the futurework,wewill try to consider joining themutual information
and co-occurrence frequency between the words on the basis of existing features.

Acknowledgment. This work was supported by the National Natural Science
Foundation of China under Grant No.61300043.
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Abstract. LARS(least angle regression) is one of the sparse modeling
methods. This article considered LARS under orthogonal design matrix,
which we refer to as LARSO. In this article, we showed that LARSO
reduces to a simple non-iterative algorithm that is a greedy procedure
with shrinkage estimation. Based on this result, we found that LARSO
is exactly equivalent with a soft-thresholding method in which a thresh-
old level at the kth step is the (k + 1)th largest value of the absolute
values of the least squares estimators. For LARSO, Cp type model se-
lection criterion can be derived. It is not only interpreted as a criterion
for choosing the number of steps/coefficients in a regression problem
but also regarded as a criterion for determining an optimal threshold
level in LARSO-oriented soft-thresholding method which may be useful
especially in non-parametric regression problems. Furthermore, in the
context of orthogonal non-parametric regression, we clarified relation-
ship between LARSO with Cp type criterion and several methods such
as the universal thresholding and SUREshrink in wavelet denoising.

Keywords: LARS, orthogonal regression, soft-thresholding.

1 Introduction

In recent years, sparse modeling methods such as LARS(least angle regression)
and LASSO(least absolute shrinkage and selection operator) are extensively
studied[3,6,7]. As shown in [3], LASSO and classical forward stagewise can be
implemented as modifications of LARS. An interesting point shown in [3] as an
extreme case is that LARS algorithm for a special case of orthogonal regres-
sion that employs natural basis vectors reduces to soft-thresholding on output
samples. In this article, we focus on LARS for a more general case of orthog-
onal design in details, which we refer to as LARSO(LARS in the Orthogonal
case) for the sake of simplicity. Considering LARSO is not only meaningful for
understanding the properties of LARS as an example but also useful especially
in practical applications of non-parametric orthogonal regression or curve-fitting
methods such as wavelet denoising[1,2]. In section 2, we present regression setting
and original LARS algorithm. In section 3, we derive a simple LARS algorithm
under orthogonality condition and consider the model selection problem. Section
3 also includes some discussions on LARSO in relation to the other methods es-
pecially in the context of non-parametric regression. Section 4 is devoted to
conclusions and future works.
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2 Review of LARS

2.1 Regression Problem

Let x = (x1, . . . , xm) and y be explanatory variables and response variable,
for which we have n samples : {(xi,1, . . . , xi,m, yi) : i = 1, . . . , n}. We define
xj = (x1,j , . . . , xn,j)

′ ∈ R
n for j = 1, . . . ,m, where ′ stands for the transpose

operator. We assume that m ≤ n holds and x1, . . . ,xm are linearly independent.
We also define X = (x1, . . . ,xm) and y = (y1, . . . , yn)

′. Let e1, . . . , en be i.i.d.
samples from N(0, σ2); i.e. normal distribution with mean 0 and variance σ2.
We define e = (e1, . . . , en)

′ and assume y = η + e. We therefore have η = Ey,
where E is the expectation with respect to the joint probability distribution of
y. The case of m = n corresponds to a non-parametric regression problem which
we will mention later.

2.2 LARS Algorithm

For an index subset A ⊆ {1, . . . ,m} and a vector of signs s = (s1, . . . , sm),
sj ∈ {−1,+1}, we define an n×|A| matrix Xs,A whose column vectors are given
by sjxj , j ∈ A, where |A| stands for the number of members of A. We define
Gs,A = (X′

s,AXs,A) and αs,A = (1′
AG

−1
s,A1A)

−1/2 ∈ R, where 1A is a vertical
vector of ones with a length of |A|. We define

us,A = Xs,Aws,A (1)

ws,A = αs,AG
−1
s,A1A. (2)

By the definition of ws,A and αs,A, we can see that ‖us,A‖2 = 1 and X′
s,Aus,A =

αs,A1A. us,A is thus a unit equiangular vector for all of xj , j ∈ A.
We denote LARS estimate/output at the kth step by μ̂k. We define μ̂0 = 0n,

where 0n is an n-dimensional zero vector. We define

ĉk = (ĉk,1, . . . , ĉk,m)′ = X′(y − μ̂k−1) (3)

Ĉk = max
1≤j≤m

|ĉk,j |. (4)

We also define sk = (sk,1, . . . , sk,m), sk,j = sign(ĉk,j) and Ak = {j : |ĉk,j | = Ĉk},
where sign is a sign function. Ak is called an active set. We denote a complement
of Ak by Ak. We define

ak = (ak,1, . . . , ak,m)′ = X′usk,Ak
. (5)

The update rule of LARS is given by

μ̂k = μ̂k−1 + γkusk,Ak
, (6)

where γk > 0 is a step size. By defining γ+
k,j = (Ĉk − ĉk,j)/(αsk,Ak

− ak,j) and

γ−
k,j = (Ĉk + ĉk,j)/(αsk,Ak

+ ak,j), the step size of LARS algorithm is defined
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by γk = minj∈Ak
{γ+

k,j , γ
−
k,j}. Let ĵ ∈ Ak be an index at which this minimum is

achieved. We assume that it exists. By this update, we can show that Ak+1 =
Ak

⋃{ĵ} and

Ĉk+1 = Ĉk − γkαsk,Ak
(7)

hold at the (k + 1)th step. This procedure is repeated for k = 1, . . . ,m− 1 and
μ̂m is defined as the least squares estimate.

3 LARS in the Orthogonal Case

3.1 Derivation of Simple Algorithm

We consider the case of X′X = Im, where Im is an m ×m identity matrix; i.e.
column vectors of X are orthonormal. We refer to this condition as orthonor-
mality condition below. Note that X′

s,AXs,A = I|A| holds for any s and A under
the orthonormality condition. Since orthogonal regression reduces to orthonor-
mal regression under an appropriate normalization, normality is not essential in
this paper. We refer to LARS under this orthonormality condition as LARSO
(LARS in the Orthogonal case). As an extreme case, [3] has treated a special
case of orthonormal regression in which xj is a natural basis vector; i.e. xi,j is
one if i = j and zero otherwise. We consider a more general case in this paper.

We define

c̃ = (c̃1, . . . , c̃m)′ = X′y, (8)

which is the least squares estimator of full model under the orthonormality
condition. Let p1, . . . , pm be indices that satisfy |c̃p1 | > |c̃p2 | > · · · > |c̃pn |.
We assume that there are no ties for the sake of simplicity while it can be handled
as in [3]. This assumption is actually valid with probability one since c̃j ’s have
normal distributions as seen in later. We define sj = sign(c̃j), j = 1, . . . ,m.

Theorem 1. LARSO estimate at the kth step is given by

μ̂k =

k∑

j=1

b̃j,kxpj (9)

for k = 1, . . . ,m− 1, where

b̃j,k = (|c̃pj | − |c̃pk+1
|)spj , j = 1, . . . , k. (10)

For k = m, we define μ̂m = Xc̃ by setting |c̃pm+1 | = 0.

A representation of μ̂k in Theorem 1 implies that we do not need a repeated
procedure for LARSO; i.e. we just need to calculate the order statistics among
the absolute values of the least squares estimators. By this theorem, b̃j,k is found

to be a shrinkage estimator under a greedy procedure since |̃bj,k| = ||c̃pj |−|c̃pk+1
||
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and c̃pj is the least squares estimator. We need some facts for proving Theorem
1. At the kth step of LARSO, we simply have

Gsk,Ak
= Im (11)

αsk,Ak
=

1√
k

(12)

usk,Ak
=

1√
k
Xsk,Ak

1Ak
=

1√
k

∑

j∈Ak

sk,jxj . (13)

By (5), (13) and the orthonormality condition, we have

ak,j =

{
sk,j√

k
j ∈ Ak

0 j ∈ Ak

. (14)

By the definition of γ+
k,j and γ−

k,j together with (12) and (14), we have γ+
k,j =√

k(Ĉk − ĉk,j) and γ−
k,j =

√
k(Ĉk + ĉk,j) for j ∈ Ak. Thus, we have

ĵ = arg max
j∈Ak

|ĉk,j | (15)

γk =
√
k(Ĉk − |ĉk,ĵ |). (16)

By (3), (6) and (13), for k ≥ 2, we have

ĉk = X′y −X′μ̂k−1 = X′y −X′μ̂k−2 − γk−1X
′usk−1,Ak−1

· · ·

= X′y −
k−1∑

l=1

γlX
′usl,Al

= c̃−
k−1∑

l=1

γl√
l
X′ ∑

p∈Al

sl,pxp. (17)

In component-wise fashion, we have

ĉk,j = c̃j −
k−1∑

l=1

γl√
l

∑

p∈Al

sl,px
′
jxp, j = 1, . . . ,m (18)

Lemma 1. Ak = {p1, . . . , pk} for any k.

Proof. We consider the proof by induction. When k = 1, ĉ1 = X′y = c̃ by
(3) and the definition of μ̂0. Therefore, A1 = {p1} holds by the definition of
Ak and p1. We assume that Al = {p1, . . . , pl} for any l ∈ {1, . . . , k}. Under
this assumption, if j ∈ Ak then j /∈ Al for any l ∈ {1, . . . , k − 1}. Therefore,
we have ĉk,j = c̃j by (18) and the orthonormality condition. We then have

maxj∈Ak
|ĉk,j | = maxj∈Ak

|c̃j | in (15) and thus obtain ĵ = pk+1 by the definition
of pk+1. This implies that Ak+1 = Ak

⋃{pk+1} by the definition of LARS. �	
Note that we have

γk =
√
k(Ĉk − |c̃p+1|), (19)

by (16) and the fact that ĉk,ĵ = c̃pk+1
holds in the above proof.
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Lemma 2. At each k, we have

γk =
√
k(|c̃pk

| − |c̃pk+1
|). (20)

Proof. We first show that Ĉk = |c̃pk
| holds for any k ∈ {1, . . . ,m − 1}. When

k = 1, ĉ1 = X′y = c̃ holds by (3). We thus have Ĉ1 = |c̃p1 | by (4). We assume

that Ĉk = |c̃pk
|. Under this assumption, we have Ĉk+1 = |c̃pk+1

| by (7), (12) and

(19). Therefore, Ĉk = |c̃pk
| holds for any k by induction. Thus, (20) is obtained

by (19). �	

Lemma 3. sk,j = sj holds for j ∈ Ak.

Proof. We first show that sj,pj = spj holds for any j. Since ĉ1 = X′y = c̃ holds
by (3), we have ĉ1,p1 = c̃p1 for j = 1. Since pk /∈ Al for any l ∈ {1, . . . , k− 1} by
Lemma 1, ĉk,pk

= c̃pk
holds for k ≥ 2 by (18) and the orthonormality condition.

This implies that sk,pk
= spk

for any k ≥ 2. Therefore sj,pj = spj holds for any
j. Fix a j ≤ k − 1. By (18), Lemma 2 and orthonormality condition, we have

ĉk,pj = c̃pj −
k−1∑

l=j

(|c̃pl
| − |c̃pl+1

|)sl,pj , (21)

where we used pj /∈ Al for any l ∈ {1, . . . , j − 1} by Lemma 1. We assume that
sj,pj = · · · = sk−1,pj = spj . Under this assumption, we have ĉk,pj = |c̃pk

|spj by
(21). This implies that sk,pj = spj . By induction with this equation and sj,pj =
spj , we have sk,pj = spj for any k ≥ j. Since j is arbitrarily fixed, sk,pj = spj

always holds when k ≥ j. If pj ∈ Ak then j ≤ k by Lemma 1. Thus sk,pj = spj

holds. This completes the proof. �	
Proof. (Proof of Theorem 1) By (1), (6), (13), Lemma 2 and Lemma 3, we have

μ̂k = μ̂k−1 +
(|c̃pk

| − |c̃pk+1
|)

∑

j∈Ak

sjxj . (22)

By repeating this procedure with Lemma 1, we have

μ̂k = μ̂k−1 +
(|c̃pk

| − |c̃pk+1
|)

∑

j∈Ak

sjxj

= μ̂k−2 +
(|c̃pk−1

| − |c̃pk
|)

∑

j∈Ak−1

sjxj +
(|c̃pk

| − |c̃pk+1
|)

∑

j∈Ak

sjxj

= μ̂k−2 +
(|c̃pk−1

| − |c̃pk+1
|)

∑

j∈Ak−1

sjxj + b̃k,kxpk

. . .

=

k∑

j=1

b̃j,kxpj . (23)

�	



LARS in Orthogonal Case 545

3.2 Relation to Soft-Thresholding Method and LASSO

We define a soft-thresholding operator on c̃j , j = 1, . . . ,m by

bj(θ) =

⎧
⎪⎨

⎪⎩

c̃j − θ c̃j > θ

0 |c̃j | ≤ θ

c̃j + θ c̃j < −θ

(24)

in which θ(> 0) is a threshold level. By Theorem 1, the following fact is straight-
forward.

Corollary 1. μ̂k in Theorem 1 can be rewritten by

μ̂k =

m∑

j=1

bj
(|c̃pk+1

|)xj . (25)

By Corollary 1, LARSO exactly reduces to soft-thresholding method in which
a threshold level at the kth step is |c̃pk+1

|; i.e. the (k+1)th largest value among
the absolute values of the least squares estimators. As is naturally expected, [3]
has also obtained the same conclusion in the case of natural basis vector, which
is obtained by setting c̃j = yj in our result. For denoising via wavelet, [1,2] have
proposed soft-thresholding methods. Since discrete wavelet transform is one of
the non-parametric orthogonal regression methods, our formulation applies with
m = n under an appropriate choice of a set of basis functions.

On the other hand, it has been known that LASSO[6] reduces also to a soft-
thresholding on c̃ under orthonormality condition, in which a threshold level
is given by a regularization parameter. Therefore LARSO at the kth step is
equivalent with LASSO in which a regularization parameter is determined by the
(k+1)th largest value among the absolute values of the least squares estimators.

3.3 Cp Type Model Selection Criterion

For LARSO estimate, the risk normalized by σ2 is shown to be given by

R(k) =
1

σ2
E‖μ̂k − η‖2 =

1

σ2
E‖μ̂k − y‖2 − n+ 2DF(k), (26)

where DF(k) = 1
σ2E(μ̂k−μ)′(y−η) and μ = Eμ̂k. DF(k) is known as the degree

of freedom. The well known Cp[5] is the unbiased estimator of R(k). DF(k)
is equal to the number of adjustable coefficients for linear regression model;
see [5,3]. In [3], it is shown that the degree of freedom of LARS is consistent
with the number of steps under a relatively mild condition that is referred to
as positive cone condition. Note that it may be consistent with the number of
coefficients in almost cases. The orthonormal case here satisfies the positive cone
condition as argued in [3]. We thus have the following fact.

Theorem 2. Under the orthonormality condition, we have

DF(k) = k. (27)
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Note that a general proof in [3] under the positive cone condition is somewhat
complicated but it is possible to give a simple proof under the orthonormality
condition while we omit it; e.g. see [3] for an extreme case in which xj ’s are
natural basis vectors, thus, a special case of orthogonal regression. Based on
this result, Cp type criterion for choosing an optimal k is given by R̂(k) =
1
σ̂2 ‖μ̂k − y‖2 − n + 2k, where σ̂2 is an appropriate estimate of noise variance.
This Cp type criterion can be viewed as a criterion for determining the number of
explanatory variables, or equivalently the number of coefficients in a regression
problem. In LARS, it generally corresponds to the number of steps. From an
another point of view, application of this Cp type criterion is a theoretically
supported method for the selection of a threshold level in LARSO-oriented soft-
thresholding.

3.4 Relation to Methods in Wavelet Denoising

Let {(ui, yi) : ui ∈ R
d, yi ∈ R, i = 1, . . . , n} be input-output samples. Let

φ1, . . . , φn be functions on R
d. We consider here a non-parametric regression

problem by using f(ui) =
∑n

k=1 ckφk(ui). Under a setting of m = n and xi,k =
φk(ui), our results are directly applied when the orthonormality condition is
satisfied. Wavelet denoising is a method based on discrete wavelet transform
with model selection; see e.g. [1,2]. It is viewed as a method of non-parametric
orthogonal regression and our result is applicable to wavelet denoising. Since
η = Ey ∈ R

n, there exists a c = (c1, . . . , cn)
′ ∈ R

n such that η = Xc. We
assume that there exists an index set A∗ such that cj 
= 0 for j ∈ A∗ and cj = 0
for j /∈ A∗; i.e. j ∈ A∗ is an index of component that relates to η and j /∈ A∗ is
an index of noise-related component. We define k∗ = |A∗|. We assume that n is
sufficiently larger that k∗ and A∗ is fixed for any assumed n. This corresponds to
the case that invariant part of data is represented by a relatively small number of
components. In other words, we have a sparse representation of a target function
η in terms of X. We note that the discussion below is based on the assumption
of X′X = nIn instead of orthonormality.

By the assumption of the normality and independency of additive noise, it is
easy to show that c̃k − ck ∼ N(0, σ2/n) k =, 1 . . . , n and those are independent.
On the other hand, a threshold level of LARSO-oriented soft-thresholding has
previously shown to be |c̃pk+1

|. This is then the (k + 1)th largest value among
the absolute values of independent random variables according to the normal
distribution. Based on this fact, roughly speaking, we can show that |c̃pk+1

| ∼√
σ2 logn for a large n in a probabilistic sense if k+1 > k∗; e.g. see [4] for details.

This implies that LARSO is approximately equivalent with the universal soft-
thresholding method in [1,2] if there is a sparse representation at a k and n
is sufficiently large. In a soft-thresholding method, a threshold level works as
a level for removing ineffective coefficients and simultaneously as a shrinkage
parameter. Note that the universal threshold level that is given by

√
σ2 logn

is an uniform upper bound on |c̃j | for any j /∈ A∗. Therefore, it may surely
removes delicate components and, also, it seems to be too large as a shrinkage
parameter. LARSO-oriented soft-thresholding may have an advantage that the
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balance between thresholding and shrinkage can be selected by Cp type criterion
depending on data.

On the other hand, [2] has proposed SURE (Stein’s unbiased estimator for
risk) for choosing an optimal threshold level in soft-thresholding. SURE and a
risk derived for LARSO are apparently identical but the derivations are different.
This is because a threshold level is fixed in SURE but it is a data-dependent
statistic in LARSO. [2] suggests that candidates for a threshold level is chosen

from [0,
√
2σ2 logn]. In application of SUREshrink, we choose a threshold level

that minimizes SURE among these predetermined candidates. In LARSO, a set
of candidates is {|c̃p1 |, . . . , |c̃pn |} that may well cover the range suggested in
SURE if we follow the previous discussion on the universal thresholding. Thus,
we can say that LARSO may be free from a choice of candidates including the
number of candidates.

4 Conclusions and Future Works

In this paper, we showed that LARSO(LARS in the Orthogonal case) reduces
to a simple non-iterative algorithm that is a greedy procedure with shrinkage
estimation. Based on this result, we found that LARSO is exactly equivalent with
a soft-thresholding method, in which a threshold level at the kth step is given
by the (k + 1)th largest value among the absolute values of the least squares
estimators. For LARSO, we can derive Cp type criterion as in [3]. It can be
applied to the choice of the number of steps/coefficients in orthogonal regression
while, from an another viewpoint, it works as a criterion for choosing a threshold
level in LARSO-oriented soft-thresholding. Furthermore, in the context of non-
parametric orthogonal regression, we clarified the relationship between LARSO
with Cp type criterion and the methods in wavelet denoising such as the universal
thresholding and SUREshrink[1,2]. Although we confirmed a validity of LARSO
with Cp type criterion in wavelet denoising application through simple numerical
experiments, more detailed evaluation is left as a future work.
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Abstract. Early classification approaches deal with the problem of re-
liably labeling incomplete time series as soon as possible given a level of
confidence. While developing new approaches for this problem has been
getting increasing attention recently, their evaluation are still not thor-
oughly considered. In this article, we propose a new evaluation protocol
for early classifiers. This protocol is generic and does not depend on
the criteria used to evaluate the classifiers. Our protocol is successfully
applied to 23 publicly available data sets.

Keywords: Early classification, Time series, Evaluation protocol.

1 Introduction

In recent years, the interest in adapting supervised and unsupervised machine
learning (ML) approaches to time series analysis has considerably increased.
A part of these studies focuses on applying these approaches on incomplete time
series, when they are progressively recorded. This article focuses on the particular
context of early classification of time series. Early classification techniques are
useful for many time-critical applications. For example, in medicine, earliest
diagnosis based on first signal outputs may help to remedy some diseases [1].
In air, road or marine traffic it is important to anticipate the risks of collision or
crash before receiving all signals [2]. These approaches allow one to make early
and reliable predictions based on incomplete time series.

The conventional time series classification problem consists in predicting the
labels of complete time series. In this case, the classifier is learned on a training
set composed by complete time series. Then the classifier can be applied on
new complete time series. By contrast, an early classifier can be applied on
incomplete time series after being learned on complete time series. In this
case, the objective is to predict the labels as soon as possible given a level of
confidence. Early classification can be considered as a multi-objective problem.
On the one hand, the objective of quality consists in reliably predicting the
labels in order to make an appropriate action. On the other hand, the objective
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c© Springer International Publishing Switzerland 2014



Evaluation Protocol of Early Classifiers over Multiple Data Sets 549

of earliness aims to make this action as soon as possible, before a deadline.
At last, the early classification problem involves two conflicting objectives.

The evaluation of conventional classifiers has been well studied in the litera-
ture. The comparison of two classifiers over multiple data sets requires the use
of a statistical test, in order to objectively and reliably decide if one classi-
fier is better than the other. In [3] the authors recommend to use the Wilcoxon
signed-rank test. The comparison of several early classifiers is a special case
since it considers both quality and earliness objectives. Therefore, an approach
could be better than another on specific objective and worse on the other. In
the literature, the methods that optimize several objectives are mainly exploited
for learning purposes. For instance, the scalarized multi-objective learning ap-
proach which aggregates two objectives into a single scalar objective function
allows one to optimize the two objectives by setting a regularization parameter.
Multi-Objective Evolutionary Algorithms are used to design classifiers in diverse
problems with more than one objective [4]. The majority of these approaches
involve one or more regularization parameters which are adjusted by a learning
algorithm. These approaches are not suitable for the evaluation.

In this article, we propose a new evaluation protocol for early classifiers. This
protocol is based on the Wilcoxon signed-rank test and the Pareto optimum.
The proposed protocol is parameter-free and generic since it does not involve an
evaluation criterion that ”mixes” the two conflicting objectives. The remainder
of this article is structured as follows: in Sect.2, we present a brief review of
early classification of time series. In Sect.3 we propose a new evaluation protocol
for early classifiers. Sect.4 presents our choices for evaluating the quality and
the earliness of the classifiers. The experimental results are discussed in Sect. 5.
Section 6 concludes this article and highlights limitations and future works.

2 Early Classification

We define a time series x = {(t1, x1), (t2, x2), ..., (tL, xL)} of length L as a se-
quence of real values {xj∈[1,L]} associated with the timestamps {tj∈[1,L]}. The
input data set is a collection of N pairs {(xi, yi)|i ∈ [1, N ]} where xi is the ith

time series, yi ∈ Y is its class value. Y is a finite set of class labels. By contrast
with the conventional classification, the early classification consists in predicting
the labels before the time series are completed. In the conventional case, the
single objective is to maximize the quality of the prediction without considering
the time constraint. In the case of early classification, there are two conflicting
objectives to optimize: i) predict the labels of incomplete time series as soon as
possible; ii) maximize the quality of the classifier. In practice, the predictions
are triggered once a given level of confidence is reached.

Let x̃i be an incomplete time series, H(.) is a prediction function which pre-
dicts the class label of x̃i (see Eq.1) and C(.) is a function which measures the
confidence of this prediction (see Eq.2).

H(x̃i) −→ ŷ (1) CH(x̃i) −→ σ (2) t̃i : CH(x̃i) ≥ τ (3)
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The earliness of a classifier is evaluated based on the instants t̃i when the
predictions are triggered. More formally, t̃i is the earliest timestamp such that
the class label of x̃i is predicted with a confidence level exceeding a threshold τ
(see Eq.3).

In the literature, the existing early classification approaches may be distin-
guished by the manner of setting the confidence. The confidence measures can
be decomposed in two categories according to the type of the classifier:

1. The generative classifiers provide conditional probabilities of the class values
on which are based the confidence measures. The simplest approach consists
in triggering the predictions once the probability of ŷ exceeds a fixed thresh-
old [5][6]. This approach is improved in [7] by introducing the concept of the
reliability. The key idea is to model the missing values of the time series as a
random variable, conditionally to the observed data points. For a given x̃i,
the distribution of the possible ways to complete the time series is estimated.
The confidence is then evaluated by the part of this distribution leading to
the predicted class value.

2. The discriminative classifiers provide a class label based on a decision bound-
ary. In this case, the confidence measures are defined using the distance from
the decision boundaries [8].

Methods such as [9],[10], [11] implicitly introduce the notion of the confidence. In
[11], the Minimum Prediction Length (MPL) is proposed in order to determine
the earliest instant from which the prediction will be the same as if the full-
length time series is used. An extended 1-Nearest Neighbor (1NN) is proposed.
In [9], the proposed approach uses a reject option to label as early as possible
incomplete time series. It is based on the agreement of an ensemble of base
classifiers to accept or reject an output.

3 Evaluation over Multiple Data Sets

The rest of this article focuses on the evaluation of early classifiers. In this section,
we first discuss existing research work on comparing conventional classifiers.
Thereafter, we propose a new protocol to compare early classifiers.

3.1 Comparison of Two Classifiers

The evaluation of conventional classifiers are thoroughly considered in the lit-
erature. Numerous evaluation criteria such as the accuracy, the Balanced error
Rate (BER) or the Area Under the ROC Curve (AUC) [12] allow one to evalu-
ate the classifiers on a specific data set. According to J. Demšar [3], a reliable
evaluation of several classifiers should be done over multiple data sets, in order
to reflect the general quality and not the quality on a specific data set. If the
output value (denoted by z) is smaller than −1.96, the quality of both classifiers
are significantly different.
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3.2 A New Evaluation Protocol for Early Classification

Our objective is to reliably compare two early classifiers. In this section, we
propose a generic evaluation protocol which does not depend on the criteria
used to evaluate the quality and the earliness of the classifiers.

Step 1 - Prediction of the Labels Over Multiple Data Sets:
Let D be an ensemble of K data sets denoted by D = {D1, D2, . . . , DK}. Each
data set is divided into two disjoint training and test sets. Let H(A) and H(B)

be the prediction functions associated with two early classifiers denoted by A
and B. At learning phase, both classifiers are trained over the same training
sets of complete time series. At test phase, for each test set, two pairs of scores
{Q(.), T (.)} are computed for the classifiers A and B. The two scores are given
respectively by the criteria evaluating the quality and the earliness of the predic-
tions (see Sect.4.1 and Sect.4.2). Q(.) and T (.) are computed based on all time
series of the test set. A confidence measure denoted by CH(.) is compared with
a fixed threshold τ in order to trigger the predictions. If CH(.) does not exceed
τ before the time series is complete, the prediction will be triggered at the last
timestamp. As shown in Fig.1, the instants of the predictions vary for each time
series. During this process, the following pieces of information are retained for
each time series x̃i: yi the true label, ŷi the predicted class value, t̃i the instant
of the prediction and P̂i(yi, x̃i) the predicted probabilities of the class values.
These pieces of information, denoted by I, are used to compute the values of
Q(.) and T (.) over the entire test set.

Fig. 1. Illustration of the labels predictions triggering

Step 2 - Independent Comparison Under Each Objective:
The scores Q(.) and T (.) are computed for each data set and for each classifier.
Then, the Wilcoxon signed-rank test is independently performed for the both
objectives: the quality and the earliness. Based on the statistic z, we can con-
clude if there is a statistically significant difference between the classifiers under
the quality objective and/or under the earliness objective. The best classifier is
designated by the most important sum of ranks.
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Step 3 - Global Comparison by Using Pareto Optimum:
In order to compare two early classifiers, we drawn inspiration from the Pareto
optimum [4]: a classifier is considered as better than an other if it improves
at least one of the two objectives without degrading the other. Based on the
values of the statistic z independently computed for the quality and the earliness
objectives, there are three possible cases: i) A is better than B, ii) B is better
than A and iii) A and B are indiscernible since there is no significant differences
under the two objectives.

4 Evaluation Criteria for Early Classifiers

This section presents a possible implementation for the quality, the earliness and
the confidence measures.

4.1 A Measure for Prediction Quality

The evaluation of the quality of the classifiers can be measured by diverse criteria.
We choose to exploit the Multi-class Area Under the ROC Curve (AUC) criterion
[13]. For a given class label yj , the area under the ROC curve AUCyj relatively
to yj is computed based on the triggered predictions (see Fig.1):

Q(.) = E
J
j=1[AUCyj ] =

J∑

j=1

Pk(yj)AUCyj (4)

4.2 A Measure for Earliness

The earliness measure that we propose allows us to quantify the earliness of an
early classifier over all the time series in the test set. This measure is computed
by exploiting the set of information I (see Sect.3.2). We define:

1. The Time Dimension: t = t̃i
L as the proportion of the total length L (with

L is the length of a complete time series, and t ∈ [0, 1]).

2. The Earliness: Pr(t) = nt

N as the proportion of the triggered predictions
at instant t (with nt is the number of the triggered predictions at the instant
t, N is the size of the test set, and Pr(t) ∈ [0, 1]).

We denote Pr(t) as the Earliness Curve of the classifier over the time dimen-
sion. The global earliness of the classifier (denoted by T (.)) is measured by the
Area Under the Earliness Curve. Since t and Pr(t) vary in [0, 1], T (.) varies
in [0, 1]. When the area T (.) is equal to 1, that means that all the predictions
are triggered at the first instant. In this case the classifier performs a perfect
earliness. Conversely, when T (.) is equal to 0 that means that the classifier is
too conservative and waits until the last instant to make the predictions.
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4.3 A Measure for Confidence

In this section, we propose a possible way to fix the confidence level. The pre-
diction of the label of the time series x̃i is triggered once the probability of the
predicted class (denoted by max1(P̂ (y|x̃i)) exceeds k times the probability of the
second most probable class (denoted by max2(P̂ (y|x̃i)):

t̃i : max1(P̂ (y|x̃i)) ≥ k ∗max2(P̂ (y|x̃i)) (5)

5 Experiments

The objective of our experiments is to compare two early classifiers. In this
section, we exploit the generic evaluation protocol proposed in Sect.3.2.

Implementation of the Early Classifiers:
In this article, early classification is implemented based on a collection of classi-
fiers trained in parallel [14]. Each classifier corresponds to one instant of the time
series. These classifiers do not exploit the same explicative variables.
The progressive arrival of the time series is simulated by hiding the forthcoming
data points: the input of the current classifier is only composed by the previous
data points up to the current instant. In order to use the proposed evaluation
protocol, we implement two different classifiers based on the above described
implementation: i) a Selective Naive Bayes (SNB) using a the regularized ap-
proach MODL [15] which shows a capacity for a good discrimination between
classes and ii) a Naive Bayes (NB) with 10 EqualFrequency as a baseline for
comparison. The NB is expected to be less efficient than the SNB: the NB esti-
mates P̂ (y|x̃i) based on the equal frequency discretization while the SNB gives
an estimate based on a discretization optimized by the data.

Data Sets Description:
Our experiments were performed over 23 data sets selected from the UCR Time
Series Classification and Clustering repository [16]. We randomly and disjoint-
edly re-sampled each data set into a set of 70% of examples for the training set
and the remainder for the test set.

Results:
In this paragraph, we evaluate our generic protocol by experimenting the classi-
fiers under several data sets. We first run the SNB and the NB classifiers over all
the data sets in order to compute the quality and the earliness scores. Then, we
applied the Wilcoxon test for the two classifiers independently under the quality
and the earliness objectives. The results are listed in Tab.1. The quality of the
predictions Q(.) and the earliness T (.) results of each classifier over each data
set are depicted with a varying value of k (see Eq.5). In our experiments, we
varied k from 2 to 12 with a step equal to 1. But for simplicity, Tab.1 shows
only the results for k ranging from 2 to 10 with a step equal to 4 (the omitted
results do not affect the drawn conclusions). The last line in the table represents
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Table 1. Empirical results of the SNB and NB early classifiers

Prediction quality Earliness
k 2 6 10 2 6 10
Data Set QSNB QNB QSNB QNB QSNB QNB TSNB TNB TSNB TNB TSNB TNB

50words 0.505 0.527 0.520 0.530 0.519 0.527 0.766 0.687 0.679 0.564 0.642 0.513
CBF 0.807 0.840 0.866 0.875 0.877 0.890 0.803 0.814 0.717 0.739 0.697 0.722
ChlorineC 0.5 0.549 0.764 0.648 0.799 0.655 0.993 0.988 0.6104 0.667 0.455 0.595
CinC 0.777 0.669 0.8007 0.677 0.854 0.699 0.758 0.988 0.706 0.977 0.622 0.971
CricketX 0.468 0.488 0.475 0.481 0.478 0.482 0.856 0.992 0.807 0.990 0.799 0.990
CricketY 0.523 0.478 0.515 0.470 0.496 0.470 0.985 0.927 0.956 0.920 0.933 0.920
CricketZ 0.483 0.514 0.491 0.511 0.489 0.510 0.95 0.376 0.922 0.339 0.903 0.339
ECG5Days 0.955 0.793 0.992 0.824 0.994 0.839 0.318 0.614 0.209 0.580 0.200 0.568
FaceAll 0.483 0.476 0.489 0.467 0.482 0.475 0.940 0.878 0.809 0.738 0.748 0.687
FaceUCR 0.503 0.536 0.496 0.524 0.497 0.533 0.969 0.989 0.959 0.969 0.938 0.941
Mallat 0.910 0.928 0.913 0.930 0.916 0.931 0.886 0.718 0.845 0.709 0.833 0.709
MedicalImg 0.603 0.529 0.587 0.520 0.589 0.519 0.733 0.560 0.324 0.475 0.180 0.424
MoteStain 0.994 0.962 0.994 0.962 0.994 0.962 0.006 0.085 0.006 0.084 0.006 0.084
StarLight 0.742 0.920 0.738 0.919 0.734 0.919 0.988 0.715 0.996 0.683 0.996 0.716
SwedishLeaf 0.539 0.484 0.527 0.482 0.530 0.480 0.942 0.742 0.919 0.721 0.903 0.720
Symbols 0.958 0.934 0.958 0.935 0.958 0.940 0.610 0.815 0.609 0.811 0.609 0.818
TwoLECG 0.983 0.921 0.986 0.936 0.987 0.945 0.3539 0.464 0.341 0.424 0.336 0.393
uWaveX 0.719 0.702 0.724 0.701 0.734 0.692 0.966 0.993 0.965 0.993 0.930 0.991
uWaveY 0.748 0.787 0.749 0.796 0.749 0.796 0.992 0.386 0.988 0.390 0.987 0.390
uWaveZ 0.775 0.727 0.780 0.726 0.781 0.723 0.751 0.799 0.728 0.797 0.726 0.795
wafer 0.958 0.925 0.981 0.924 0.98 0.940 0.923 0.909 0.889 0.840 0.883 0.824
WordsSyn 0.54 0.518 0.541 0.509 0.545 0.509 0.928 0.786 0.654 0.647 0.630 0.647
yoga 0.764 0.658 0.889 0.640 0.907 0.693 0.700 0.795 0.407 0.761 0.308 0.748
StatisticZ -1.3686729 -2.28112149 -3.10232523 -0.36497944 -0.36497944 -0.69954392

the values of the statistic z for overall predictions quality and earliness results.
Significant values are reported in bold font.

Based on the values of the statistic z and the Pareto optimum, we can conclude
that SNB is better than NB under the two objectives. In fact, by varying k we
only observe two cases: 1) SNB and NB are indiscernible (for k < 4,) and 2)
SNB is better than NB (for k ≥ 4). In this second case, SNB is always better
than NB under the quality objective and SNB and NB are always indiscernible
under the earliness objective. Therefore, according to the Pareto optimum, we
can conclude that the SNB classifier is better than the NB classifier. Finally,
these results show that the proposed protocol performs as expected: the SNB
classifier outperforms the NB baseline classifier.

6 Conclusion

In this article, we proposed a new evaluation protocol to compare two early
classifiers under two conflicting objectives: the quality and the earliness. The
protocol is generic and does not depend on the implementation choices made
for computing the two objectives. Overall, the results suggest that this protocol
could represent a useful evaluation technique to objectively and reliably com-
pare early classifiers. Further, a limitation that we identified indicates that the
Wilcoxon test does not ensure the concomitance of the results for all the data
sets under the two objectives. It is possible that our protocol suggests that a
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classifier is better than another under both objectives without this may be true
for the same data set. This is due to the fact that the Wilcoxon test is based on
the differences over the two evaluation criteria. Thus, we only guarantee that the
largest differences over the two criteria are observed for the same classifier. As
future work, we intend to build a benchmark of early classification approaches
in the literature based on our proposed protocol.

References

1. Nayak, S.G., Davide, O., Puttamadappa, C.: Classification of bio optical signals
using k- means clustering for detection of skin pathology. International Journal of
Computer Applications (IJCA) 1(2), 112–116 (2010)

2. Chiou, J.-M.: Dynamical functional prediction and classification, with application
to traffic flow prediction.. The Annals of Applied Statistics 6(4), 1588–1614 (2012)
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Abstract. Explicit Semantic Analysis(ESA) is an effective method that
adopts Wikipedia articles to represent text and compute semantic relat-
edness(SR). Most related studies do not take advantage of the semantics
carried by Wikipedia categories. We develop a SR computing frame-
work exploiting Wikipedia category structure to generate abstract fea-
tures for texts and considering the lexical overlap between a pair of text.
Experiments on three datasets show that our framework could gain bet-
ter performance against ESA and most other methods. It indicates that
Wikipedia category graph is a promising resource to aid natural language
text analysis.

Keywords: Semantic Relatedness, Explicit Semantic Analysis, Wikipedia,
Hierarchy.

1 Introduction

Information accumulation is the most overt outcome of rapidly development
of the Internet, and text content accounted for the majority among the User-
generated Content [1] data in web. Automatically estimating the semantic re-
latedness of two text fragments is fundamental for many text mining and IR
applications. In this work, we develop a SR computing framework exploiting
Wikipedia category structure to generate abstract features for texts. Our Ex-
periments show its superiority against ESA and and other methods.

Existing approaches measuring text semantic relatedness could be classified to
three categories. lexical overlap is a kind of straight-forward but weak method,
for mainly text relatedness is not based on common terms of given text pair.
The other kind of approaches are based on knowledge bases such as WordNet [2]
or Cyc [3]. Texts are initially mapped to taxonomy nodes in knowledge bases,
then the SR of text pairs could be computed by exploiting links and paths
between nodes [4][5][6][7]. Besides, LDA [8], LSA [9] and ESA [10] constitute the
3rd category of schemes that generate feature vector representation for text by
exploring the words co-occurrence relationships or word occurrence statistics in
a corpus [11]. Normally cosine similarities are then utilized to measure the SR.
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C.K. Loo et al. (Eds.): ICONIP 2014, Part II, LNCS 8835, pp. 556–564, 2014.
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It is known that when reading human can refer the content in text to things
in real world and relations between them. For instance, the term iPhone should
be linked to the popular smart phone, moreover, the information it conveys
implicitly to human may also includes Apple Company which design the smart-
phone, and Samsung galaxy, another cellphone brand dominating the market,
etc. Analogously, ESA is served as an interpreter that refer given text to seman-
tically related articles of Wikipedia. Hence, a semantic relatedness of a pair of
texts sharing little common words could be captured by ESA. Prior work [12]
shows that ESA achieve the state of the art performance on SR task.

Academia

EducationKnowledge

Belief

Concepts

Information

Main topic classifications

Culture

Society

HumansStructure

Fig. 1. Wikipedia category structure

In Wikipedia, except articles exploited in ESA, there is also a wealth of cat-
egories which together form a gigantic tree-like graph(a miniature is shown in
Figure 1). Actually Wikipedia categories offer a higher perspective to interpret
text with human-created category nodes and their linking relationships. We be-
lieved that category structure is a promising resource for measuring text semantic
relatedness in higher abstraction levels.

In the paper,we will show that a level-wise propagation framework that gen-
erate Wikipeida category features for text, combined with lexical overlap consid-
eration, can be used in SR computing task and would gain better performance
comparing ESA and most other methods.

The structure of this paper is organized as follow. The overview of ESA is
stated in Section 2. Section 3 is devoted to a detailed description of our frame-
work. We initially outline the procedure of Wikipedia category hierarchy con-
struction, then present a level-wise propagation method to generate category
features for the text pairs’ SR computing. Preprocessing and experimental eval-
uation will be elaborated in Section 4. Finally, we provide concluding remarks
and suggestions for future work in Section 5.
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2 Explicit Semantic Analysis

In this section we outline the ESA’s principal fundamentals. ESA firstly main-
tain a database stores the mapping between terms and their relevant Wikipedia
articles. Similar to ordinary IR task, all the Wikipedia articles with meaningful
content are indexed by terms(except the stop words) they contain. Hence each
non-stop term is mapped to a list of Wikipedia articles. Namely

V ec(t) = {e1, e2, e3, . . . , en} . (1)

Where ei = {ei.title, ei.score, ei.fulltext}.
TF-IDF measure are chosen as a score of the mapping in original ESA imple-

mentation. So we have

ei.score = tf idf(tk, ei.fulltext) . (2)

So far, the V ec(t) could be served as the semantic representation of a single
term. For longer documents, the representation is the centroid of the vectors
representing the each terms.

V ec(d) =
∑

t∈d

tf(t)

|d| V ec(t) (3)

3 Proposed Framework

3.1 Overview

As shown in Figure 2, the proposed framework is comprised of three components.
1)Categories hierarchy construction. We believe that the extent of abstraction

Wikipedia
category hierarchy

article

category

Wikipedia

GSR
ESA

d1

d2

CFSR

LOSR

Hierarchy 
Construction

Category Features

Cosine
Similarity

Lexical Overlap Ratio

LWP input

ESA Features

LWP
 output

Fig. 2. The proposed framework
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of category nodes are related to their hierarchical positions on the category
graph. Hence we reconstruct the original categories graph to form a hierarchy
on which; 2)Level-wise propagation(LWP), which propagating the feature scores
from ESA feature nodes to category nodes on specific level in hierarchy; and
3)Lexical overlap semantic relatedness(LOSR), which complement the cosine-
similarity of category vector(CFSR) to form the ultimate semantic relatedness
score GSR for the given pair of texts.

3.2 Wikipedia Hierarchy Construction

Wikipedia’s categories and its articles comprise a large structure that is not
a strict hierarchical structure. It’s hard to point out the abstraction extent of
a given node in this structure. To meet this end we construct a hierarchical
structure by automatically labeling each node with a level number by computer
from the top down the original category graph. This process starts at the specific
node “main topics classification”, which serves as the first level of the hierarchy.
Then iteratively visit the nodes in every level l, labeling their child nodes with
the next level number l + 1 until all the nodes have been labeled. The number
of nodes being labeled with each level of category is displayed on Table 1.

Table 1. The number of nodes in each level of category hierarchy

Level 1 2 3 4 5 6 7 8 9 10

# Node 1 26 834 12, 681 88, 152 257, 044 311, 540 18, 388 78, 235 16, 968

3.3 Level-Wise Propagation

In our system, ESA features are mapped to nodes of the category hierarchy
described in Section 3.2. Inspired by the fundamentals of feed-forward neural
network, we devise an scheme to propagate the scores of ESA features to specific
level of category hierarchy.

article

category

ESA features

Fig. 3. The Level-wise propagation
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The propagation process is illustrated inFigure 3. It begins at the leaf nodes that
correspond to ESA features, followed by adding the scores to each node’s parent
nodes level by level, until the specific level. Similar to Equation (1), the feature
representation of document d on hierarchical level l can be shown as follow:

V ec(d, l) = {e1, e2, . . . , en} . (4)

For each e ∈ V ec(d, l)

e.score =
∑

link(e′ ,e)

e′.score
log(1 + inlink(e))

. (5)

where link(e′, e) signifies that e′ is a child node of e, and inlink(e) denotes the
number of nodes linked to node e in Wikipedia category graph. For normaliza-

tion, we update the scores as e.score :=
e.score

N
where

N =
∑

e′′∈V (d,l)

e′′.score . (6)

The rationale behind Equation (5) is a simple common sense: a category in
level k is more important when 1) there are more categories in level k+1 linking
to it; 2) the categories linking to it are more important. However many categories
contain a vast number of child nodes, hence they will gain a dominant scores
that decrease the interpretation capability. To dampen this effect , the scores
being propagated are divided by a logarithm to penalize the large categories.
Thus, the semantic relatedness based on category features of text pair is defined
as follows:

CFSR(d1, d2) = cosine similarity(V ec(d1, l), V ec(d2, l)) . (7)

In practice, we fix l = 4 for that in repeated experiments the system demon-
strates the highest performance in the 4th level .

For category features are generated to interpret the text, comparing to ESA
features, in a more abstract level, a pair of texts that are unrelated by ESA
features could be interpreted to be related to some extent. On the other hand,
texts de facto unrelated may be falsely interpreted to highly related. To address
this problem, we introduction a factor measuring the ratio of common term in
a given pair of texts to append to the cosine similarity based on text’s category
features. We define semantic relatedness regarding lexical overlap(except the
stopwords) between a given pair of document as:

LOSR(d1, d2) =
#(common term occurrences)

d1.length+ d2.length
. (8)

Finally, the CFSR and LOSR are combined to the General Semantic Relat-
edness score that served as the output of the proposed framework:

GSR(d1, d2) = α ∗ CFSR(d1, d2) + (1− α) ∗ LOSR(d1, d2) . (9)

where α ∈ [0, 1].
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4 Evaluation

4.1 Preprocessing

We acquire the snapshot of Wikipedia dump(static documents) of December
2nd, 2013 , then extract and transform data into relational database. Similar to
the preprocessing in [12], the following phrases are involved.

– Extracting category and data, mainly including full text of article, from
original Wikipedia dump XML files.

– Stemming and indexing the content field of pages.
– Filtering categories. Among the full collection of categories of Wikipedia,

there are large amount of administration-related ones. Such like “Cate-
gories for merging” that doesn’t offer any semantic association information.
We remove this kind of categories and categories linking too much articles
such as “living people”.

4.2 Experimental Setup and Results

Initially, we utilize the Level-wise Propagation method for the representation of
Barack Obama’s second inauguration speech1, which is illustrated briefly in Ta-
ble 2. It outlines the top 10 concepts by ESA system, and by our propagation
scheme applying to different levels in Wikipedia category hierarchy. It is noted
that the category nodes are more abstract in higher levels(with greater level
number) than those in lower levels. Moreover, intuitively those categories are
fairly semantically related to the content of the speech. Those characteristics
imply that Wikipedia Category feature representation may bridge the semantic
gaps between texts, which is important for SR tasks.

Moreover,experiments on three datasets are employed to demonstrate the ef-
fectiveness of our framework. Lee.50 [13] comprise 50 documents from the Aus-
tralian Broadcasting Corporation’s news mail service. Those documents, cov-
ering a variety of topics, are paired and then judged by volunteer students on
their relatedness to each other. MSRpar and MSRvid2 are stand for Microsoft
Research Paraphrase Corpus and Microsoft Research Video Description respec-
tively. They each consist of 750 text pairs with human-judged scores on their
relatedness. Consistent with the prior works on this dataset, we employ Pearson
correlation to measure the relatedness between human-judged scores and result-
ing score output by our system. Higher correlation indicates that the system
output results are more likely in accord with gold standard scores.

Experimental result of Lee.50 is presented in Figure 4 (a). It is seen that com-
bining CFSR and LOSR can significantly enhance the performance by each single
measure which is illustrated when α = 0 and α = 1 respectively. In addition,

1 http://www.whitehouse.gov/the-press-office/2013/01/21/inaugural-

address-president-barack-obama
2 http://www.cs.york.ac.uk/semeval-2012/task6/data/uploads/datasets/

train-readme.txt
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Table 2. Category-based interpretation of Obama’s inauguration speech

ESA Features level 4 level 3 level 2

Second inauguration
of Barack Obama

Categories by nationality Social sciences Humans

Great Depression American studies Sociology Society

Liberalism History by country Social philosophy Culture

New Deal Subfields of political science Scientific disciplines Humanities

United States
federal budget

Political geography Social systems Politics

Economics United States federal policy Political philosophy Chronology

Oath of office Society by nationality Structure History

Medicare (United
States)

20th century Social institutions Concepts

Health insurance in
the United States

Political ideologies Fields of history Law

Economic democracy People by occupation Political science Nature

when α = 0.3 the system gains the best performance that is also state-of-the-art
performance on Lee.50 dataset to the best of our knowledge. This parameter
configuration(α = 0.3) is also adopted for experiments on other two datasets.
In most cases, our system outperform ESA system by a significant margin. It is
also noted that when α = 1 our system still display better performance against
the ESA system, which indicate that the category features generated by level-
wise propagation could interpret texts better than ESA on SR tasks.

As to the other datasets, Figure 4 (b) shows that our system(GSR) gains
a moderate and the best performance respectively in comparison with other
methods. Especially for MSRvid, our method highly outperforms the LSAcos.
It is worth mention that out of a collection of methods [14], ESAalign and LSAcos

respectively achieve the best performances on the two datasets.
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5 Conclusion and Future Work

In the paper we propose a level-wise propagation method for feature generation
in representation of text for SR tasks. It transform the ESA feature of text to
higher level category nodes in the constructed hierarchical structure of Wikipedia
category graph. To balance the relatively high abstraction property of category
features generated by level-wise propagation, we append the lexical overlap re-
latedness measure to the framework. Experiments show its effectiveness against
ESA and other methods.

However, the scoring scheme of category mapping adopted by us have not yet
considered the different importance between a variety of link types of category.
We will focus on this issue to improve our framework further in our future work.
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Abstract. This paper presents a characteristic prediction of a varistor
for modeling a varistor in over-voltage protection applications. Variable
resistor (Varistor) is one of common devices to protect following elec-
tric devices from over-voltage. However, the principle of varistor is still
unclear due to its non-linear characteristics between amount of voltage
and current. To model the non-linearity, the prediction using adaptive
network-based-fuzzy inference system (ANFIS) will be used with several
datasets obtained by a high-voltage experiment concerning to the varis-
tor. The result can be used to model the varistor as a voltage clipping
device.

Keywords: Overvoltage protection, metallic oxide varistor, non-
linearity, ANFIS.

1 Introduction

Surge protection devices are used widely to protect the electric devices from
destructions by an over-voltage such as the lightning and electrostatic. As typical
surge protection devices are arrestor which is put in the top of telephone pole and
metal oxide varistor which is used in the small scale circuits. These devices have
non-linearity correlation between voltage and current. If a huge surge voltage is
applied to the varistor, the resistance of varistor decrease substantially and large
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amount of currents flow in the varistor [1]. The characteristic of surge protection
devices is useful to control surge voltages.

However, these surge protection devices have time delay to control the surge
voltages and the delay depends on the applied surge voltage value. This paper
focuses on the varistor and its relation between the applied surge voltage and the
time to control the surge voltage. Although the earlier papers attempt to make
the non-linear characteristic between supplied surge voltage and current clear
using individual processes [2], [3], the relation between supplied surge voltage
and the time to control the surge voltage has not been referred. In this paper,
the characteristic prediction of varistor will be conducted for modeling a varistor
based on a prediction using adaptive neuro fuzzy inference system (ANFIS).
In the Section 2, behavior of surge voltage will be confirmed through an high
voltage experiment with metal oxide varistor. In the Section 3, 6 parameters will
be defined from waveform obtained by the high voltage experiment. In addition,
an adaptive neuro fuzzy inference system (ANFIS) will be trained and examined
by defined 6 parameters. In the Section 4, Comparison between measurement
data obtained by the high- voltage experiment and predicted data obtained by
the trained ANFIS and Multi Regression Analysis (MRA), and the effectivity
and repeatability of predicted data will be examined.

2 High-Voltage Experiments

2.1 Experimental Conditions

High-voltage experiments were conducted to obtain the dataset consisting of two
parameters for an adaptive neuro fuzzy inference system. In this paper, a ZnO
type ceramic varistor is used. The dataset of two parameters, i.e., input voltage
and the controlled voltage caused by a varistor. The input voltage is a kind
of impulse voltage generated by using specific high-voltage circuit, as shown in
Fig.1. D1 and D2 are diode. Cs and Cb are capacitors. DSTM and DGM are
facilities to measure high-voltage impulse and AC voltage. EZK is an electronic
trigger spheres. ZAG is trigger unit. Rm works as DC divider. The impulse
voltage is created from DC voltages, range of 3 to 10 kV with 0.5 kV step. The
controlled voltage will be obtained by supplying each step of impulse voltage to
the circuit containing the varistor connected in parallel with Cb in Fig.1.

2.2 Experimental Result

By using the impulse voltage generation circuit, dataset was obtained. Fig.2
shows examples of impulse voltage generated by the circuit without varistor and
Fig.3 shows the voltage across varistor with the generator input voltage of 10
kV DC voltage.

As experimental results, Vimp, Thalf , Vcut, Tcut, Vmin and Tmin were defined
as parameters for the following analysis. Vimp indicates the maximum voltage in
the circuit without varistor. Thalf is a time from generation of impulse voltage
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Fig. 1. The high-voltage circuit for generation of impulse voltage
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Fig. 2. Example of impulse voltage at 10 kV DC voltage
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Fig. 3. Example of controlled voltage at 10 kV DC voltage

to decreasing until 50 percent of Vimp. Tcut and Tcut are voltage cut by the metal
oxide varistor and its time in Fig.3, respectively. Vmin and Tmin are defined as a
minimal voltage and its time, respectively. From Fig.2 and Fig.3, it can be seen
that Vimp is controlled by the metal oxide varistor.
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3 Analysis with ANFIS

3.1 Adaptive Network-Based Fuzzy Inference System

Adaptive network-based-fuzzy inference system (ANFIS) is an effective learn-
ing system, which is a fuzzy inference system implemented in the framework of
adaptive networks[4]. The ANFIS provides construction of input-output map-
ping based on human knowledge and is excellent in non-linear prediction. Fig.4
shows ANFIS architecture proposed by Jang. ANFIS here provides 1 output
from 2 input data. Supposed that if-then rules of Takagi and Sugeno’s type[5]
are used in this ANFIS architecture.

Rule 1: If x is A1 and y is B1, then f1 = p1x + q1y + r1,
Rule 2: If x is A2 and y is B2, then f2 = p2x + q2y + r2.

Fig. 4. ANFIS architecture

ANFIS has 5 layers represented below:

Layer 1. Each node i in this layer is a square node with a node function

O1
i = µAi (x) (1)

where x is the input to node i, and Ai is the linguistic label such as small and
large associated with this node function. O1

i is also called membership function
and it specifies the degree to which the given x satisfies the quantifier Ai. The
membership function is usually defined as a bell-shaped function

µAi (x) =
1

1 +

[(
x−ci
ai

)2
]bi (2)

where {ai, bi, ci} is the parameter set.
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Layer 2. Each node in this layer conducts the multiplication of the incoming
signals and sends the product out as described below,

wi = µAi (x) × µBi (y) , i = 1, 2. (3)

Outputs of this layer indicate the firing strength of a rule.

Layer 3. Calculating the ratio of the ith rules firing strength to the sum of all
rules firing strengths is conducted as described below,

w̄i =
wi

w1 + w2
, i = 1, 2. (4)

Layer 4. Parameters called consequent parameters are obtained from the equa-
tion

O4
i = w̄ifi = w̄i (pix+ qiy + ri) (5)

where w̄i is the output of layer 3, and {pi, qi, ri} is the parameter set.

Layer 5. This layer computes the overall output as the summation of all incoming
signals, i.e.,

O5
i =

∑
w̄ifi =

∑
iwifi∑
i wi

(6)

In this paper, local search learning[6] for ANFIS parameter{a,b, c} {p,q, r}
turning. By using local search, a higher probability system can be obtained.

3.2 Datasets

As represented in Sect 2.2, Vimp, Thalf , Vcut, Tcut, Vmin and Tmin are used as
dataset. Thalf , Tcut and Tmin obtained as microsecond order are normalized to
be suitable data for the following analysis. For the ANFIS, 3 datasets, DC 4.0,
6.0 and 7.5 were used as testing data, and the other was used as training dataset
for ANFIS.

In this paper, 2 pair of the experimental parameter, Vcut and Tcut or Vmin

and Tmin will be supervised data and predicted by Vimp and Thalf . All of 14
datasets will be divided into 2 groups, 11 dataset are used as training dataset
and 3 datasets are test datasets.

4 Results

4.1 Characteristic Prediction of the Varistor

By using all of experimental datasets that consist of Vimp and Thalf as input
data, the predicted 2 pair of parameter Vcut and Tcut or Vmin and Tmin will be
obtained. In this paper, the prediction of the 2 pair of parameter, Vcut and Tcut

and Vmin and Tmin using multi-regression analysis (MRA) is also conducted to
compare with ANFIS. Verifying the relations between actual and predicted Vcut,
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Fig. 5. Relationship between actual and predicted Tmin

Tcut, Vmin, Tmin, Vcut and Tmin had strong linearity and Tcut were almost same,
0.9 microsecond each. As the results, for some parameters, it was understood that
Vcut, Vmin and Tcut have linear-characteristics between the actual and predicted
data. Therefore, Vcut, Vcut and Tcut can be predicted easily as linear parameter of
varistor. However, for Tcut, only results of MRA show a weak linear characteristic
as shown in Fig.5.

From Fig.5, the ANFIS using local search learning method provides higher
accuracy than the MRA. In this paper, because of a few of the datasets, the fact
that Tcut has non-linearity cannot be articulated.

4.2 Confirmation of the Generalization Ability

Consider to the results obtained from experiments, a relationship between the
impulse voltage defined as Vimp and the predicted Tmin by MRA and ANFIS
is illustrated, as shown in Fig.6. Furthermore, Fig.7 shows same relationship
with Fig.6 focused on 3 datasets defined as testing data of ANFIS. In Fig.6,
the predicted Tmin of ANFIS provides more accurate prediction than MRA.
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Fig. 7. Characteristic between impulse voltage Vimp and predicted Tmin concerning
ANFIS’s testing data

However, for the result of testing data of ANFIS, as shown in Fig.7, the result
of MRA is better than ANFIS. It is assumed that the increasing the number
of training dataset make the reliability of prediction result of ANFIS become
higher.

5 Conclusion

In this paper, a prediction of characteristic for modeling of a varistor in over-
voltage protection application was presented. The varistor has a non-linearity
resistance. The high-voltage input into the varistor and the voltage clipped by
varistor is defined as important parameters. The high-voltage experiments was
performed to obtain the dataset consisting of Vimp, Thalf , Vcut, Tcut, Vmin and
Tmin for the construction of ANFIS. The ANFIS trained by the experimental
data was 2-input 1-output that 2 input are Vimp and Thalf and 1 output is Vcut,
Tcut, Vmin or Tmin. As the results, because three of predicted parameter, Vcut,
Tcut, Vmin had strong linearity, these parameters can be predicted easily. How-
ever, the characteristic between actual and predicted Tmin had the non-linearity.
From the relationship between actual impulse voltage Vimp and predicted Tmin,
it is possible to use one of the relation to predict characteristics of varistor.
However, the number of dataset has to be increased more and more to improve
ANFIS architecture and its learning results accuracy.
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2 Department of Automation, Széchenyi István University,
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Abstract. In contrary to recently built office and commercial buildings,
the service life of the traditional European residential houses was not
calculated. Some estimations exist about the life span of different types
of building constructions, however, these estimations may not reassure
the owners of urban-type residential houses that were built before the
second world war. A thorough and professional renovation may extend
the service life of buildings by decades, the question is how to prepare
the most effective renovation procedure.

As a combination of the fuzzy signature structure and the principles
of finite-state machine a new formal method is proposed for generating
a tool for supporting the renovation planning, concerning the costs and
importance of repair. With the support of information obtained from a
given pre-war urban-type residential house, the available technical guides
and the contractors’ billing database an optimized renovation process of
the roof structure is presented as a case study.

Keywords: urban-type residential house, building renovation, fuzzy sig-
nature, fuzzy state machine.

1 The Attributes of the Urban Residential Houses in
Budapest

The distribution of almost one million apartments in Budapest, Hungary presents
a fairly heterogeneous picture: among others, the apartments located in urban-
type residential buildings (built before 1940) take 27% [1]. The criteria of the
pre-war urban-type residential house are the decorative street façades, the ex-
istence of courtyard and air-shafts and the traditional masonry load bearing
structures.

The average physical condition of these old residential buildings is below stan-
dard. The symptoms of overall physical obsolescence and deterioration are clearly
observable:

– Missing wall and plinth damp proof courses;
– Uncertain load-bearing performance of the slab systems and side corridors;
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– Out-dated mechanical and electrical systems;

– Broken and crumbling building envelope, floor covering and supplementaries;

– Cracked and perforated roof tiling and flashings;

– Low energetic performance of air-shaft partitioned walls and openings;

– Detached and missing plaster and finishing of the façade surfaces.

Due to the similarity it is supposable that a simple accumulated depreciation
curve may illustrate well the state transition of any residential house that is ap-
plied for financial planning of office and commercial buildings at present [2]. The
curve a in Fig.1 depicts an average amortisation of a building. The state transi-
tion of a building (as a complex structure of several building components) can
be described with a continuous function, where the recovery works (or regularly
performed maintenance interventions) and deteriorations influence its shape. In
extreme situations, the physical condition of the examined building may change,
therefore the state transition function may become fractionally continuous (as
curve b and c in Fig.1). During the state transition evaluation it has to be men-
tioned that a state transition of a building component or group of components
may have no effect to other building components (e.g. a roof renovation process
does not improve the performance of the foundation). It means that the state
of the building components determine the state of the given building together,
while the state of components may change individually. The working stages of
the group of components and constructions are characteristically overlapping,
consecutive, or independent from each other. Nevertheless, these stages may
also be sectioned (e.g. a stairway reconstruction process in more phases).

Fig. 1. Amortization curves as characteristic description of complex structures

The owners are responsible for the physical condition of their apartments
and the jointly owned building elements. Their decision-making becomes more
difficult if there is no suitable decision support tool at community’s disposal.

As a consequence, the building maintenance and repair processes are pre-
vailingly ineffective and therefore they are not long-term sustainable; only a
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consistent and well organized renovation plan might help determine the neces-
sary decisions about the renovation steps, offering answers both financing and
scheduling.

2 A Model Proposed for Supporting the Renovation

The proposed approach to be introduced here for handling the problem described
above is a model and an attempt for solution based on the principles of fuzzy
signatures and fuzzy state machines combined into what we call Fuzzy Signature
State Machines (FSSM).

2.1 Principles of Fuzzy Signatures and Signature State Machines

The most important reason for using fuzzy signatures here as the starting point
is the fact that the sub-structures and components of each building are arranged
in hierarchical tree-like structures, where the whole building might be presented
by the root of the tree and each mayor sub-component is a first level branch,
with further sub-branches describing sub-sub-components, etc.

Fuzzy sets of a universe X are defined by

A = {X,μA}, where μA : X → [0, 1] (1)

Vector Valued Fuzzy Sets (VVFS) [3] are a simple extension that may be
considered as a special case of L-fuzzy sets [4]:

An = {X,μAn}, where μAn : X → [0, 1]n (2)

Thus a membership degree is a multi-component value here, e.g.
[μ1, μ2, · · · , μn]

T . Fuzzy signatures represent a further extension of VVFS as
here any component might be a further nested vector, and so on [7], [5]:

Afs = {X,μAfs
}, where μAfs

: X → M1 ×M2 × · · · ×Mn,

whereMi = [0, 1] or [Mi1 ×Mi2 × · · · ×Min ]
T

(3)

The following simple example illustrates how a fuzzy signature operates:

μAf s = [μ1, μ2, [μ31 , μ32 , [μ331
, μ332

, μ333
]], μ4, [μ51 , μ52 ], μ6]

T (4)

The first advantage of using fuzzy signatures rather than VVFS is that there
any closer grouping and sub-grouping of fuzzy features may be given. Fuzzy
signatures are associated with an aggregation system. Each sub-component set
may be aggregated by its respective aggregation operation, thus reducing the
sub-component to one higher level.

This kind of membership degree reduction is necessary when the data are
partially of different structure, e.g. some of the sub-components are missing.
The operations among fuzzy signatures with partially different structure may be
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carried out, by finding the largest common sub-structure and reducing all signa-
tures up to that substructure. This might be necessary if the surveys referred
to this paper are considered as often their depth and detail are different. As an
example, maybe in ”survey A” the roof structure is considered as a single com-
ponent of the house and is evaluated by a single linguistic quality label, while
in ”survey B” this is done in detail and tiles, load-bearing structure, tinsmith
work, chimney shafts and roof auxiliaries are described separately.

In our previous work we applied vector-valued fuzzy sets and fuzzy signa-
tures [8] for describing sets of objects with uncertain features, especially when
an internal theoretical structure of these features could be established. In [9] we
presented an approach where the fuzzy signatures could be deployed for describ-
ing existing residential houses in order to support decisions of Local Authorities
concerning when and how these buildings should be renovated involving non-
measurable (and subjective) factors. In that research a series of theoretically
arrangeable features were taken into consideration and eventually a single ag-
gregated fuzzy membership value could be calculated on the basis of available
detailed expert evaluation sheets. In that model, however, the available informa-
tion does not support any decision strategy concerning actual sequence of the
measures leading to complete renovation; and it is also insufficient to optimize
the sequence from the aspect of local or global cost efficiency. In the following
section, the mathematical model of the proposed maintenance protocol will be
introduced.

2.2 Application of Fuzzy State Machines in the Modelling

Finite State Machines are determined by the sets of input states X , internal
states Q, and the transition function f . The latter determines the transition
that will occur when a certain input state change triggers state transition. There
are several alternative (but mathematically equivalent) models known from the
literature. For simplicity the following is assumed as the starting point of our
new model:

A = 〈X,Q, f〉 (5)

f : X ×Q → Q, whereX = {xi} andQ = {qi} (6)

Thus, a new internal state is determined by the transition function as follows:

qi+1 = f(xi, qi) (7)

The transition function/matrix maybe interpreted with help of a relation R
on X × Q × Q,where R(xi, qj, qk) = 1, if f(xi, qj) = qk and R(xi, qj , qk) =
0, if f(xi, qj) �= qk.

The states of the finite state machine are elements of Q. In the present ap-
plication an extension to fuzzy states is considered in the following sense. Every
aspect of the phenomenon to model is represented by a state universe of sub-
states Qi. The states themselves are (fuzzy) subsets of the universe of discourse
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state sets, so that within Qi a frame of cognition is determined (its fineness
depending on the application context and on the requirements toward the opti-
misation algorithm), so that typical states are considered. Any transition from
one state to the other (improvement of the condition, refurbishment or reno-
vation) involves a certain cost c. In the case of a transition from qi to qj it is
expressed by a membership value μij = c(qi, qj). In our model the added cost
Σμij along a path qi1 → qi2 → · · · → qin is not usually equivalent with the cost
of the transition μin along the edge qil → qin . This is in accordance with the
non-additivity property of the fuzzy (possibility) measure and is very convenient
in our application, as it is also not additive in the case of serial renovations.The
Fig. 2 illustrates the initial (deteriorated), internal and the accept (renovated)
state of a possible renovation process; the bottom diagram represents an internal
(μ12)transition between q1 and q2 states.

Fig. 2. Initial, internal and accept states of a renovation process

In the case of fuzzy signature machines each of the leaves contains a sub-
automaton with the above property. The parent leave of a certain sub-graph is
constructed from the child leaves, so that the sub-automaton Ai = Ai1 ×Ai2 ×
· · · ×Aim , and thus the states of Ai are Qi = Qi1 ×Qi2 × · · · ×Qin , so that the
transition Qj1 → Qj2 in this case means the parallel (or subsequent) transitions
qj11 → qj12 × qj21 → qj22 × · · · × qjn1

→ qjn2
. A special aggregation is associated

with each leaf; similarly as it is in the fuzzy signatures, however, in this case
the aggregation calculates the resulting cost μj12

of the transition qj1 → qj2 , so
that μj12

= c(qj1 , qj2) = aj(c(qj11 , qj12 ), c(qj21 , qj22 ), · · · , c(qjn1
, qjn2

)), where a
stands for the respective aggregation.

The selection of aggregation operator is a key issue that may determine the
final result of the model; however, the signature structure makes the application
of different aggregation methods possible for each node .
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3 Case Study: The Roof Structure of a Residential House

As an initial state an overall visual diagnostic survey of the given residential
building is supposed that gives detailed determination and state description
of each building component, disclosing the relation between causes and conse-
quences. The obtained information helps determining the maintenance steps;
observing their influencing attributes additional data can be given to each step.

With the knowledge of professional rules as they are clearly described in [10],
[11], etc., the general maintenance procedure can be decomposed into eight dis-
tinct sequences that correspond to the previously mentioned supposition. Fol-
lowing the principles of signature structure, these automata represent the parent
nodes of building component groups; while the total renovation process as a sum
of these nodes represents the root of tree-like structure.

The state transition of roof structure is represented by A1 automaton; its
seven sub-automata correspond to the group of building components of the
roof structure. Due to the complexity of the group of components (hierarchi-
cal relationship, dependencies, etc.) this section of the signature structure may
demonstrate the operation of the entire model.

The attributes of the building components and the simplicity of the method
verify alike the application of arithmetic average type of Ordered Weighted Av-
eraging Aggregation (OWA) operator as it was presented by Yager in [12]. In this
case the w weighting factor represents the importance of the renovation steps.

The state description of each group as child nodes is the starting point of the
model. The available diagnostic survey contained detailed (linguistic) evaluations
that determined the initial values of the child nodes. Some simplifications were
realized for the evaluations that did not modified the results significantly, but
the calculations were accelerated. The most important simplifications are: the
universe was normalized to [0,1] that was covered by Ruspini partition-type [6]
triangular and trapezoidal functions.

In the study, two simple state machines are discussed: the A14 (chimney shaft)
and the A15 (auxiliaries) represent typical state transition processes with differ-
ent structures. The observations indicate that an effective state transition in
these two state machine may significant improvement in the physical condition
of the total roof structure.

In A14 state machine the possible states were established (Q14
0 ; · · · ;Q14

4 ;
the Q14

−1 represents the demolished phase), and the possible transitions were
examined, excluding the ”restrained” events that may not occur in reality; the
μ14
01; · · · ;μ14

34 (cost) state change trigger the transitions. With a simple compar-
ison the optimum (cost-effective) transitions were determined. The Fig. 3 illus-
trates frame of the complete roof structure fuzzy signature state machines and
the A14 , A15 state transitions.

The official contractors’ billing database were applied for determining each μi

trigger; the cost of total reproduction of the roof structure was calculated as one
unit.

The Table 1 summarizes the values of child nodes in the A1 fuzzy signature
structure both in initial state and in accept state. It is clearly visible that with
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Fig. 3. Diagram representation of the roof structure FSSM

some simple and well-organized interventions the aggregated value of the roof
structure may be improved effectively. The obtained results confirm the recom-
mendations of the building diagnostic survey: the importance of the renovation
of chimney shafts and the removal of unused aerials were emphasized.

Table 1. Attributes and aggregation of the roof fuzzy signature structure

Node (initial state) Observation Node (accept state) Observation Weight

A11
0 x11

0 = 0.70 w11 = 0.65

A12
0 x12

0 = 0.35 w12 = 0.50

A13
0 x13

0 = 0.55 w13 = 0.45

A14
0 x14

0 = 0.75 A14
4 x14

4 = 0.85 w14 = 0.30

A15
0 x15

0 = 0.20 A15
1 x15

1 = 0.90 w15 = 0.80

A16
0 x16

0 = 0.25 w16 = 0.80

A17
0 x17

0 = 0.60 w17 = 0.25

A1
0 x1

0 = 0.385 A1
1 x1

1 = 0.532

4 Conclusions and Future Work

As it is discussed in the Section 1, the attributes of the residential houses, their
constructions and failure types make the development of an optimization method
useful for supporting the decisions of owners: the characters of deteriorations,
the hierarchically ordered structure of building components vindicate the use
of fuzzy signature structure, while the application of a state machine system is
indeed reasonable due to the continuous state transition of the entire building.
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In general case the extended structure of a fuzzy state machine (with theoret-
ically) unbounded number of components results in difficulties in optimization.
In practice, the optimization of the refurbishment procedure of any sort of resi-
dential buildings always has a limited number of sequences; however this number
might be rather high. Thus, our intention for the future is to find a proper heuris-
tics at the basic approach to this optimization task, which is able to provide a
quasi-optimal solution for every concrete problem, or a very lightly optimal solu-
tion for every problem in a manageable time. These methods seem to be various
population-based evolution algorithms, which may be combined with local search
cycles (evolutionary memetics), e.g. bacterial or particle swarm algorithms.
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Abstract. The performance of short text classification is limited due to
its intrinsic shortness of sentences which causes the sparseness of vector
space model. Traditional classifiers like SVM are extremely sensitive to
the features space, thereby making classification performance unsatisfy-
ing in short text related applications. It is believed that using external
information to help better represent input data would possibly yield sat-
isfying results. In this paper, we target on the problem of news title
classification which is an essential and typical member in short text fam-
ily and propose an approach which employs external information from
long text to address the problem the sparseness. Afterwards Restricted
Boltzman Machine are utilised to select features and then finally perform
classification using Support Vector Machine. The experimental study on
Reuters-21578 and Sogou Chinese news corpus has demonstrates the ef-
fectiveness of the proposed method.

1 Introduction

With explosion of information online, how to quickly get useful information from
the overwhelming data has become a difficult task. One of typical applications
is to obtain interesting points in large amount of news online. To meet this
requirement, a lot of techniques have been proposed and one notable one is news
title classification, which is a vital work as prior to many tasks such as theme
extraction [7], social network feeding [6] and etc.

To classify news title, an intuitive way is to employ bag-of-words based meth-
ods, which have proven success in a lot of information retrieval tasks. However,
due to the fact that news title are normally short, sometimes only with few
words, bag-of-words based methods are not applicable in this kind of short text
oriented classification. To overcome this problem, one major solution to use ex-
ternal information to enrich the information beneath just news title. This kind
of methods are normally called feature extension and representative methods
include feature extension based on N-Gram [12], using internet information like
web engine [3], frequent items set like MMRFS [4], and etc. Besides these meth-
ods, there is an alternate approach which tried to employ long text to help short
text classification as Long texts usually contain more information which would
help short text classification to some extent [14]. Since helping learning tasks
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with long texts in the same domain is a possible solution [9], it is believed in the
news related application, the long text can be utilised from news content.

Despite the potential of using long text to help news title classification, simply
combining the short texts with semantically unrelated long texts or topics could
adversely affect the classification on the short texts [9]. To further address this
problem, we propose a generative stochastic artificial neural network (s-ANN)
to represent instances with a new set of features which are more denser on
information level. This is where feature space transformation comes in and one
typical and successful model is Restriced Boltzman Machine (DBM). In this
paper, we use RBM as feature selection along with projecting tricks to avoid
the inconsistency between short and long texts. Finally, we feed the selected
features into the traditional classifier Support Vector Machine to conduct news
title classification.

The rest of the paper is organised as follow. In section 2 the background of
information enriching and RBM will be discussed. Section 3 we will elaborated
the proposed methods and section 4 will presents the experimental study to
discuss the method’s potential. Section 5 will concludes the paper and point out
possible future research direction.

2 Background

2.1 Information Enriching

Using external information to enrich the features representing short texts is also
known as feature extension. Some well-known methods include natural language
processing (NLP) based approach such as N-Gram [12], Word Senses [10], and
Multi-Word [18]; background knowledge such as web information [3,2]; and fre-
quent items set such as MMRFS [4], MFS [1]; and some other method like CFWS
[13] and MC [19].

Using long texts to enrich the information is another external information
based approach to help short text classification. Jin et al. successfully using the
auxiliary long text to help short text clustering [9]. Phan et al. proposed to train
topic models on a collection long text in the same domain and then make infer-
ence on short text to help the learning task on short texts [14,15]. Bollegala et al.
came up with a measurement of word similarity using web information [3]. The
core idea is to see the hit of individual Query A, Query B, and the overall hit
of both Query A and B, where A and B are both key words. In [4], MMRFS is
introduced as an algorithm of frequent feature selection with multi-parameters
constrains. Coverage, interdependency and redundancy of each frequent feature
are taken into consideration. MFS method further removes the duplication of
words in multiple frequent sets, and is able to avoid the redundancy of informa-
tion and preserve the context of the original text as the meantime [1]. Jin et al.
proposed a class of topic model Dual Latent Dirichlet Al (DLDA), which jointly
learns a set of target topics on the short texts and another set of auxiliary topics
on the long texts while carefully modeling the attribution to each type of topics
when generating documents [9]. Phan et al. collected a very large external data
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collection and built a classification model on both a small set of labeled training
data and a rich set of hidden topics discovered from that data collection [15].

2.2 Restricted Boltzman Machine on Feature Selection

Restricted Boltzman Machine (RBM) is widely applied to tasks of speech recog-
nition, text categorization, and computer vision, which are important set of
application areas involve high-dimensional sparse input vectors [5]. RBM could
be used as a feature selection model which can learn a set of feature and feed
them to subsequent learning process such as classification and regression [16].
It can also be considered as a discriminative model [11], or used in other tasks
such as ensemble classifier [17].

Generally RBM consists of two layers. One is the visible layer which has m
nodes, which represents the dimension of the input data. The another one is
hidden layer which has n nodes, which is the dimension of new features if this
model is used in feature selecting. The object function to be maximised is the
RBM energy function:

E(v,H) = −
n∑

i=1

m∑

j=1

wijhivj −
m∑

j=1

bjvj −
n∑

i=1

cihi (1)

where hi denotes the i-th hidden node, vj denotes the j-th visible node and wij

is the weight which connects those two nodes. bj and ci are the bias term of
visible nodes and hidden nodes respectively. We can further turn Eq. (1) into a
probability distribution [8] and we have:

p(v, h) =
e−E(v,h)

∑
v,h e

−E(v,h)
(2)

Here all of the weights and biases are updated iteratively just to maximise
Eq. (2) which could be interpreted as to make the probability of each input data
vector and its matching hidden nodes vector largest so that the new feature
vector is the best representation of the original vector.

3 Long Text Based Information Enrichment Using RBM

The whole process of the proposed approach is depicted as in Fig. 1, which
consists of four main steps, i.e., Preprocessing, Long text projection, Feature
selection using RBM, and Classification.

1) Preprocessing
As elaborated in Fig. 1, the first step is to perform some basic preprocessing

and build the original feature space. Afterwards we can remove the words which
have low information gain from the original feature space and get the selected
feature spaces.
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Short Text

Selected Feature Space

Original 
Feature Space

Restricted 
Boltzman 
Machine

Project

Feature 
Selection

Long Text

Classifier

Instances on a New 
Feature Space

Fig. 1. Classifier with Features Generated by RBM with Long Texts

2) Long Text Projecting
In this step the long text is used to enrich information. The long text pro-

jecting process is as following: Suppose that DLi = {x0, x1, ..., xm} denotes a
long text vector instance in corpus, DSi = {x0, x1, ..., xn} denotes a short text
vector instance, the feature space F = {F1, F2, ..., Fz} is generated using DS1..I ,
where I is the total number of short text instances. For every xi in DLi , if xi in
the feature space F then xi is put into the new instance new DLi , which has a
dimension of the feature space F .

3) RBM Based Feature Selection
When we try to utilise the advantage of RBM in the mission of text classi-

fication since the traditional classifiers such as Support Vector Machine (SVM)
and Bayesian classifier are extremely sensitive to the feature expression of an
instance, there is another important challenge which needs to be attached much
attention. The traditional representation of short texts would cause the sparse-
ness problem, which makes the average non-zero feature number of an instance a
bit small. This problem will probably gain poor outcome if we directly feed this
feature space to SVM. It would also counteract the whole profiting performance
of RBM by simple use the sparse instances as input data to that model. We
would explain as follow:

In RBM,Weights updating algorithm by calculating derivatives on each weight
is as follow:

Δwij ← Δwij + p(Hi = 1 | v) · vj − p(Hi = 1 | v′) · v′j (3)

Δbj ← Δbj + vj − v′j (4)

Δcj ← Δci + p(Hi = 1 | v)− p(Hi = 1 | v′) (5)



News Title Classification with Support from Auxiliary Long Texts 585

where

p(Vj = 1 | h) = σ(

n∑

i=1

wijhi + bj) (6)

p(Hi = 1 | v) = σ(
m∑

j=1

wijvj + ci) (7)

where vj is the original vector in input dataset and v′j is a sampled vector after
applying 1-fold Contrastive Divergence in the model. In Eq. (7), it is seen that
the left side of the equation would be mainly susceptible to the bias term ci. If vj
is zero, it means that the hidden layer bias C would be dominant in probability
distribution and directly influence the sampling progress. When it comes to the
update of wij in Eq. (3), the according gradient would deviate towards the bias,
which would ultimately fail to generate a good compressed representation of the
original features.

From the discussion above, it comes clear that it is necessary to precede long
text projecting. Afterwards, words which are abundant in long text would fit in
original feature space which is the input data of RBM, hence the the number of vj
in an instance would decrease many and the model would be far less susceptible
to the bias term.

4) Classification
Finally, instead of using the sampled binary represented by the hidden nodes.

The un-squeezed probability (the input of sigmoid function) is used as the out-
come because it would be better when the outcome is fed into a linear classifier.
Intuitively, a continuously value assigned on each attribute would reflect more
precisely on the how much this feature account for the instance.

4 Experimental Study

4.1 Datasets and Evaluation Metrics

In this research, two datasets are employed to conduct experimental study. The
first one is the well-known corpus Reuters-215781, which is an English news cor-
pus whose documents were assembled and indexed with categories by personnel
from Reuters Ltd and Carnegie Group, Inc. The another one is Sogou Chinese
news corpus2, which is widely used Chinese NLP dataset.

To evaluate the performance of proposed method, in this research three com-
monly used evaluation metrics are employed, i.e., Precision, Recall, and F1 to
evaluate the performance of the proposed model. Precision is the fraction of
the instances the model predicts are relevant, Recall is the fraction of the rel-
evant instances the model predicts, while F1 is considered as a critical evaluation

1 http://www.daviddlewis.com/resources/testcollections/reuters21578/
2 http://www.sogou.com/labs/dl/c.html

http://www.daviddlewis.com/resources/testcollections/reuters21578/
http://www.sogou.com/labs/dl/c.html
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because it is the harmonic mean of recall and precision, which both of them are
equivalently weighted. The three metrics definition are defined as below:

Precision =
TruePositive

T ruePositive+ FalsePostitive
(8)

Recall =
TruePositive

T ruePositive+ FalseNegative
(9)

F1 =
2 ∗Recall ∗ Precision

Recall+ Precision
(10)

where TruePositive means the number of the documents which are correctly
classified to one class, FalsePositive reflects ones that are wrongly classified to
that class by model, while FalseNegative indicates the number of documents the
model fails to classify.

4.2 Experimental Result and Discussion

In this research, we conduct these experiments on two different datasets Reuters-
21578 and Sogou Chinese new corpus. Then we compared the proposed method
RBM trained with long texts against the traditional SVM method with original
features and also RBM method only trained by short texts. To further reveal
the advantage of proposed methods, we also conduct another contrastive exper-
iments by respectively using the sampled binary output, probability output and
unnormalized probability output of hidden layers in RBM. The performances
and results are showed in Table 1, Table 2, Table 3 and Table 4.

Table 1. Performances of Three Different
Models on Reuter-21578
Category SVM RBM (short texts) RBM (long texts)

Recall Precision F1 Recall Precision F1 Recall Precision F1

acq 0.936 0.771 0.845 0.920 0.819 0.867 0.943 0.862 0.900
coffee 0.889 0.851 0.869 0.8181 0.857 0.837 0.864 0.826 0.844
crude 0.635 0.814 0.713 0.651 0.814 0.724 0.72 0.773 0.745
earn 0.961 0.873 0.915 0.982 0.921 0.950 0.964 0.956 0.970
grain 0.803 0.854 0.828 0.796 0.813 0.804 0.873 0.880 0.876
sugar 0.821 0.881 0.850 0.864 0.905 0.884 0.818 0.878 0.847
trade 0.752 0.844 0.795 0.741 0.809 0.774 0.818 0.807 0.812

AVERAGE 0.828 0.841 0.834 0.861 0.858 0.854 0.892 0.891 0.890

Table 2. Results of three different output
representations on Reuter-25178

Category Binary Probability Unnormalized
acq 0.793 0.853 0.900
coffee 0.739 0.851 0.844
crude 0.606 0.760 0.745
earn 0.896 0.948 0.970
grain 0.731 0.845 0.876
sugar 0.727 0.863 0.847
trade 0.654 0.726 0.812

AVERAGE 0.778 0.867 0.890

Table 3. Performances of Three Different
Models on Sougou Corpus
Category SVM RBM (short texts) RBM (long texts)

Recall Precision F1 Recall Precision F1 Recall Precision F1

Automobile 0.859 0.839 0.849 0.877 0.828 0.852 0.883 0.862 0.872
Business 0.720 0.618 0.665 0.779 0.632 0.698 0.761 0.646 0.699

IT 0.870 0.647 0.742 0.851 0.633 0.726 0.854 0.629 0.724
Education 0.870 0.922 0.895 0.892 0.914 0.903 0.915 0.922 0.918

Sport 0.872 0.924 0.897 0.899 0.933 0.916 0.904 0.943 0.923
Ent 0.779 0.875 0.824 0.812 0.884 0.846 0.810 0.880 0.843

AVERAGE 0.828 0.841 0.812 0.831 0.837 0.833 0.846 0.839 0.842

Table 4. Results of three different output
representations on Sougou Corpus

Category Binary Probability Unnormalized
Automobile 0.829 0.848 0.872
Business 0.631 0.655 0.699

IT 0.719 0.731 0.724
Education 0.865 0.909 0.918

Sport 0.871 0.908 0.923
Ent 0.827 0.861 0.843

AVERAGE 0.807 0.838 0.842
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It is observed from Tables 1 and 2 that just using RBM trained by short texts
as feature selection already improves the performance over traditional SVM. If
training the RBM with corpus (long texts), the performance can be improved
further, although the F1 value in coffee category drops 2.5%, in sugar drops
0.3% in Reuter-25178, and in IT drops 1.8%, in Ent drops 0.3% in Sogou cor-
pus comparing to the original SVM result. The results demonstrate the inner
advantage of RBM as a feature selection method and could be further refined to
achieve better performance.

In Tables 3 and 4, Binary means sampling from the normalized probability
in hidden layers, Probabiliy denotes just outputting the probability of each
node’s value in hidden layers being equal to 1, and unnormalized is the pro-
posed approach, which uses the unnormalized probability (the input of sigmoid
function). From the tables it is seen that the performance of binary representa-
tion is unsatisfying, the probability representation is better and the unnormalized
probability performs best in general though the F1 value in categories such as
coffee, crude and sugar drop 0.7%, 0.15% and 1.6% in Reuter-25178 and 0.7%
percentage points in Sogou corpus compared against the probability output. But
the unnormalized probability output still outperforms the binary output in each
category. It can be concluded that using continuous value as output is better
than the binary output because it reflects the weights more specifically.

5 Conclusion and Future Work

In this paper we have proposed a model to classify short texts with RBM using
long texts. It utilised external information from long corpus to help address
the sparseness of the traditional vector space model (VSM) representation of
short text and RBM as feature selection, then we verify the effectiveness of the
proposed approach by carrying out some experiments on benchmark Reuters-
21578 and Sougou Corpus. In the future, we could refine our model to make it
enable to take the weight of different features into consideration.
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Abstract. In this paper an agent model for mediation in joint decision-
making processes is presented addressing a disputant-oriented inter-
vention, specifically an education technique. By wielding an education
intervention, a mediator can induce a learning process in a disputant.
Through this learning process, the disputant may change orientation to-
wards a specific action option. In this way the mediator agent assists two
individual social agents in establishing and expressing empathic under-
standing, as a means to develop solidly grounded joint decisions.

Keywords: mediation, empathy, joint decision making.

1 Introduction

In many real world scenarios, human individuals jointly have to decide on action
options. In these decision processes social aspects, such as communication and
empathic understanding, play an important role. In conflict situations, when
reaching a joint decision becomes difficult, the disputants may seek (often im-
partial) assistance from a human mediator (e.g., [12]). This paper is part of a
series on mediator support of joint decision processes. In [5], an analysis is made
on the possible outcomes of joint decision processes. Based on this, mediator
assistance for establishing mutual empathic understanding has been analyzed,
modeled and simulated in [6]. This paper extends the intervention repertoire of
the mediator with a disputant-oriented intervention, for example the education
technique as mentioned in [17]. The adopted aim of this intervention is to arrive
at the most stable outcome of such joint decision processes, where the involved
human individuals arrive at a common action option, with emotional grounding
for each individual, and mutually acknowledged empathic understanding be-
tween all individuals (e.g., [5], [15]). In this research the models and simulations
are constructed around two types of agents. Human individuals trying to reach
a joint decision are modeled as instances of the social agent model in accordance
with [15], with minor adaptations dependent on the context. The human in the
role of mediator is modeled in this paper as a mediator agent that is able to
educate one of the disputants in order to arrive at a stable joint decision.

C.K. Loo et al. (Eds.): ICONIP 2014, Part II, LNCS 8835, pp. 589–596, 2014.
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2 Hebbian Learning

Mediation literature is in general vague on determinants for applying specific
interventions (e.g., [17], [18]). Therefore, in this paper a scenario is adopted in
which the two disputants differ in their response to an external trigger. The
education intervention in this paper is modeled as a mediator agent providing
so-called pseudo-experiences to one of the individual social agents in the joint
decision process. Through these pseudo experiences the social agent goes through
a Hebbian learning process [7]. The mediator’s aim for providing these pseudo-
experiences is to influence the social agent’s orientation towards a specific action
option in relation to a world stimulus. This orientation may concern the perceived
relevance of an action option in relation to a stimulus, as well as the internal
simulation of an action option as part of the emotional valuing process.

3 The Adapted Social Agent Model

In [15] a social agent model for joint decision making is presented addressing
the role of mutually acknowledged emphatic understanding in decision making.
This neurologically inspired cognitive agent model uses the following principles:
mirroring (see also [11]), internal simulation (see also [8]) and emotion-related-
valuing (see also [3]). Interacting social agents may develop mutual empathic
understanding (see also [4]), which may be shown (nonverbal) and acknowledged
(verbal). For further details, see [15].

This section describes the adaptations to the social agent model, to enable
learning processes induced by receiving pseudo-experiences from a mediator
agent. The mediator’s aim for providing these pseudo-experiences is to influ-
ence the social agent’s orientation towards a specific action option in relation
to a world stimulus. This orientation may concern the perceived relevance of
an action option in relation to a stimulus, as well as the internal simulation of
an action option as part of the emotional valuing process. These two aspects of
an agent’s orientation relate to two connections in the social agent model: (1)
the connection between the sensory representation state for the stimulus SR(s)
and the action preparation state PS(a), and (2) the prediction link between the
action preparation state PS(a) and the effect state SR(e). In order to support a
learning process, these two connections are modified to support Hebbian learn-
ing (cf. [7], [14]), with an initial connection strength of zero. In addition to these
modifications, the weight of the connection between SR(e) and PS(b) is lowered
slightly in order to properly focus on the emotion-related valuing process. The
adaptations are summarised in Table 1.

4 The Mediator Agent Model

For the mediator agent a dynamical systems perspective is adopted as advocated,
for example, in [1], [13]. The quantitative aspects are modeled in a mathematical
manner as in [1], [13], [16]. This fits in the domain of small continuous-time
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Table 1. Social agent model modifications

From state Connection To state Hebbian learning

SR(s) ω31a 0.0 PS(a) X

PS(a) ω21e 0.0 SR(e) X

SR(e) ω31b 0.7 PS(b)

recurrent neural networks as advocated by [2] and inspired by e.g., [9], [10]; see
also [16].

This section describes the dynamical systems model for the mediator agent.
The mediator agent supports the expression and transfer of pseudo-experiences
to a social agent, in order to influence the social agent’s orientation towards a
specific action option in relation to a world stimulus. The pseudo-experiences are
expressed in terms of world states on the effects of actions, and aim to induce
learning processes in the social agent. These learning processes can strengthen
the connection between the sensory representation state for the stimulus and
the action preparation state, as well as the prediction link between the action
preparation state and the effect state (sensory representation of the effect of the
action). The strength of these connections represent the relevance of an action
option in relation to a stimulus, and the internal simulation of an action option
as part of the valuing process respectively.

SS(mr)

BS(ei)

SS(a)

IS(pe)

BS(si)

IS(epe)

IS(pause)

DS(tc)

ES(pe)

Fig. 1. Overview of the mediator agent model
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In order to provide successive pseudo-experiences to other agents, the media-
tor agent model (Fig. 1) supports multiple cycles. The state properties used in
the mediator agent model are summarised in Table 2. In each of these cycles a
high activation level for state IS(pe) models the expression of a single pseudo-
experience, followed by a pause between successive expressions. The state DS(tc)
models the occurrence of a single transfer cycle by maintaining a high activation
level. Within such a transfer cycle three other states sequentially obtain a high
activation level, indicating the start of a single transfer (state IS(pe)), the end
of a single transfer (state IS(epe)) and a pause in the transfer (state IS(pause)).
In each cycle, a high activation level for state IS(pe) leads to a high activation
level in state ES(pe), thereby expressing the pseudo-experience. Subsequently, a
high activation level for state IS(epe) in turn suppresses state ES(pe), thereby
ending the single transfer. Finally, a high activation level for state IS(pause)
suppresses state DS(tc), indicating the end of a cycle. The states IS(pe), IS(epe)
and IS(pause) can obtain a high activation level when:

– state DS(tc) has a high activation level, and
– the preceding state (in the sequence IS(pe), IS(epe), IS(pause)) has a high

activation level, and
– suppression by state BS(si) is reduced.

State BS(si), in combination with state BS(ei), establishes a rhythm for both
starting cycles and the timing interval within a cycle (transfer of pseudo-
experience and pause). Both states BS(si) and BS(ei) depend on a high acti-
vation level of the mediation request sensor state SS(mr). Finally, state SS(a)
may indicate that the mediation process is completed, effectively stopping the
transfer of pseudo-experiences.

The connections between state properties (the arrows in Fig. 1) have weights
as follows: the normal connections (solid arrows) have a weight of 1.0, and the
suppressing connections (dashed arrows) have a weight of -1.0.

5 Agent Interaction

As discussed above, the mediator agent provides the social agent with pseudo-
experiences. These pseudo-experiences are expressed in terms of world states
on the effects of actions. For this reason a connection is established from the
ES(pe) state of the mediator agent, to the effect state WS(e) of the social agent.
Feedback on the learning process is realised through a connection from the action
tendency state ES(a) of the social agent to the SS(a) state of the mediator agent.

The interactions between the agents, flowing through body states and world
states, comprise: (1) expression of feeling and intention from agents A and B
to the other agents, (2) verbal empathic responses for ownership of feeling and
intention from agents A and B to the other agents, (3) communication of pseudo-
experiences from the mediator agent to agent A.
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Table 2. State properties used in the mediator agent model, and settings used for
(initial activation) level, threshold τ and steepness σ parameters in the mediator agent
model

Notation Description Level τ σ

SS(mr) sensor state for detecting a mediation request 1.0 - -

SS(a) sensor state for detecting an intention expression for action
option a by social agent

0.0 - -

BS(si) belief state on the start of a timing interval 1.0 1.0 10

BS(ei) belief state on the end of a timing interval 0.0 1.5 10

DS(tc) desire state for a single transfer cycle 0.0 0.5 10

IS(pe) intention state for the start of a single pseudo-experience 0.0 0.6 10

IS(epe) intention state for the end of a single pseudo-experience 0.0 1.6 32

IS(pause) intention state for the pause after transferring a single
pseudo-experience

0.0 1.6 20

ES(pe) execution state for expressing pseudo experience 0.0 0.5 10

6 Simulation Results

In this section the simulation results are presented for one of the scenarios
that have been explored. In this scenario the mediator agent provides pseudo-
experiences to a social agent. The social agent incorporates Hebbian learning
[e.g., 7, 14] for two connections: the connection between SR(s) and PS(a) and the
internal simulation connection between the preparation state for action option
a PS(a) and the predicted effect state SR(e). The simulation uses the following
values for the Hebbian learning parameters: the learning rate is 0.03 and the ex-
tinction rate is 0.001. The settings used for the connection strength parameters
in the mediator agent model are as described in Section 4. The settings used for
the initial activation level, threshold and steepness parameters are provided in
Table 2. The simulation results are shown in Fig. 2.

In the simulation presented in Fig. 2, the mediator agent provides pseudo-
experiences to the social agent A. Initially, agent A does not express the tendency
for action option a, nor does it express any emotion felt towards this action
option nor does it develop its preparation states PS(a) and PS(b). Due to the
provided pseudo-experiences the strength of the social agent connections between
SR(s) and PS(a) and the connection between PS(a) and SR(e) increases. In
the simulation results these connection strengths are shown as black lines: the
lower black line shows the connection between PS(a) and SR(e), and the upper
black line shows the connection between SR(s) and PS(a). As a result of these
Hebbian learning processes, the social agent starts developing its preparation
states PS(a) and PS(b), and after time point 215 starts expressing its tendency
for action option a and its (positive) feeling towards action option a. Finally,
the expression of the tendency for action option a indicates to the mediator
that the process is completed, obviating the need for the transfer of additional
pseudo-experiences.
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Both agents may receive the world stimulus at different levels. In this scenario,
agent A and agent B receive a world stimulus at level 1 and level 0.5 respec-
tively. The latter means that agent B is dependent on agent A for its activation of
preparation for action option a and the associated emotional response and feel-
ing. Therefore the activation levels for agent B stay low until they increase due

Fig. 2. Influencing social agent A’s orientation towards action option a
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to agent A, through mirroring, internal simulation and emotion-related valuing.
Ultimately, both agents acknowledge their mutual empathic understanding.

7 Discussion

In this paper a mediator model was presented for wielding a disputant-oriented
intervention in assisting social agents in reaching a joint decision involving mu-
tually acknowledged empathic understanding.

The mediator model presented in this paper does what it is conceived to do, in
that a realistic scenario from the domain of dispute resolution can be simulated.
In the presented scenario the mediator is able to change one of the disputant’s
orientation towards an action option, and subsequently the disputants may be
in the position to reach a joint decision with mutual empathic understanding.

Reaching a solidly grounded joint decision is an important factor in media-
tion as it may relate to the satisfaction of disputants with the mediation-result.
Moreover, in situations where the disputants are assumed to have an ongoing
relationship after mediation [18], the factor of empathic understanding may be
important.

Mediation is a large and multifaceted domain. Literature on mediator inter-
ventions and techniques is mainly descriptive, and sparse on determinants for
selecting an approach (e.g., [17], [18]). As mentioned in [18] it is difficult, time
consuming and expensive to investigate ongoing mediations. For these reasons it
is problematic to obtain data on effectiveness of mediation techniques, perhaps
also because of confidentiality issues. Therefore validation with laboratory or
field data for mediation processes falls outside the scope of this paper, and is
left for future work.

The computational architecture as used in this paper does not mean that the
results are dependent on the specific design and implementation aspects for the
social agents. The mediator agent depends only on external aspects that are
assumed to exist in human interaction, such as the expression of intention and
emotion, and communication.

The computational model contributed in this paper may provide a basis to
further explore the development of support for joint decision making processes,
for example in the form of a mediation assistant agent. Such an assistant may
provide analysis and give process advice in order to develop a joint decision,
and take care that no escalating conflicts arise. This will be a direction of future
research.
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Báez Patricio, Garćıa I-50
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