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Abstract—Neural networks with threshold activation functions
are highly desirable because of the ease of hardware implemen-
tation. However, the popular gradient-based learning algorithms
cannot be directly used to train these networks as the threshold
functions are nondifferentiable. Methods available in the literature
mainly focus on approximating the threshold activation functions
by using sigmoid functions. In this paper, we show theoretically
that the recently developed extreme learning machine (ELM) algo-
rithm can be used to train the neural networks with threshold func-
tions directly instead of approximating them with sigmoid func-
tions. Experimental results based on real-world benchmark regres-
sion problems demonstrate that the generalization performance
obtained by ELM is better than other algorithms used in threshold
networks. Also, the ELM method does not need control variables
(manually tuned parameters) and is much faster.

Index Terms—Extreme learning machine (ELM), gradient de-
scent method, threshold neural networks.

I. INTRODUCTION

MULTILAYER neural networks have attracted a lot of
interest in past decades. Although the neural networks

with analog activation functions such as sigmoid and sine in
hidden layers have great computational capabilities, the net-
works with the threshold or hard-limiting activation function in
hidden layers

(1)

are still desirable due to the following reasons.

1) The threshold units are easy for hardware implementation
[1], [2].

2) The relationship between the size of the networks using
threshold units and the complexity of the training are
better understood [3], [4].

However, the widely used back-propagation (BP) learning algo-
rithm [5] and its variants cannot be used to train the threshold
neural networks directly as the threshold functions are nondif-
ferentiable. Hence, in literature, many research efforts [2], [6],
[7] have been pursued to modify the gradient-based learning
methods to be applicable indirectly for networks with threshold
units. BP and its variants are usually slow in learning and may
face local minima problem. The validation process (selection of
control parameters such as the learning rate, number of hidden
neurons and learning epoches) is complicated and challenging
to users, especially to those having little domain knowledge in
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the neural networks area. The large computational cost involved
in the learning process makes implementing an online learning
system on chips rather difficult. Thus, these algorithms are nor-
mally trained offline first and then the parameters (weights and
biases) of neural networks are transfered to the threshold net-
works in hardware implementation.

Recently, a novel learning method for single-hidden-layer
feedforward neural networks (SLFNs) named extreme learning
machine (ELM) algorithm has been proposed in Huang et al.
[8]. In this algorithm, the input weights (of the connections
linking the input neurons to hidden neurons) and the bias of the
hidden neurons are randomly generated based on continuous
distribution probabilities (the uniform distribution probability
is used in our simulations) and kept fixed. The output weights
are then analytically determined. ELM learns much faster than
the traditional BP without loss of generalization performance.
As indicated in Huang et al. [8], ELM algorithm will work
for the neural networks with threshold units as well. However,
a detailed performance study of ELM for threshold neural
networks has not been carried out so far and this paper attempts
to fill this gap. The aim of this paper is two-fold: 1) to prove,
in theory, that similar to ELM for sigmoid networks in theory
the input weights and biases of the threshold networks can
also be assigned randomly based on continuous distribution
probabilities (such as uniform distribution probability used
in our simulations) and thus ELM can be used to train such
networks easily without any modifications; 2) to provide a de-
tailed performance evaluation of ELM for threshold units based
on a number of real-world benchmark regression problems.
Simulations results show that the ELM for threshold networks
achieves better generalization performance than those trained
by other BP methods.

II. BRIEF REVIEW OF LEARNING ALGORITHMS FOR

THRESHOLD NETWORKS

As the threshold functions are nondifferentiable, the gradient
descent learning algorithms for multilayer feedforward neural
networks cannot be directly applied. Hence, a number of modi-
fications to gradient descent methods have been proposed in the
literature. Toms [6] proposed a gradient descent learning algo-
rithm for networks with hybrid activation functions which lin-
early combine the sigmoid and threshold functions as

(2)

where the is sigmoid function and is a threshold func-
tion. The training is initiated with . During the training,

is gradually decreased to 0. Thus, the activation functions
of hidden neurons gradually are transformed from pure analog
units to pure threshold ones. The activation function is not
a direct threshold function and is differentiable everywhere ex-
cept at .
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Fig. 1. Threshold unit can only be approximated by sigmoid unit with
sufficiently large gain parameter �.

Corwin et al. [2] has proposed an iterative method for
training multilayer networks with threshold functions. The
sigmoid function with a gain parameter is used in the training
instead of the threshold function directly

(3)

If the training error is small, the gain parameter is gradually
increased during the training until the slope of the sigmoid is
sufficiently large to allow a transfer to a threshold network with
the same architecture. However, in many cases, the error may
not be small enough to allow the to be increased. On the other
hand, as shown in Fig. 1 may need to be big enough to let the
sigmoid unit approximate the threshold unit properly.

In a method very similar to BP, Goodman and Zeng [7] com-
pute the “pseudo-gradient” (instead of the true gradient), using
the gradient of a sigmoid function as a heuristic hint in place of
that of the hard-limiting function. As commented by Goodman
and Zeng [7], the “inaccuracy” of the pseudo-gradient exists in
hidden layers.

Bartlett and Downs [1] proposed a probability distribution
based gradient descent approach. This approach assumes that
the units’ weights are random variables with probability
density functions . When these weights are normally
distributed with mean and standard deviation , then the
training of the networks can be easily achieved by adjusting
the parameters of the cumulative distribution function (CDF)
of each weight . Finally, the mean is considered as the
weight and its standard deviation as the weight of an
additional connection between a Gaussian noise source and
the unit. Because of the large computational cost involved in
the training, Bartlett and Downs [1] has indicated that this
algorithm is not suitable for online training.

Plagianakos et al. [9] have presented an algorithm for
training threshold networks by using the differential evolution
(DE) strategy. Although this algorithm need not compute the
gradient of the error function, it does need an iterative learning
scheme. Also, several control variables (mutation amplifica-
tion, crossover constant, number of generalizations) need to
be manually tuned making it slow especially for large size
applications.

It should be noted that all the above algorithms are not suit-
able for online learning in environments where target functions
may change often. They are only suitable for offline training
(outside the chips), and parameters obtained after the comple-
tion of the training are then transferred to the threshold networks
in chips.

III. ELM FOR THRESHOLD NETWORKS

Huang et al. [8] have alluded that ELM works for SLFNs
with different activation functions including threshold func-
tions. However, this has not been shown theoretically. In this
section, we prove that in theory ELM can be used to directly
train single hidden layer threshold networks.

A. Approximation Problem of SLFNs

For arbitrary distinct samples , where the
input and the target

, standard single-hidden-layer
neural networks (SLFN) with hidden neurons and activation
function are mathematically modeled as

(4)

where is the weight vector
connecting the th hidden neuron and the input neurons,

is the weight vector connecting the
th hidden neuron and the output neurons, and is the bias of

the th hidden neuron. denotes the inner product of
and .

The fact that standard SLFNs with hidden neurons can
approximate these samples with zero error means that

, i.e., there exist , and such that

(5)

The above equations can be written compactly as

(6)

where is called the hidden layer output matrix of the SLFN
[10], [11]; the th column of ,

, is the th hidden neuron output with respect to inputs
. and .

B. ELM Learning Algorithm for Threshold Networks

From the main results of [11], [12], the following lemma can
be formulated.

Lemma 3.1: A SLFN with hidden neurons with the activa-
tion function and with randomly chosen
input weights and hidden biases can learn distinct observa-
tions with any arbitrarily small error.

In fact, arbitrarily small error is not required in real applica-
tions. Instead, the training error obtained using the network
is only expected to be smaller than a given nonzero target error

. Based on this, We have the following.
Theorem 3.1: For a SLFN with the activation function

in the hidden layer, given any constant
, there always exists an integer such that a

SLFN with hidden neurons and with randomly chosen input
weights and hidden biases can learn distinct observations
with a training error less than .

Proof: According to Lemma 3.1, there always exists an
integer such that , otherwise as
an extreme case we can simply choose .

We now extend this theorem to threshold networks as given
below.
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Theorem 3.2: Suppose that threshold activation function
is used in the hidden layer. Given any

nonzero constant there always exists an integer
such that a SLFN with such hidden neurons and with ran-
domly chosen input weights and hidden biases can learn
distinct observations with its training error less than .

Proof: Since Theorem 3.1 holds for all positive gain pa-
rameter and , the theorem holds.

Thus, very interestingly, similar to sigmoid SLFNs [11], [13]
the input weights and hidden biases of threshold SLFNs are in
fact not necessarily tuned and the hidden layer output matrix
can actually remain unchanged once random values have been
assigned to input parameters and hidden neuron biases in the
beginning of learning. According to Theorem 3.2, there exists

and randomly generated input weights and hidden neuron
biases ( ) such that

(7)

In most cases the number of required hidden neurons is much
less than the number of distinct training samples, ,
making a nonsquare matrix. For fixed input weights and
the hidden layer biases , from (7), to train an SLFN is simply
equivalent to finding a least-squares solution of the linear
system . The unique smallest norm least-squares solu-
tion of the above linear system is

(8)

where is the Moore–Penrose generalized inverse of ma-
trix . The learning procedure of ELM algorithm for threshold
neural networks can therefore be described as follows.

ELM Algorithm:
Given a training set

, threshold activation function
and number of hidden neurons

Step 1: Assign random input weight and
bias of hidden neurons , .
Step 2: Calculate the hidden layer output
matrix .
Step 3: Calculate the output weight

(9)

C. Analysis of Generalization Performance

Unlike BP learning algorithms, ELM obtains both the
smallest output weights and the smallest training error.
As analyzed by Huang et al. [8], from the viewpoint of
Vapnik–Chervonenkis (VC) dimension (and hence number
of parameters) [4], this method tends to achieve good gen-
eralization performance. Gradient-based learning algorithms
like back-propagation have the difficulty of reaching the good
generalization performance since they only try to obtain the
small training errors without considering the magnitude of the
weights. (For detailed discussions, refer to [4], [8], [11])

IV. SIMULATION RESULTS

In many applications, threshold networks have been approx-
imated by sigmoid SLFNs with different gain parameters and

TABLE I
SPECIFICATION OF 14 BENCHMARK REAL LIFE DATASETS

then trained by BP and its variants. In this section, the perfor-
mance comparison will be conducted between such BP based
threshold network training algorithms and ELM algorithm for
SLFN networks on 14 benchmark real life regression problems1

which cover various fields of applications. The specifications of
the datasets are listed in Table I. In our experiments, all the in-
puts (attributes) have been normalized into the range [ , 1]
while the outputs (targets) have been normalized into [0, 1].
Both the input weights and hidden biases are randomly gener-
ated from [ ,1]. The average performance is obtained based
on 50 trials of simulations done for each learning algorithm
for each problem, and all datasets are randomly reshuffled into
training set and testing set at each trial of simulations.

Since the BP algorithm cannot be applied to the threshold
activation function directly, similar to Corwin et al. [2] sig-
moid SLFNs with different gain parameters are used to ap-
proximate threshold networks in our experiments. BP and ELM
are running in the MATLAB 6.5 (Windows version) environ-
ments. Levenberg–Marquardt (LM) learning algorithm, one of
the fastest BP variant, is used in our simulations (cf. HELP
of MATLAB). All the simulations have been run on the same
PC with Pentium 4 3.0 GHZ and 768 MB RAM. It has been
known that SLFN with too few hidden neurons may be inca-
pable of learning whereas SLFN with too many hidden neu-
rons may be overfitting. In both cases, the SLFNs do not pro-
duce good generalization. Thus, the size of the SLFN (number
of hidden neurons) for both BP and ELM can be well chosen
through an extensive validation process for each algorithm on
each dataset, which provides almost the best validation perfor-
mance for an algorithm in a dataset. For example, in our cases,
the neuron numbers of BP and ELM are searched from the

1The datasets can be downloaded from http://www.niaad.liacc.up.pt/~ltorgo/
Regression/ds_menu.html

http://www.niaad.liacc.up.pt/~ltorgo/
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Fig. 2. Average generalization performance comparison of threshold networks
directly trained by ELM algorithm and threshold networks approximated by
analog networks trained by BP algorithm.

range and the best generalization
performance obtained by BP and ELM are shown in this paper.

As shown in Fig. 1, sigmoid units can approximate threshold
units only when the gain parameters are set large enough;
otherwise one actually deals with a sigmoid network instead of
threshold network. As shown in Fig. 2 and Table II, ELM for
threshold networks usually obtains much better generalization
performance than BP learning algorithms. Here the threshold
networks are approximated by sigmoid networks with gain pa-
rameters and as set in Corwin et al. [2]. We
have tried to gradually increase the gain parameter and check
the relationship between the generalization performance and .
As observed from Fig. 3, the generalization performance tends
to decrease when the is increased.2 Thus, the gradient de-
scent method which gradually transforms the activation func-
tions from sigmoid to threshold may not provide satisfactory
performance when threshold units are approximated by sigmoid
functions with higher gain parameters .

As shown in Table III the ELM algorithm is very stable
and able to obtain much smaller standard deviation of testing
errors. As shown in Table IV, the ELM algorithm runs much
faster than BP. Since the input weights and hidden biases of
ELM are randomly generated instead of being fine-tuned, ELM
usually needs more neurons than other learning algorithms.
For example, if the target function is a sigmoid function:

, BP with sigmoid activation function
and one hidden neuron can approximate

this target function after fine-tuning the input weights and
hidden bias. Obviously, in general, ELM with one hidden
neuron (with random input weights and hidden bias) cannot
approximate this target function and ELM may need more
neurons (around 10 in this case) so that the combination of all
these neurons can approximate it.

V. DISCUSSION AND CONCLUSION

It is well known that compared with analog neural networks
threshold networks can reduce the complexity of neural net-
work implementation in hardware. The traditional backpropa-

2For the sake of readability, only a partial of all simulation results are shown
in Fig. 3.

TABLE II
COMPARISON OF AVERAGE GENERALIZATION PERFORMANCE (AVERAGE

ROOT MEAN SQUARE ERROR (RMSE) OF TESTING) OF DIFFERENT

LEARNING ALGORITHMS

Fig. 3. Generalization performance of analog approximated threshold
networks depends closely on the gain parameter �.

gation algorithm cannot be applied to such threshold networks
since the required derivatives are not available. Many learning
algorithms do not deal with threshold networks directly and in-
stead use some analog networks to approximate them such that
gradient-descent method can finally be used. Similar to conven-
tional BP, these methods may face local minima and over fitting
issues. To our knowledge, all these learning algorithms [1], [2],
[6], [7], [9] may face difficulty for online and/or hardware im-
plementation due to the following.

1) Besides network size many control variables (manually
tuned parameters) are required to be manually selected
in advance.

2) Learning parameters (connection weights and hidden
neuron biases) can be transformed to threshold networks
in hardware only after training is completed.
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TABLE III
COMPARISON OF STANDARD DEVIATIONS OF TESTING RMSE OF DIFFERENT

LEARNING ALGORITHMS

TABLE IV
COMPARISON OF TRAINING TIME AND NUMBER OF HIDDEN NEURONS

OF DIFFERENT LEARNING ALGORITHMS

3) All of these algorithms face difficulty when the learning
tasks change over time, which does often happen in real
applications.

In this paper, based on the results obtained for sigmoid
networks [11], [12], we have shown in Theorem 3.2 that the
input weights and hidden neurons biases for threshold networks
can be randomly assigned instead of greedy tuning. Once
the input weights and hidden neurons biases are randomly as-
signed, unlike the conventional gradient-descent based methods
which often get stuck in local minima, ELM tends to reach
global minimum directly by using Moore–Penrose generalized
inverse method. We further showed that the ELM learning
algorithm can directly be used to train threshold networks
with good generalization performance. This has been verified
by the simulation results based on a number of real-world
benchmark applications. The results also show that ELM for
threshold networks takes lesser training time and obtains stable
performance. Compared to other learning algorithms, ELM
with a given network architecture requires no parameters to be
manually tuned and hence is easy to use, especially for ordinary
users who do not have domain knowledge in neural networks.
In order to encourage open development, testing and expansion
of the ELM, ELM source codes have been released in the ELM
website http://www.ntu.edu.sg/home/egbhuang/.
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