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Climate Drivers - Provocative Questions, Issues, Challenges

Bill Howell,  18May06  -  Crazy hypothesis to stimulate thought and debate.  Mix with beer and chicken wings on a hot and sunny summer day.

WARNING:  None of the statements below is likely to be true.  I haven't checked my numbers and sources either.

[CO2] = atmospheric concentration of CO2

A.  Climate Modelling and Prediction

 1. The dominant drivers of global average temperatures (at widely varying timescales) are (in decreasing order of importance, intended to rile many): 

a) Astronomy:  solar activity; Earth orbitals, axis inclination and precession; cosmic radiative flux (including interactions with ; ?other?

b) Geology:  internal geomagnetics; exceptional volcanic activity (there is always some activity! - this includes GHG and particulates emissions), ?perhaps tectonics?

c) Biology:  Evolutionary improvements in plant and animal physiology may be key determinants of the long-term equilibrium concentration of CO2 in the atmosphere.  Examples might be the angiosperm/ gymnosperm transition ?400 My ago? As used in the Geocarb model, and the C3/ C4 (grasslands) transition ?8 My ago.  Humidity is also a key factor in this relationship.

d) Anthropogenic greenhouse gas fluxes:  Up until 25 years ago time series analysis show no significant impact of CO2 concentrations on temperature once the million-year model of CO2(temperature) based on Vostok and EPICA ice-core data is taken into account.  The deviations over the last 25 years are within the expected range of variances that occur in historic temperatures near the peak of long-term solar cycles.

Mediating influences are: 

a) Geology:  ocean circulation/ oscillations, pH, and CO2 concentrations (solubility with Temperature).  As temperatures rise, the equilibrium concentration of CO2 in the atmosphere rises; 

b) Biology:  photosynthesis (land and sea) is sensitive to carbon dioxide concentrations, temperature and humidity (among many other variables).  As with the solubility of CO2 in the ocean, when the temperature rises, the residual CO2 in the atmosphere left after photosynthesis will also tend to rise. 

2) Other than Milankovich cycles, short term variations in solar and celestial activity are irrelevant to climate

As has been repeatedly stated, changes in solar irradiance and cosmic radiative flux are far too small to be significant in relation to the observed climate changes.  Historical data series (for example, sunspots & temperature) are inconsistent in the direction, phase and magnitude of any presumed correlation.  There is a long history of seeing phantom relationships in the data series.

3) Climate forcings are not important, other than on the time-scale of Milankovich cycles

A persistent problem with climate models is that the variability of climate systems and their apparently non-stationary behaviour swamps the signals and relationships that we are trying to detect.  In other words, even if associations or causations are established, they will be small in comparison to the system variability.  This includes any effects of greenhouse gases, which we can already see are small in relation to the swings in climate on a 1,000 or 2,000 year basis.  We are trying to read too much into this, and we are vastly exaggerating effects in light of the high "internal" variability of climate systems.

4) CO2 concentrations are primarily a function of global average temperature, even in recent decades.

This hypothesis is worth testing.  A straightforward interpretation of the published results of the Vostok and EPICA ice-core projects in Antarctica is that to a first approximation, [CO2] is a strong function of temperature.  Both temperature and [CO2] provide very complex time signatures that correspond relatively well (I don't have the statistics on hand).  Even though these results are often cited as proof of the role of CO2 in driving temperatures, that cannot be the case, as the [CO2] signal typically (but not always) lags the temperature signal (by something like 300 to 3,000 years or thereabouts, very roughly if I remember correctly).  While for some systems the dependent signal might precede the independent, causative signal (see note below), that would not be the case for climate changes.  

The apparent rapid rise in [CO2] since 1850 is similar to past changes in [CO2], well before supposed anthropogenic effects arose.  For example, the EPICA data series show similar high [CO2] and highly variable [CO2] at the peak temperatures of the glaciation (Milankovich orbital) cycles, and they threw out some outlier data points.  Possibly some of these points were too high in their opinion to be retained for analysis, but were accurate reflections of actual spikes in [CO2].  By applying a model based on the ice-core-derived model for [CO2] as a function of temperature, and taking into account real data variability, there isn't likely much of a residual that has to be explained by anthropogenic [CO2].  Even if there is, inaccuracies in the major variables (temperature, time, astronomical and geological influences on temperature) are probably more important then the anthropogenic CO2 flux for explaining residuals.

Riddle:  We could only think of two broad class of systems for which a dependent variable can change BEFORE the causative independent variable changes (ignoring measurement artifacts).  Maybe you can think of examples.  

5) GHG emissions do not have a significant independent impact on climate.  

Based on laboratory tests of GHG effects (closed systems) and Global Circulation Models (GCMs), the dominant theory over the last ??? years is that anthropogenic emissions of GHGs are the major reason for increasing temperatures since 1850.  However, these effects are NOT observed in climate records over the presumed timeframe.  Unlike solar, cosmic and volcanic activity, there is essentially NO correlation between CO2 levels and temperatures over that 150 year timeframe, except the overall average trend which can be explained by the expected CO2 response to temperature changes arising from other drivers.  It is likely that anthropogenic CO2 fluxes, being minor compared to the overall CO2 cycle, are easily mediated by biological and geological processes.  Furthermore, any effect of anthropogenic CO2 is likely dwarfed by the role of humidity and cloud cover and their variability.

As a case in point, the Medieval Warm Period (?800-1200?) was warmer than today, in spite of the fact that anthropogenic GHG emissions were essentially zero compared to today, and there doesn't appear to be anything in the GCM models that can explain that.  Another point to keep in mind is that [CO2] was 10 to 50 times higher at the time of the angiosperm/ gymnosperm transition (?~1 Gy ago?) according to Geocarb modeling inputs, but the temperature was probably not 15 Celcius degrees higher on average than it is today  ( = 2.5 Celcius * ln(50)/ln(2), using the admittedly simple model of Hoyt & Schatten).

6) The effect of an increasing [CO2] is effectively capped

Because CO2 affects a particular band of the spectrum, and that band is already substantially absorbed, further increases in [CO2] affect a progressively smaller portion of the overall radiation from the Earth.  The whole spectrum of Earth's radiation will not "leak into" the CO2 band.

7) Global Circulation Models must have astronomical, geological and biological inputs

While successful for weather forecasting on the scale of days or a week or two, are not currently set up to properly handle climate.  While models are a key tool for advancing our understanding, especially of complex subjects, models that cannot adequately represent reality should never be presented as being authoritative, and they should not blind us to reality.

The first point to make is that no faith should be put into GCMs until they are capable of "predicting past data", which they apparently have not been able to do in their versions to date.  Certainly, they are completely inadequate/ uncompetitive when compared to simple empirical models that utilize only astronomical forcings.  It even appears that they cannot handle the first mild trend reversal for data prior to ~1950, let alone the second reversal around 1930 or the moderate events like the Medieval Warm Period (?800-1200?), Spoerer minimum (~1500), Maunder minimum (1645-1715), and the relatively mild Dalton minimum (1795-1825).   Forget about glaciations and the Milankovich cycles.  Therefore, until they account for major climate drivers, the GCMs are therefore useless for predicting any really important climate changes that could be imminent.

The second point should be an explanation of the necessity of including the three forcings that are mentioned (astronomical, geological and biological).  Astronomical drivers were mentioned in the last paragraph, and major volcanic events have been extensively studied and I believe are at least partially incorporated into GCMs via the effect of aerosols (?and perhaps CO2 and CH4 emissions?).  However, there is a relative dearth of, or very low profile for, biological mediation of [CO2].  I suspect that future research will clarify that, and biology will be recognized as a major "[CO2] equilibrium" mediator.

R.A. Berner, Z. Kothavala "GEOCARB III: A revised model of atmospheric CO2 over phanerozoic time", American Journal of Science, vol 301, Feb 2001, pp182-204

CO2 levels were 10 to 50 times higher in the past (Figures 3 through 10), starting ~400 My ago (pre-Devonian).  This is explained in terms of gymnosperm to angiosperm (vascular) plant types.

T.E. Cerling, J.R. Ehleringer, J.M. Harris "Carbon dioxide starvation, the development of C4 ecosystems, and mammalian evolution" Phil TransRSocLondB vol 353, pp159-171, 1998

The paper shows that C4 grasses expanded over last 6 to 8 Million years, causing "CO2" starvation" of plants.

My additional interpretation is that this shows that perhaps plant photosyntheis (land and marine) may be an important "equilibrium [CO2] determinant", even more than the oceans or geologic take-up and release, for the short to mid-term (~1 ky), and that this role is highly temperature sensitive.  Refer to the Geocarb model for a discussion on the gynosperm-angiosperm transition ca ?470 My ago?, which also is assumed to have had a major effect on shifting [CO2].  Humidity would possibly also be affected, as plants could tolerate lower humidity conditions, and may have contributed to regional dessication compared to older C3 plants?

8) Global Circulation Models as "small-world universal function approximators"

Global Circulation Models may not provide confirmation of the assumed physical processes upon which they are built, even if they fit complex time series relatively well.  

[…need to add the details…]

This principle is very well illustrated by the paper of Julio Valdes and Graham Bonham-Carter (see the references).

9) History can trump science

It almost seems that it has been the historians who have taken the lead in straightening out misconceptions in an area of complex science, as it they who sounded loud and clear that scientific theories were flying in the face of historical fact.  Perhaps they are so shrill because they remember the characteristics of some of the groups who at different times throughout history have attempted to rewrite it…

10) End of list (don't use – delete when finished list)

Provocatative questions about:

B.  Epidemiology

 1.   Assuming that there is a solar influence on the occurance of pandemics, how does this happen, and are there different types of mechanisms depending on the class of disease?

radiation & mutation

rapid changes in solar irradiance and temperatures – perhaps this is suggested by E.N. Parker in the forward to the book by Soon & Yaskell:

Willie W-H Soon, S.H. Yaskell "The Maunder Minimum and the variable sun-earth connection" World Scientific Publ, Signapore, 2003 278pp

Great science & biography.  Historical advances and debates.  Discusses variable behaviour of the sun over time.  The foreword by E.N. Parker is thought-provoking and very quotable.

"...[Parker]  The 17th century in North America, Europe, and China provides an outstanding example of the onset of cold.  The principal impact is on agriculture, i.e. food supply, particularly near the northern limits.  Famine begets social and political turmoil, as well as pestilence and death.  It is as important to appreciate the social impact of the transient cold as it is to understand the cause of the cold.  The onset of warm periods has a comparable destructive impact, but in other ways in other parts of the globe, e.g. the prolonged drought in what is now the Southwestern United States during the unusually warm 12th century7."   

It is strange that Parker doesn't specifically mention WAR, albeit "social & political turmoil" does include war, but perhaps war is a particularly important extreme form of turmoil.

 2.   What are the major drivers of pandemics, depending on the class of disease?  As context for solar discussions, how does the solar influence compare to the major determinants of pandemics?

a) 
change in inherent pathogen virulence through mutation or exchange of genetic material or transfer from animals

b)
civil engineering issues – clean drinking water and proper removal/ treatment of sewage (or lack or failure thereof – eg wars or rapid urban slum growth, for waterborne diseases), garbage removal & disposal

c)
personal, societal, and agricultural hygiene – eg washing hands, quarantine of infected individuals, destruction of infected animals

d)
overall societal health – famine, quality & cleanliness of food, availability of cheap energy to boil things to eat, etc

e)
climate conditions – adequate housing and clothing to handle extreme, sustained drops in temperature, extreme conditions leading to crop failure (see point d above) especially for several years in a row

 3. Ruddiman's theory that epidemics are a major influence on [CO2], which in turn influences temperatures

Howell – there is an interesting reference by Ruddiman to pandemics:

W.F. Ruddiman "The anthropogenic greenhouse era began thousands of years ago" Climate Change, vol 61, pp261-293, 2003

Ruddiman shows that Milankovich-type "cycles" would normally have led to the onset of glaciation several thousand years ago.  He credits this to anthropogenic CO2 from forest burning to accommodate agriculture and cities, rather than to 2 other possible "natural" forcings: natural loss in terrestial biomass and changes in ocean acidity.  However, he misses ta very important variable: temperature!! (likely because he considers this to be a dependent variable). 

From the viewpoint of epidemiology, Ruddiman explains occasional significant declines in [CO2] over the last 2000 years on pandemics, which kill off farmers and others, leading to forest regrowth until farming and population pick up again.  Of course, another way of looking at it is perhaps rapid, modest swings in temperature cause local crop disruption (partially but not greatly through quickly reduced [CO2]), with famine disease and pestilence, and war thereby ensuing.  (as per E.N. Parker's intro to the book by Soon & Yaskell)

Bill Howell -  A very crude sketch is attached of pandemics from the Ruddiman paper (in turn based from Cartwright 1991 and Bray 1996), marked on a graph of delta C14 from the Soon & Yaskell book (graph from John Eddy 1980).  I'm not comfortable saying much about it.  Each disease seems to occur during BOTH increasing and decreasing temperatures (indicated by the converse decrease and increase of C14) which isn't reassuring.  If you look at the graph long enough you can convince yourself that temperature swings tend to coincide with pandemics in a very rough way, but it really needs a much better analysis/ graph.
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Fig. 5. History of relative radiocarbon concentration from tree ring analysis. S is for Sporer. anc
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M is for Maunder. and both these dips mean more '*C (relative to '-C. in units of per mille or part

per thousand in concentration) to what was manufactured in the atmosphere. showing up in trees sen-
sitive to moisture. Note that Eddy displayed more '*C downward. In contrast GM (Grand or Greu!
Maximum) denotes times of reduced *C production occurred during the Medieval Maximum. Note

that the highly diluted '*C level in modern times. say since the 1900s. is a result of fossil-fuel and

coal burnings (the so-called Suess effect). The smooth sinusoidal curve

("making the ski-slope”

overlaid on the *C data could be tied to the effects caused by a gradual variation of the Earth’s mag-
netic dipole field intensity. (Atter John A. Eddy. 1980)
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disease (Diamond, 1997). Outbreaks of diseases with high mortality rates can be
categorized as local epidemics (occurring at the scale of cities or single countries).
regional epidemics (sub-continental to continental in scale). and pandemlu muln
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