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Summary : 
Schmidhuber is a fantastic speaker - humourous and deep 
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How to approach the generation of Questions 
Diverse "Questioners"
Right now - perhaps too limited a group to draw from (several from the Organising Committee only), and it's not clear that any of us have experience with Deep Learning, nor that many are keenly interested in Deep Learning per se other than it is a "hot field".    

It's not that I think only experts should formulate the questions - quite the opposite, as most people will NOT be experts,m and questions from like-minded people may be of greatest value overall.  But someone with key mathematical/technical insights and a very different perspective than Juergen's might ask a very thought-provoking question of a "deep" scientific nature that could be extremely interesting - for us and Juergen!

One example might be the issue of "Curiosity and knowledge-seeking" in the section "Schmidhuber's interests" below.  This is similar to Leonid Perlovsky's "Thirst for knowledge", and that might give rise to an interesting short dialog between the two.  

I myself won't look at sources like that until AFTER I've had time to think through the subject myself.  That way, I get a better feel for what I have missed, and how the others understand it contrasts with my own very limited knowledge, and NO experience.

Schmidhuber's "Deep Learning" review article 
I think that it is MOST important to be aware of the full content of his very broad AND deep review article!  Schmidhuber lays down the history, evolution, triumphs and challenges of the Deep Learning field extremely well, and does conjecture about what the challenges and opportunities for the future may be.  In a sense, it is important to do the homework first.  I did go through draft versions of the article about a year ago, but most of my neurons involved died or wnt on to other things, so I'll have to go through it again.

Pulling questions from Question&Answer blogs of Yann LeCunn,  Geoffrey Hinton, and other experts
Simone - you mentioned that you went through a Geoffrey Hinton (?reddit?) blog, and I assume you may have been intrigued by some of those questions.   A Yann Lecunn reddit blog is :  www.reddit.com/r/MachineLearning/comments/25lnbt/ama_yann_lecun  

Ask Schmidhuber!
He'll certainly help to guide questions - not all of them, but he'll see where important, exciting, informative gaps exist in the questions presented to him for selection.  What I'm suggesting here is different from the section "Schmidhuber's own questions" below

Use Social Media to generate questions? 
What if you used your social media to give an opportunity to readers to present questions, PLUS work some way of narrowing them to 5 or so to include in your list?  This could be fun, and it would generate interest and activity on the social media that others can view.

Schmidhuber's own questions : 
"A great questions is worth a thousand good answers."
The purpose of this section ISN'T to have Schmidhuber help compose questions that he can answer (that is mentioned in the previous section), but to ask him to pose 3 to 5 open questions that interest HIM.  He doesn't answer the questions, he just poses them.  Again, that could also be fed to Social Media.

What are Schmidhuber's top questions for Deep Learning, and the future of [NNs, CompInt, Post-scientific thinking,  Philosophy, Epistemologies]?
What questions do Schmidhuber think are most exciting at the current time, and for the "Deep Future"?
Howell's interests : 
Real-time [voice+text] verbal conversation between languages
info-prompts, cultural context, 

Mixed architectures - function and formalised
Evolvability -  
Multiple Conflicting Hypothesis

Proofs, Dis-Proofs, and Non-Proofs 

Godel versus phenomenological beliefs when using universal function approximators
Modularization, reusability issues
Yann Lecunn's Plenary for WCCI2014 Beijing -  Yann commented on the surprising "re-usability of DL results across different challenges.  How far does this go now, and what hope does it give us for even more powerful DL reusable code/ concetps, and perhaps "programming"?  For me, this also leads into the "DNA" question, and evolution.

DNA-specified, evolving RNNs, compact encoding

Limitations of fixed weight, random FNNs and RNNs - but perhaps a way out? 
"...   Sometimes we also speak of the depth of an architecture: SL FNNs with fixed topology imply a
problem-independent maximal problem depth, typically the number of non-input layers. Similar for certain SL RNNs (Jaeger, 2001; Maass et al., 2002; Jaeger, 2004; Schrauwen et al., 2007) with fixed weights for all connections except those to output units—their maximal problem depth is 1, because only the final links in the corresponding CAPs are modifiable. In general, however, RNNs may solve problems of potentially unlimited depth.   ..."

End of Section 3 : 
"...   It is possible to model and replace such unmodifiable  environmental PCCs through a part of the NN that has already learned to predict (through some of its units) input events from former input events and actions (Sec. 6.1).  Its weights are frozen, but can help to assign credit to other, still modifiable weights used to compute actions (Sec. 6.1). This approach may lead to very deep CAPs though.   ..."

>> Howell :  Perhaps this provides an escape, leading to DNA-specified, evolved RNNs (MindCode), that can quickly and effectively build CAPs of depth?

Confabulation Theory - Robert Hecht-Nielsen  

140430 email Howell -> Schmidhuber 
Robert Hecht-Nielsen & Confabulation Theory -  I had thought vaguely about Hecht-Nielsen's "Confabulation Theory" when I first read your 14Apr2014 draft Overview.  His "thalamo-cortical loop" theory of cognition seemed pretty interesting to me at the time, and I was stunned by his claimed results - so much so that I did a quick, un-scientific survey of his "Next Plausible sentence" example in his book (see three sub-sections below in this email).  I hadn't seen pure-machine response composition like that, and even questioned if it was real.   His examples at the time were fairly simple in architecture, but seemed to have the potential for very "deep" processing, but perhaps of a very different kind than RNN DL.  Its perhaps more like a classical AI- Bayesian mix.  But then again, it doesn't fit so neatly.  But I haven't heard anything since IJCNN 2007, and don't know if it was discredited/ abandoned (there were very negative reactions initially by many), or if Hecht-Nielsen is sick or very much retired.    But just a few days ago we had an INNS-BOG vote on proposed Fellows as submitted by David Brown, and Hecht-Nielsen's name was high on the list!    I'm not suggesting that his confabulation should be part of your book, as I have no idea of how much further he has gone with it.  (I always wondered if IBM's Watson, that beat the best human at the game of Jeopardy, might be using Confabulation in spite of comments suggesting that it did not.)
Schmidhuber's interests :  
This section is my own generation, based on what little I have read...

RNN's - explain what they give, what the limits and challenges are 
Curiosity and knowledge-seeking
Leonid Perlovsky's  "Thirst for knowledge "

Calculus of Variations 

140428 email Howell -> Schmidhuber 
Finally, your comment on the "Calculus of variations" had me searching through Lucio Russo's history of science, which has ghostly analysis of ancient parallels to modern science and math.  However, I did not come up with something direct - mostly "soft" allusions to calculus that were not specific enough...
Lucio Russo 1996 “The Forgotten Revolution: How science was born in 300 BC and why it had to be reborn” SpringerBerlin ISBN 3-540-20396-6  487pp
I liked and appreciated your comments on fixed weight NNs (CAP depth of 1).  As per my comment below it's got me thinking...
Obscurity of abstracted higher layers
LeCunn & Schmidhuber

Motor cortex & Roger Penfield
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