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a b s t r a c t

Studies on continuously improving records of geological, biological, and astronomical
events and processes led to increased awareness of common cycles in the records. Here
we enhance the analytical scope of earlier discoveries by showing that most of these cycles
occur in unison, as a harmonic series. Furthermore, we consider them universal because
extra-terrestrial cycles involving quasar and star formation exhibit comparable periods
to terrestrial cycles involving volcanism, extinction patterns, and genetic development.
The cycles oscillate in multiples of three, cascading into a period-tripled set of cycles.
We provide one equation combining the characteristics of 32 theoretical cycles, with peri-
ods ranging from 57.3 years to 1.64 billion years. Our statistical tests show that the astro-
nomical and geological cycles are phase-locked synchronously, while the biological cycles
lag. This synchrony suggests a common astronomical cause for geological and biological
cycles. Along with the synchrony, the extensiveness of the observed period-tripling indi-
cates that self-similar patterns develop at a universal scale. This suggests that divisible
matter is distributed fractally throughout the universe, as postulated by fractal cosmolo-
gies, bifurcation theory, and chaos theory.
� 2014 The Authors. Published by Elsevier Ltd. This is an open access article under the CC

BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/3.0/).
1. Introduction

In recent years, spectral analysis identified cycles with
similar harmonics in a wide range of geological, biological,
climatic, and solar records and events. The similarities
in periodicity were evident from previous discoveries
[1–17] as well as from new time-series analyses of existing
data [18–36].

Previously, Krivova and Solanki [37] found a harmonic
period-tripling pattern of 156 days and 468 days
(3 � 156) in solar activity, but below the range of cycles
for this study. Similarly, Scafetta [6] found harmonic solar
cycles with ranges of 60–65, 110–140, 160–240, 500, and
800–1200 years (yr). These were generally within toler-
ances of the fractal cycles of 57.29, 114.6, 171.9, 343.7,
515.6, and 1031-yr identified here. Only the theoretical
cycle of 343.7-yr was missing from the sequence identified
by Scafetta [6]. Later, Scafetta and Willson [38] revised two
of the harmonic cycles in the sequence to 57.13 and 171.4-
yr – nearly identical to the theoretical fractal periods of
57.29 and 171.9-yr in our work.

At the kyr scale, Lourens et al. [39] studied d18O records
from the late Pliocene to the Pleistocene. They found cli-
matic cycles of �28, �41, �82, and �123 thousand years
(kyr), and then argued that the 28-kyr cycle reflects the
sum frequency between a primary 41-kyr cycle and its
multiples of 82-kyr and 123 kyr [39]. We take a similar
approach by also viewing the cycles as a harmonic
sequence, but we estimate the sequence with slightly
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larger periods of 27.84, 41.76, 83.52, and 125.3 kyr. Despite
these isolated examples over small scales, the harmonic
patterns generally went unnoticed due to inadequate sam-
pling, errors in age estimates, and insufficient durations in
the data.

With the development of enhanced technologies, sam-
pling resolution improved, age-errors decreased [40,41],
and records extended further into the past. Our long-
standing interest in cycles enticed us to collect the
improved published records of divergent natural pro-
cesses. These included volcanic [16,17,26,29,30], geomag-
netic [21–23], biological [10,20], climatic [31–34,36], and
solar [24,25,35] records – as well as newly available
records of zircon ages [29] and astronomical ages
[18,19,27,28].

Here, we present an approach that explains these
diverse cycles as a fractal sequence – a set of harmonic
cycles organized in self-similar patterns, as seen from a
variety of natural processes [42,43] and as observed in geo-
logical patterns [44]. Among natural cycles, previous dis-
coveries identified harmonic periods ranging from the
high-frequency�59-yr solar cycle [2] to the low-frequency
�819 million years (myr) cycle found in a 3.7 billion year
(gyr) long time-series of ultramafic and mafic rocks [1].
These and many other natural cycles within this range
deviate less than 4% from the theoretical fractal periods
in Table 1, with standard deviations being one of the statis-
tical measures we use to quantify the fit between the peri-
ods for the natural cycles and the theoretical cycles.
Collectively, the statistics support the discovery of har-
monic cycles, organized as fractals, encompassing the
observed regions of the universe. This finding contradicts
the cosmological principle (the assumption that the distri-
bution of matter in the universe is homogeneous and iso-
tropic), and instead supports the ideas associated with
fractal cosmology [45–47].
2. Definitions, abbreviations, and acronyms

Theoretical fractal cycles – A harmonic set of cycles that
exhibit the wave-like property of period-tripling. The prop-
Table 1
Period and phase parameters for Eq. (4).

k Theoretical full-cycles

Period Phase hk

0 115-yr 1.19565061308930
1 344-yr 5.63453796034608
2 1.03-kyr 5.01977197370516
3 3.09-kyr 2.72045487576499
4 9.28-kyr 1.95401584311826
5 27.8-kyr 5.88732637035574
6 83.5-kyr 0.91524457225532
7 251-kyr 3.44667417767490
8 752-kyr 2.19608894375490
9 2.26-myr 3.87362230150809
10 6.77-myr 2.33840498503263
11 20.3-myr 6.01545608432719
12 60.9-myr 0.95795447691246
13 183-myr 1.36651571016741
14 548-myr 1.50270278791907
15 1.64-gyr 5.73688868528934
erty led us to define two distinct sets of fractal cycles – full-
cycles associated with period-tripling and secondary half-
cycles with periods half of those for the full-cycles. Due
to their novelty, this study successively develops the con-
cepts that describe the cycles.

Period-tripling – A property of waves, in which every
third wave develops a higher crest. In laboratory experi-
ments, water waves of uniform amplitude developed into
period-tripled waves as the intensity of controlled vibra-
tions increased [48,49]. Engineers produced period-tripling
in superconductor circuits [50]. In experiments with
directly modulated laser diodes, period-doubling occurred
at low intensities while period-tripling occurred at high
intensities [51–53].

Fractal full-cycles – The primary cycles in the
sequences. Our studies show that every full-cycle with a
period, P, has two adjacent counterparts – a low frequency
cycle with a period 3P, and a high frequency cycle with a
period P/3. For example, the 60.89-myr full-cycle has a
low frequency counterpart of 182.7-myr (3P) and a high
frequency counterpart of 20.30-myr (3/P). Column 3 of
Table 1 lists all of the theoretical fractal full-cycles. In this
work, we give evidence of fractal full-cycles ranging from
as small as 115-yr to as large as 1.64-gyr. However, the
harmonic cycles may extend beyond this range.

Fractal half-cycles – The secondary cycles in the
sequences. Half-cycles develop with periods equal to half
of those for full-cycles, thus behaving as derivatives of
the full-cycles. Therefore, they are of secondary nature.
Here, we give evidence of fractal half-cycles ranging from
57.3-yr to 822-myr. Column 5 of Table 1 lists all of the the-
oretical fractal half-cycles, and Fig. 1 illustrates examples
of fractal half-cycles at the myr-scale. Fig. 1A–D shows the-
oretical oscillations of the 822, 274, 91.3, and 30.4-myr
half-cycles, while Fig. 1E shows a composite model of the
91.3 and 30.4-myr half-cycles.

CK-1995 – A widely used geomagnetic timescale devel-
oped in 1995.
GTS-2004 – The geological timescale from 2004.
SDSS – The Sloan Digital Sky Survey, a major redshift
survey headquartered in New Mexico.
Theoretical half-cycles

Period Phase hk

57.3-yr 0.82050489938370
172-yr 3.41509428671767
516-yr 2.18556231343583
1.55-kyr 3.87011342473508
4.64-kyr 2.33723535944163
13.9-kyr 3.92067110673700
41.8-kyr 0.25969281771574
125-kyr 5.32255202855490
376-kyr 2.82138156071490
1.13-myr 6.17644827622128
3.38-myr 3.10601364327036
10.2-myr 4.17693053467990
30.4-myr 0.34511262703003
91.3-myr 1.16223509353993
274-myr 1.43460924904325
822-myr 3.61979573660420



Fig. 1. Theoretical oscillations of myr-scale fractal half-cycles. The fractal models were calculated from Eq. (4), using the phase parameters from Table 1.
Panel A illustrates the 822-myr cycle. Panel B depicts the 274-myr cycle, with theoretical peaks corresponding to the vertical gridlines and times along the
x-axis. Panel C shows the 91.3-myr cycle, and Panel D shows the 30.4-myr cycle. A combination of the 30.4-myr and 91.3-myr fractal equations produced
the model in Panel E – a period-tripled sequence of 30.4-myr cycles.
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WMAP – Wilkinson Microwave Anisotropy Probe, a
spacecraft used for full sky measurements of the cosmic
microwave background radiation.
KCDM – Lambda-Cold Dark Matter cosmological model
associated with the Big Bang Theory.

3. Methods

Before performing the analyses, we used several meth-
ods for preparing each time-series. These methods
included detrending, bandpass filters, histograms, and bin-
ning. After preparing the data, we also used histograms,
periodograms, confidence levels, and the exact binomial
test to analyze the data. The remainder of this section
describes the techniques and the reasons for using these
methods.

3.1. Histogram

A histogram provides a graphical view of the distribu-
tion of a set of records. It estimates the probability distri-
bution of a continuous variable by tabulating frequencies
as adjacent rectangles, called bins. In our work, bins are
spaced evenly. The height of each bin equals the frequency
density for that interval. This study uses histograms for
two reasons – either as a spectral analysis preparatory step
to transform an irregularly spaced sample into an evenly
spaced sequence, or for analyzing the probability distribu-
tion of a continuous variable.

3.2. Data binning

Binning data is a technique similar to a histogram, with
one major difference. Binned records have two relevant
values (a signal and a time) whereas records placed in a
histogram have only one relevant value (a time). As part
of the binning process for all samples that fall within a
specified interval, the signal-average is used as the bin-
value. Conversely, for a histogram, for all records that fall
within a specified interval, the total number of occurrences
is used as the bin-value. This study primarily uses data bin-
ning as a preparatory step for transforming unevenly
spaced time-series records into an evenly spaced series.
3.3. Exact binomial test

The exact binomial test is a function in the R statistical
package that performs an exact test of a null hypothesis
(H0) about the probability of success in a Bernoulli experi-
ment [54–57]. Here, we use the number of occurrences in
pre-specified bins of a histogram to perform a one-sided
exact binomial test at various confidence levels. H0 posits
that the specified number of bins fill at a rate less than
or equal to that of pure chance, and the alternative hypoth-
esis (H1) posits that the specified number of bins fill at a
rate above that of pure chance. Variables for the test are
the number of successes (equal to the number of occur-
rences in the specified bins), the number of trials (equal
to the total number of occurrences in all of the bins), and
the rate of pure chance (equal to the number of specified
bins divided by the total number of bins). After performing
the test, we reject H0 and accept H1 if the exact binomial
test returns a confidence interval above the probability of
pure chance. In this way, the exact binomial test allows
us to make statistical judgments about the possibilities of
cyclical patterns developing by pure chance.
3.4. Spectral analysis and filtering

We used standard spectral analysis techniques [58,59],
such as raw and smoothed spectral estimates (periodo-
grams) to test segments of 33 natural time-series records.
The records were detrended and demeaned with bandpass
filters according to the Nyquist-Shannon Sampling



58 S.J. Puetz et al. / Chaos, Solitons & Fractals 62-63 (2014) 55–75
Theorem [60]. This involved a (l1 – l9) bandpass filter,
with l1 and l9 being 1-bin and 9-bin centered means of
bins with intervals equal to P/9, where P equals the period
of the cycle being tested. Then we performed spectral anal-
ysis on the filtered time-series [58]. To verify the reliability
of the results, we conducted numerous tests using several
methods, described in the remainder of this section.

In situations where the sampling frequency varied sig-
nificantly, we only analyzed segments of a time-series with
more than�90% of the bins filled with data, and then inter-
polated to fill the empty bins (when appropriate). Interpo-
lation was used only for binning data – that is, only for
records with a signal. When constructing a time-series
with a histogram, we never interpolated and kept empty
bins empty (giving them a value of zero). Equally impor-
tant, we never performed spectral analysis for a time-ser-
ies with either a large sampling-gap or with a large
number of empty bins because this type of analysis can
cause the spectrum to show cycles significantly different
from reality. As an initial analytical step, we always took
precautions to inspect each time-series to see which seg-
ments contained sufficient sampling, and then used only
the well-sampled segments that complied with the
requirements specified by the Nyquist–Shannon Sampling
Theorem.

3.5. Periodogram methods

The work described here relied on two spectral analysis
methods, Lomb-Scargle periodograms [59] and periodo-
grams using Daniell smoothers [61–63]. We calculated
the smoothed periodograms using spec.pgram from the
2.12.1 version of the R statistical package [54]. This method
calculates the periodogram with a fast Fourier transform
(FFT), and then smoothes the resulting spectrum with a
series of modified Daniell smoothers. The FFT requires
samples at evenly spaced intervals, which is one of our rea-
sons for using histograms and binning to prepare the data
for spectral analysis. Another preparatory step involves
removing any trend (detrending) [62,64,7,65,66]. Detrend-
ing is required because failure to do so causes strong low
frequencies, which often mask the cycle of interest.

3.6. Confidence levels

Confidence bands placed above the spectrum measure
statistical significance at pre-specified frequencies
[62,67]. We use a one-tailed test that places a confidence
band, Ca, above the null continuum, n, with a p-value of
a, from the following equation.

Ca ¼ vn=v2
ð1�a;vÞ ð1Þ

where v represents the degrees of freedom; n represents
the null continuum; and v2

(1-a,v) is the value of the chi-
squared distribution with v degrees of freedom and a p-value
of 1 � a. The pre-specified frequency, 1/P, corresponds to a
fractal cycle with a period, P (given in Table 1). This contrasts
with another common usage of spectral analysis – as an
exploratory tool for finding cycles at any frequency. The dif-
ference between exploratory frequencies and pre-specified
frequencies has relevance because an exploration requires
Bonferroni adjustments for calculating confidence bands
[68,69]. If the periodogram exceeds the confidence band,
Ca, at the pre-determined frequency, 1/P, then the test vali-
dates the fractal cycle at a confidence level of a.

3.7. Bandpass filters

Within the limits given by the Nyquist–Shannon Sam-
pling Theorem, applying a bandpass filter to a time-series
retains all periodicity that falls within the inclusion band-
width, while eliminating cycles beyond the Nyquist limits
[58,64]. We verified this by calculating raw periodograms
from wide bandpass filters, then applying narrower band-
pass filters to the same time-series, and re-calculating raw
periodograms for each filtered time-series. For a time-
series with 15 or more repetitions of a cycle, the various
bandpass filters had minimal effect on the resulting spec-
tral peaks by generally showing cycles with deviations of
less than 1%.

3.8. Monte Carlo simulations

When analyzing a time-series, every sequence has some
variance in the signal, shows some periodicity in the spec-
trum, and demonstrates some correlation with a model.
For example, every sequence of random numbers shows
a certain amount of cyclical behavior and some correlation
with the fractal cycles postulated here. Because of this, we
assess whether the variation in each test results from ran-
domness or from a true cycle. Monte Carlo simulations [70]
help with this assessment by showing how often random
number sequences conform to test criteria. We generated
18,000 sequences of random numbers, and processed them
with the same methods as the real time-series records. We
did this to determine if the confidence levels given by Eq.
(1) were consistent with the confidence levels expected
from time-series records from random numbers. For
example, for any pre-specified frequency, the Monte Carlo
simulations should show roughly the following: 1-of-20
simulations with a cycle at the 95% confidence level,
1-of-100 simulations with a cycle at the 99% confidence
level, 1-of-1000 simulations showing a cycle at the 99.9%
confidence level, and 1-of-10,000 simulations showing a
cycle at the 99.99% confidence level. In this way, the Monte
Carlo simulations indeed confirmed the confidence levels
given by Eq. (1). The Monte Carlo simulations also gave
information about the Bonferroni adjustments for an
exploratory analysis. In exploratory mode, the 99.99%
confidence level must be reduced to �99.9%; the 99.9%
confidence level reduced to �99%; and the 99% confidence
level reduced to �75%.

3.9. Comparisons with published results

The tests here involved data from published manu-
scripts. In many cases, the authors provided statistics,
including spectral analysis results, which allowed compar-
isons with our results. Outside verification of the quasar
cycles became the foremost challenge because previous
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tests for periodicity were nonexistent for quasar formation.
Alternatively, we applied indirect comparison methods.

Specifically, the large area KX quasar catalogue [71]
reported three redshift values (z) with significant devia-
tions from the trend – a maximum at 1.6z and two minima
at 2.7z and 3.5z [71]. Using this information to make a
comparison required just a few simple steps. First, we con-
verted the redshift extremes to gyr ages using the two cos-
mologies for this study, WMAP and SDSS, which are
described further in Appendix A. Next, we used the band-
pass filtered time-series for the test of the 822-myr cycle
to make the comparisons. Regardless of the cosmology,
the reported extremes [71] corresponded to the maxima
and minima from our work – with all but two of the com-
parisons within 0.7%. The first 12 lines in Table 2 give the
quasar age comparisons. Because the quasar tests involved
two datasets with two cosmologies applied to each dataset,
there were four comparisons for each reported redshift
extreme. This comparison was not part of the test, nor
was it a judgment of the validity of the extremes found
in the SDSS Release 7 and 9 datasets. Instead, it served as
a method for evaluating the transformations from redshift
values (z) to billion-year look-back times (Ga). This com-
parison showed that the maxima and minima remained
intact after transforming the quasar redshift values to
look-back times.

Few of the previous studies reported both periods and
confidence levels. However, the genetic data [20] was an
exception – reporting a cycle of 60.92-myr with a 99.02%
confidence level. Using the same dataset, but with different
detrending and periodogram methods, we found a genetic
cycle of 61.89-myr with a 96.73% confidence level. A com-
parison of the marina genera data [10] yielded similar
cycles from the similar methods – 62.0-myr [10] versus
61.31-myr here. The report of an orbitally tuned depth
rank curve from the Newark rift basin of the Northeastern
US [72] showed cycles of 962-kyr and 697-kyr compared to
our findings of 920-kyr and 707-kyr, and it showed an
Table 2
Comparison between cycles from this research and previous research.

Prev result Data for this comparison Typ

11.91 Ga 3.5z-SDSS-Rel-9WMAP [19] Age
11.91 Ga 3.5z-SDSS-Rel-7WMAP [18] Age
11.69 Ga 3.5z-SDSS-Rel-9SDSS [19] Age
11.69 Ga 3.5z-SDSS-Rel-7SDSS [18] Age
11.29 Ga 2.7z-SDSS-Rel-9WMAP [19] Age
11.29 Ga 2.7z-SDSS-Rel-7WMAP [18] Age
11.10 Ga 2.7z-SDSS-Rel-9SDSS [19] Age
11.10 Ga 2.7z-SDSS-Rel-7SDSS [18] Age
9.63 Ga 1.6z+SDSS-Rel-9WMAP [19] Age
9.63 Ga 1.6z+SDSS-Rel-7WMAP [18] Age
9.50 Ga 1.6z+SDSS-Rel-9SDSS [19] Age
9.50 Ga 1.6z+SDSS-Rel-7SDSS [18] Age
60.92-myr Genetic evolution [20] Peri
�62.0-myr Marine genera [10] Peri
1753-kyr Depth rank (orbital) [72] Peri
962-kyr Depth rank (orbital) [72] Peri
697-kyr Depth rank (orbital) [72] Peri
41-kyr d18O (orbitally tuned) [36] Peri
41-kyr d18O (CK-1995) [73] Peri
41-kyr d18O (GTS-2004) [73] Peri
average period of 1.753-myr in their depth rank and color
time-series versus a 1.720-myr cycle in our work. Likewise,
our tests for time-series tuned to the Milankovitch cycles
consistently agreed with the theoretical cycles. For exam-
ple, our tests of d18O records [36,73] using the CK-1995
timescale [74] showed significant cycles of 41.12-kyr and
41.15-kyr, and our tests of d18O records [73] using the
GTS-2004 timescale [75] showed a significant cycle of
41.13-kyr. All were within 0.4% of the 41-kyr obliquity
cycle associated with the Milankovitch Theory. Collec-
tively, these comparisons indicated that our periodogram
results consistently fell within 1% of the results from other
similar methods published in the literature. In summary,
we used a variety of methods to assess the accuracy of
the results.
3.10. Cycle validation system

We also devised a cycle validation system to semi-
quantify each cycle’s significance. This restrictive system
facilitated a conservative approach in deciding when the
tests validated a fractal cycle by measuring the fit between
the results and the hypothesized periods. The system com-
bines two important statistics, deviations and confidence
levels (Table 3), into a meaningful evaluation. Specifically,
the probability of a cycle’s validity increases (a) as the
deviation between a spectral period and a theoretical per-
iod becomes smaller and (b) as the confidence level
increases.
4. Data

All of the data are part of previously published research.
The references contain links to the datasets and research.
The links assist those interested in replicating the tests
described here. For further details about the data, Appen-
dix B devotes a paragraph to each of the 33 datasets used
e of test Our result % diff.

histogram 11.94 to 11.89 Ga 0.04
histogram 11.95 to 11.85 Ga 0.08
histogram 11.71 to 11.66 Ga 0.04
histogram 11.71 to 11.66 Ga 0.04
histogram 11.37 to 11.28 Ga 0.31
histogram 11.35 to 11.27 Ga 0.18
histogram 11.23 to 11.11 Ga 0.63
histogram 11.15 to 11.06 Ga 0.05
histogram 9.65 to 9.52 Ga 0.47
histogram 9.58 to 9.46 Ga 1.14
histogram 9.54 to 9.43 Ga 0.16
histogram 9.67 to 9.54 Ga 1.11

odogram 61.89-myr 1.59
odogram 61.31-myr 1.11
odogram 1720-kyr 1.92
odogram 920-kyr 4.57
odogram 707-kyr 1.41
odogram 41.12-kyr 0.29
odogram 41.15-kyr 0.37
odogram 41.13-kyr 0.32



Table 3
Classifications for the cycle validation system.

Class Deviation (%) Confidence (%) Certainty

1 <0.6 >99.99 Near certain
2 <1.3 >99.9 Very strong
3 <2.0 >99 Strong
4 <3.0 >95 Moderate
5 <4.0 >90 Borderline
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in the analyses. When possible, we selected high-resolu-
tion datasets, with long durations, and with small age-
errors.

To investigate periodicity at a universal scale, the anal-
ysis relied on quasar ages. We used the latest quasar data
from the Sloan Digital Sky Survey (SDSS) [18,19] which is
a major redshift survey that uses a dedicated optical tele-
scope at Apache Point Observatory in New Mexico. Since
its inception, astronomers release new SDSS data annually.
We used SDSS Release 7 (SDSS-7) [18] and SDSS Release 9
(SDSS-9) [19] for the work here, and applied two cosmo-
logical models to the SDSS redshift values to calculate ages.
One cosmological model was associated with SDSS while
the other was developed from the Wilkinson Microwave
Anisotropy Probe (WMAP) data. Astronomers use WMAP,
a spacecraft launched from Florida during 2001, for full
sky measurements of the cosmic microwave background
radiation. Here, subscripts of SDSS and WMAP refer to
the respective cosmological models used with the works.
Appendix A explains the models in more detail, including
why estimates of quasar ages require a Lambda-CDM
(KCDM) cosmological model [76].

5. Equations for the fractal patterns

Among the fractals, we distinguish between full-cycles
and half-cycles. As implied, fractal half-cycles have periods
equal to half those of full-cycles, and are considered sec-
ondary to the full-cycles. For a time-series of natural
records with N samples (sample points designated with
n = 1,2,3, ... ,N), the original times, tn, are calibrated to the
adjusted times, an, as follows.

an ¼ tn þ ts ð2Þ

where the unadjusted ages, tn, have negative values for
times in the past and positive values for times in the future,
and ts is a constant adjustment to align all times to the
before 2K timescale (BP2000). For data that uses the Com-
mon Era timescale (CE/BCE), we set ts to �2000 yr; for
the BP1950 timescale, we set ts to �50 yr; and for the
BP2000 timescale, we set ts to 0. Eq. (2) and the terms an,
tn, and ts only apply to adjustments to the natural time-ser-
ies records.

Next, Eq. (3) calculates periods for the 32 theoretical
fractal cycles to 15 digits. In Table 1, columns 2 and 4 show
these theoretical periods with 3-digit precision, but the
validity could extend beyond the cycles in Table 1. We esti-
mated the fractal periods from the latest geological data
because the reported age-errors for geological events are
typically less than climatic and biological age-errors. Eq.
(3) gives the theoretical period, Pk (in years), for any fractal
cycle in the series, based on the �115-yr full-cycle, the
smallest fractal full-cycle confirmed in these tests.

Pk ¼ 114:572218767559� ð3k=nÞ ð3Þ

where the exponent k = 0,1,2,3, . . . ,15, and n = 1 for a full-
cycle and 2 for a half-cycle.

Another time adjustment, tm, only applies to the fractal
model, given by Eq. (4). It permits phase adjustments for
situations where a time-series has a known lead or lag
with the model. In addition, it might be convenient to
use tm to adjust phases of the model by 180� for a time-ser-
ies with an inverse correlation with the model. For exam-
ple, the values for all d18O time-series correlate inversely
with the fractal model. Thus, tm could be used in these sit-
uations. However, in most instances, tm should be set to
zero. When used, tm must be added to every point in the
model. Table 1 lists the phase parameters, hk. This com-
pletes the model for any fractal cycle with I points, where
the individual points are i = 1,2,3, ... , I.

yi ¼ sinð2pðti þ tmÞ=Pk þ hkÞ ð4Þ

where yi is the amplitude of the sinusoidal effect. Note that
the 15 digits assigned to Pk and hk do not represent the pre-
cision of the estimates. Likewise, note that the before-pres-
ent timescale adjustment is irrelevant for studies at the
myr and gyr timescales. The fractal equations contain these
components for two reasons. First, they permit one general
equation, Eq. (4), that fits all scenarios – rather than a more
cumbersome set of 32 or more equations for each of the
specific scenarios. Second, the 15 digits for Pk and hk keep
high frequency theoretical cycles synchronized with low
frequency theoretical cycles for composite models, regard-
less of the interval studied, including times in the distant
past.

An example shows the necessity of the 15 digits for Pk

and hk. Consider two sets of theoretical models from Eq.
(4) by using the 115-yr and 344-yr cycles. The first set of
models uses the full 15 digits for P1 (114.572218767559)
and h1 (1.19565061308930) and the full 15 digits for P2

(343.716656302678) and h2 (5.63453796034608). The sec-
ond set of models only uses the first 3 digits for P1 (115)
and h1 (1.20) and the first 3 digits for P2 (344) and h2

(5.63). By using a spreadsheet or other software to plot
the models, it becomes clear that the models with 3 digits
become asynchronous after only 10 repetitions. Con-
versely, the models with 15 digits remain highly synchro-
nized after thousands of repetitions. Hypothetically, the
peaks and troughs of every low frequency fractal cycle
align perfectly with the peaks and troughs of the high fre-
quency fractal cycles. The model given by Eq. (4) must
come reasonably close to replicating this synchronization.
The only way to achieve that is with 15 digits for Pk and hk.

Fig. 1 illustrates five self-similar cycles derived from Eq.
(4). Fig. 1A shows oscillations of the 822-myr half-cycle,
with theoretical peaks at 1.912, 1.090, and 0.268 Ga.
Fig. 1B shows the 274-myr cycle, with every third peak
exactly aligned with a peak of the 822-myr cycle. The ver-
tical gridlines mark theoretical peaks of the 274-myr cycle,
given along the x-axis. All other fractal cycles, including the
91.3-myr cycles in Fig. 1C and the 30.4-myr cycles in
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Fig. 1D align the same way – with every low frequency
peak aligned with a high frequency peak. Fig. 1E demon-
strates period-tripling by combining the equations for the
91.3-myr and 30.4-myr cycles. This combination produces
a sequence of 30.4-myr cycles, with every third crest
exhibiting a maximum aligned with a 91.3-myr cycle.
These five graphs illustrate the basic concepts of fractal
synchronization and period-tripling.

This fractal process remains empirical for now, with an
apparent single unknown cause functioning on exactly
triplicate time-scales. The process links many physical
and biological processes currently considered responsible
for individual cycles. Eqs. (3) and (4) allow researchers to
test the patterns with physical and biological time-series
data. By selecting an appropriate scale and using Eq. (4),
one such test involves correlating a fractal model with a
detrended time-series. Another method of testing the frac-
tal patterns involves spectral analysis, to determine if the
periodicity of a natural cycle agrees with a cycle given by
Eq. (3).
6. Analytical uncertainties

We determined the uncertainties inherent in every
time-series by using standard statistical techniques and
focusing on four basic types of uncertainties:

� Sampling errors – It is impossible to reconstruct the
true population of ancient geological events because
of recycling and the impracticality of sampling every
rock that still exists on Earth.
� Age errors – Every time-series contains errors in the

estimated ages. For example, because of uncertainties
in the radiogenic decay constants, researchers often
interpolate non-dated geological events from the well-
dated units, resulting in drift of period length and phase
with increasing age.
� Time-series brevity – All other factors being equal, a

time-series with many cyclic repetitions gives a better
spectral estimate than a time-series with only a few
repetitions.
� Period variability – Many natural cycles exhibit consid-

erable variation between repetitions. For instance, the
sunspot cycle has an average period of �10.75-yr.
However, over the past 300 years, individual cycles
varied from 9-yr to 14-yr. Many other natural cycles
(including the fractal cycles identified here) exhibit
similar variation around mean periods. In this
scenario, a time-series with fewer than ten repetitions
occasionally gives an inaccurate estimate of the cycle’s
mean period.

We reduced the impact from these inherent errors by
selecting the newest data, with the latest dating tech-
niques, with the greatest longevity, and with the largest
number of samples. We based all statements and conclu-
sions on the statistical results in Table 4 [77], while provid-
ing time-series plots only for visual illustration of the
period-tripling concepts. Conclusions about periodicity,
correlations, and lead-lag times were solely derived by
evaluating the periodograms and the cross-correlation
results.

Accordingly, the time-series plots and the periodograms
often show small fluctuations in the periods of the fractal
cycles. We consider two scenarios to explain these irregu-
larities. Either the fractal cycles are very precise, and the
variations occur because of sampling inaccuracies and
incorrect age estimates; or the fractal cycles occasionally
deviate from the theoretical periods, with only the aver-
ages following the fractal pattern over extremely long
intervals.

Appendix B includes the standard deviations for the age
errors. Some of the original research articles failed to state
these errors. In those situations, we found the errors for the
age model used in the research from another source, or we
found error estimates for a similar age model. In a few sit-
uations, we increased the age errors by 2–3% when the best
age model was not ideal.

The quasar ages were based on redshift values. Because
they have an age error of only 0.3% [18,19], quasar ages are
more accurate and precise than any of the other measure-
ments in this study. The small age errors permit detection
of quasar cycles with periods at least as small as 30-myr.
Likewise, most of the proxies of solar activity have similar
accuracy because the ages are based on direct observations
of sunspot numbers and then extended beyond recent cen-
turies by using precise dendrochronologically-based age
models [24,78].

Conversely, stellar ages are based on metallicity and
kinematic properties [27,28]. These technologies need fur-
ther improvements to achieve the same accuracy as the
other astronomical, geological, and biological data used
in the study. For example, the age errors for the stars in
one test were 18.5% [27]. Two other tests of stellar ages
[27,28] also had large age errors (11% and 14%) and one
test of geological sediments from the Newark Basin [79]
had a large age error (9.8%). These relatively large errors
made the results from these four tests somewhat
questionable.

However, these four tests were exceptions. The other
191 tests involved data with age errors ranging from 0.3%
to 5.2% – within resolution-limits that permit reliable spec-
tral analysis results. For example, Guyodo and Channell
[80] state that the reliability of spectral analysis results
for a paleointensity time-series depends on the stack reso-
lution (sedimentation rates) and the age model. They state
that the 800-kyr relative paleointensity time-series [13]
used in our work gives reliable power-spectra for periods
as short as 4-kyr [80]. We used this time-series to test
for 83.5-kyr and 27.8-kyr cycles. Both of these periods
reside well above the 4-kyr lower-tolerance suggested by
Guyodo and Channell [80].

In general, the ages for quasars, solar activity, volcanism,
and geomagnetic intensity were the most reliable.
Climatic ages and biological ages tended to fall in a middle
range of reliability, but still adequate for spectral analysis.
As mentioned, stellar ages were the least reliable – falling
into a borderline area for evaluating spectral analysis
results.
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7. Results

As determined by the tests, Table 4 [77] contains exten-
sive statistics for the 195 cycles that exhibit the harmonic
period-tripling pattern. For each test, we applied a set of
wide and narrow bandpass filters. Regardless of the filter,
the two methods consistently gave similar results, gener-
ally with deviations of less than 1%. The validated cycles
ranged from 57.3-yr to 1.64-gyr. The tests validated 36
astronomical, 14 biological, 77 climatic, 13 geomagnetic,
21 solar, and 34 volcanic cycles that matched fractal fre-
quencies. The tests show that the 60.9-myr fractal cycle
is the most universally evident cycle, being highly signifi-
cant for 14 independently collected astronomical, biologi-
cal, and volcanic records. The tests also validated two
other fractal cycles more than ten times: the 115-year
cycle 12 times, and the 4.64-kyr cycle 11 times.

From these improved spectra, the period-tripling pat-
tern emerged (Table 1). Fig. 2A shows oscillations of the
91.3-myr half-cycle in zircon numbers [29]. Period-tripled
peaks occur near the thick gridlines. These correspond to
theoretical peaks of the 274-myr half-cycle at 3.008,
2.734, 2.460, 2.186, 1.912, 1.638, and 1.364 Ga. Below the
zircon time-series, Fig. 2B shows the period-tripled model
for the 91.3-myr cycle – calculated from Eq. (4) as a sum of
the 91.3-myr and 274-myr cycles. The oscillations in
Fig. 2A align closely (but not perfectly) with the model in
Fig. 2B. In all likelihood, this indicates some natural varia-
tion in the cycles. Alternatively, it could suggest errors in
the measurements.

Fig. 3A illustrates the period-tripling pattern of the
27.8-kyr full-cycle in geomagnetic intensity [21]. The
time-series plot shows period-tripled cycles of 83.5-kyr
near the thick gridlines at 910, 827, 743, 659, 576, 492,
and 409 Ka. A comparison of the geomagnetic oscillations
in Fig. 3A with the model in Fig. 3B shows a close fit, but
again demonstrating some variation between the data
and the model. Again, this probably indicates natural vari-
ation in the cycles rather than errors in the measurements.
The remaining figures illustrate similar close fits, with
some variation. Period-tripling is significant because it
demonstrates a harmonic link among the fractal cycles,
which in turn suggests a shared cause.

The analyses now demonstrate the relationships among
astronomical, geological, and biological cycles – illustrated
with full-cycles at the myr scale. Wendler [81] introduced
the first evidence of the 183-myr fractal cycle by suggest-
ing a 180–185-myr cycle in superchrons. Unfortunately,
Fig. 2. Example of period-tripling in zircon numbers. Panel A shows filtered flu
period-tripled model of the 91.3-myr cycle in Panel B. The model shows high cr
1.364 Ga. This contributes to a 274-myr cycle – also shown in the filtered time-
the chronology contained too few repetitions to test the
cycle rigorously. However, in this study, both quasar data-
sets showed evidence of the 183-myr cycle, with the evi-
dence being strongest in the SDSS-9 dataset [19]. This
held true regardless of the cosmology used to estimate
the look-back ages. As illustrated in Fig. 4, the 183-myr
cycle in quasar numbers from SDSS-9SDSS [19] (Fig. 4A)
and SDSS-9WMAP [19] (Fig. 4B) produced nearly identical
oscillations- from 5.474 to 2.369 Ga.

However, the two cosmologies produce slightly differ-
ent ages for quasars from 8.0 to 5.5 Ga, and significantly
different ages for quasars older than 8 Ga. Different data-
sets, with different estimation methods, produce diverse
versions of a time-series. Nonetheless, the tests still dem-
onstrate fractal-like periodicities in most scenarios.
Fig. 4C shows similar oscillations corresponding to
the183-myr cycle, but in genetic evolution [20]. To the
right, the periodograms for the quasar and genetic time-
series show the dominant cycles near the vertical dotted
line, which designates the frequency corresponding to
the 183-myr cycle. Because quasars reside beyond the gal-
axy, this further implies the universal scope of the har-
monic patterns.

The 60.9-myr periodicity is the most widely detected
fractal cycle, supporting the universality of the series.
Rohde and Muller first reported it as a 62-myr cycle in fos-
sil diversity [3]. Similar to the 183-myr cycle, comparable
periods and phases for the 60.9-myr cycle occur in quasar
numbers from SDSS-7WMAP [18] (Fig. 5A) and genetic evo-
lution [20] (Fig. 5B) during an interval from 2.369 to
1.821 Ga. (The dataset SDSS-9 [19] contained too few sam-
ples to test for periodicity during most of this span, forcing
us to test with SDSS-7 [7].)

In 2006, Ding et al. [20] reported a 60.92-myr cycle in
genetic evolution which correlated inversely with the fossil
diversity cycle [3]. Consequently, they [20] suggested an
asynchronous cause-and-effect link between the two.
Recently, the fossil diversity time-series [3] adjusted to
the Geologic Timescale 2004 [75] showed a cycle of 61.3-
myr [10] (Fig. 6A) that synchronously correlated with the
genetic time-series [20] (Fig. 6B). In fact, the two time-ser-
ies only deviated a miniscule 0.044 radians – essentially
locked in-phase as calculated by cross correlation. The syn-
chronous alignment has different theoretical implications
than the original report of a possible inverse relationship.

At the kyr scale, Fig. 7 shows the 83.5-kyr full-cycle as
highly significant in contributing to geomagnetic intensity
as measured by Channell et al. [21] (Fig. 7A), Yamazaki and
ctuations in zircon numbers [29], which corresponds moderately with a
ests every third repetition at 3.008, 2.734, 2.460, 2.186, 1.912, 1.638, and
series of zircon numbers.



Fig. 3. Example of period-tripling in geomagnetic intensity (paleointensity). Panel A shows filtered fluctuations in geomagnetic intensity [21], which
corresponds moderately with a period-tripled model of the 27.8-kyr cycle in Panel B. The model shows high crests every third repetition at 910, 827, 743,
659, 576, 492, and 409 Ka. This contributes to an 83.5-kyr cycle – also shown in the filtered time-series of geomagnetic intensity.

Fig. 4. Examples of the 183-myr full-cycle. Filtered and scaled time-series plots. Panel A – Quasar numbers from SDSS-9SDSS [19]. Panel B – Quasar numbers
from SDSS-9WMAP [19]. Panel C – New gene families [20]. Corresponding periodograms are to the right.

Fig. 5. Examples of the 60.9-myr full-cycle. Filtered and scaled time-series plots. Panel A – Quasar numbers from SDSS-7WMAP [18] Panel B – New gene
families [20]. Corresponding periodograms are to the right.

Fig. 6. Examples of the 60.9-myr full-cycle. Filtered and scaled time-series plots. Panel A – Marine genera [10]. Panel B – New gene families [20].
Corresponding periodograms are to the right.
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Oda [22] and Guyodo and Valet [23] (Fig. 7B). Both time-
series highlight variations in the alignments, but within
statistical tolerances for confirming the cycle’s occurrence.
The periodograms in Fig. 7 indicate highly significant
cycles near the frequency corresponding to the 83.5-kyr
cycle.
At the sub-kyr scale, Fig. 8A and B shows the 344-yr
fractal full-cycle found in two solar activity proxies
[24,25] spanning the past 8000 years. Both periodograms
indicate strong cycles near the theoretical cycle of 344-yr.

Scafetta [6] recently verified the 115-yr full-cycle with
solar data. The 115-yr cycle also dominates fluctuations



Fig. 7. Examples of the 83.5-kyr full-cycle. Filtered and scaled time-series plots. Panel A – Geomagnetic intensity [21]. Panel B – Geomagnetic intensity
[22,23]. Corresponding periodograms are to the right.

Fig. 8. Examples of the 344-yr full-cycle. Filtered and scaled time-series plots. Panel A – Reconstructed sunspot numbers [24]. Panel B – Total solar
irradiance [25]. Corresponding periodograms are to the right.

Fig. 9. Example of the 115-yr full-cycle. Filtered and scaled time-series plot. Panel A – Volcanic sulfate emissions [26]. The corresponding periodogram is to
the right.
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in volcanic sulfate emissions [26], as illustrated with the
time-series plot and the periodogram in Fig. 9.

The review now focuses on fractal half-cycle results.
Isley and Abbott first reported an 819-myr cycle in volca-
nism [1] in 2002 – a cycle estimated here as 822-myr.
The time-series plots in Fig. 10 illustrate the moderate cor-
relations and phase alignments among SDSS-7SDSS quasar
Fig. 10. Examples of the 822-myr half-cycle. Filtered and scaled time-series
neighborhood star formations [27] using stars with age-errors less than 2.55-gy
Panel E – New gene families [20]. Corresponding periodograms are to the right.
numbers [18] (Fig. 10A), star formation [27] (Fig. 10B), pre-
served crust [30] (Fig. 10C), zircon numbers [29] (Fig. 10D),
and genetic evolution [20] (Fig. 10E). All five periodograms
show similar periodicity around the 822-myr theoretical
period, marked by the dotted vertical line. Despite the
diversity in the datasets, the similar periods and similar
phases of geological, biological, and astronomical records
plots. Panel A – Quasar numbers from SDSS-7SDSS [18]. Panel B – Solar
r. Panel C – Earth’s preserved crust [30]. Panel D – Zircon numbers [29].



Fig. 11. Example of the 274-myr half-cycle. Filtered and scaled time-series plot. Panel A – Number of solar neighborhood star formations [28] using stars
with age-errors less than 0.56-gyr. The corresponding periodogram is to the right.
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support a common universal cause. Currently, established
theories fail to explain these similarities, while bifurcation
theory offers viable solutions to the period-tripling phe-
nomena [48,49,51–53].

Fig. 11 illustrates the 274-myr cycle in star formation
[28]. It also illustrates how a full-cycle (548-myr) develops
with a half-cycle (274-myr). In this scenario, every second
half-cycle generally has a greater amplitude, as indicated
by the arrows. The periodogram shows both cycles at con-
fidence levels above 99%. In addition to the tests here, the
274-myr cycle was previously found in studies of large
igneous provinces [1,82]. Collectively, this again suggests
a link between astronomical cycles and geological cycles.

Fractal half-cycles also appear at the kyr-scale. For
example, the 376-kyr half-cycle appears in oscillations of
inverted d18O data [31] (Fig. 12A) and d13C data [31]
(Fig. 12B) from 28.26 to 24.13 Ma. Both periodograms
show strong spectral peaks near the dotted line corre-
sponding to 376-kyr.

Likewise, Fig. 13 illustrates a 4.64-kyr half-cycle in a
time-series of temperatures at Dome C, Antarctica [32].
The time-series plot also demonstrates how fractal half-
cycles and full-cycles often propagate harmonically – with
alternating half-cycles exhibiting greater amplitudes,
marked by the arrows. The periodogram contains 128
cycles (versus the 14 cycles shown in Fig. 13), and it shows
strong spectral peaks near the 4.64-kyr half-cycle and the
3.09-kyr full cycle.

Fig. 14 shows examples of the 1.55-kyr half-cycle. The
1.55-kyr cycle appears in a climate proxy from Turkey
[33] (Fig. 14A), a climate proxy from Greenland [34]
(Fig. 14B), and in a solar activity proxy [35] (Fig. 14C). This
cycle of periodic warming is known as the Dansgaard–
Oeschger cycle [4,5]. The periodograms give estimates for
the cycle in a range between 1.50-kyr and 1.53-kyr.

Despite the high confidence levels, the similar periodic-
ities, and the noticeable correlations, the spectra often
showed cycles outside of the ranges specified in this study.
Fig. 12. Examples of the 376-kyr half-cycle. Filtered and scaled time-series plots.
B – d13C values [31] fixed to the CK-1995 timescale. Corresponding periodogram
Until now, the analyses ignored the cycles found outside of
the ±4% tolerance for identifying the harmonic cycles. The
previous tests validated individual cycles, but did not
prove the fractal pattern. To validate the pattern, it is nec-
essary to include all cycles shown in the spectra – not just
those within the ±4% tolerance. After including all of the
cycles, it was possible to estimate their probability distri-
bution with a histogram. We accomplished this by first
conducting an exploratory search from raw Lomb-Scargle
periodogram outputs for the 33 time-series sequences
and their segments. Restricting the search to cycles from
raw periodograms reduced variation from smoothing and
windowing techniques (often used with spectral analysis).
Doing so makes replication of this study relatively easy –
regardless of the type of raw periodogram used.

The search showed 785 cycles with confidence levels
above 95%. Table 4 gives statistics about these cycles,
including their periods, confidence levels, age ranges, and
time-series sources. To evaluate the 785 cycles from this
inclusive study, we calculated percentage deviations for
all of the cycles. This was accomplished by finding the
smallest fractal full-cycle (in the second column of Table 1)
that was greater than the test cycle. Then, percentage devi-
ations were calculated from the equation below.

D ¼ 100� ðTP � FPÞ=FP ð5Þ

where D is the percentage deviation, TP is the test period
from the raw periodogram, and FP is the theoretical period
of the smallest fractal full-cycle greater than TP. The per-
centage deviations (D) ranged from 0% to 200% – with 0%
corresponding to a low-frequency fractal full-cycle (with
a period of P), 100% corresponding to a fractal half-cycle,
and 200% corresponding to a high-frequency fractal full-
cycle (with a period of P/3).

Next, we placed the 785 deviations into a histogram
with the bins evenly spaced at 1% intervals. Fig. 15A shows
the raw histogram, and Fig. 15B–D shows three smoothed
versions of the histogram. Rather than random variation,
Panel A – d18O values (inverted) [31] fixed to the CK-1995 timescale. Panel
s are to the right.



Fig. 13. Example of the 4.64-kyr half-cycle. Filtered and scaled time-series plot. Panel A – Relative temperatures at Dome C, Antarctica [32]. The
corresponding periodogram is to the right.

Fig. 14. Examples of the 1.55-kyr half-cycle. Filtered and scaled time-series plots. Panel A – d18O values (inverted) from Sofular Cave, Turkey [33]. Panel B –
d18O values (inverted) from GISP2 [34]. Panel C – Total solar irradiance measured from 10Be concentrations [35]. Corresponding periodograms are to the
right.
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the histograms clearly show patterned formations closely
aligned with the period-doubling and period-tripling pre-
dictions of the bifurcation branch of chaos theory. The frac-
tal patterns were especially prominent in Fig. 15D, which
weighted the occurrences by confidence level (4 for
99.99%, 3 for 99.9%, 2 for 99%, and 1 for 95%) and only
included cycles with at least 100 repetitions. This is
because measurements based on 100 or more repetitions
ensure increased accuracy.

All of the panels in Fig. 15 also show pronounced peaks
near the theoretical full-cycles (at 0% and 200%) and half-
cycles (at 100%) – as well as smaller peaks with periods
corresponding to 1/4 and 1/32 of full-cycles. This study
indicates that the period-doubling pattern extends beyond
the theoretical half-cycles, but weakens at the 1/4 and 1/32
phases.

In addition to the larger number of cycles near the har-
monic frequencies, a conspicuous absence of cycles occurs
in the range from 45% to 85%. This is midway between the
regions surrounding the newly discovered quarter-cycles
and the half- cycles. Another absence of cycles occurs from
130% to 140% (roughly midway between the full-cycles
and half-cycles. Notably, there was no measurable pattern
of period-doubling for cycles corresponding to 1/8, 1/16, 1/
64, or 1/128 of full-cycles.

An example of well-known solar cycles highlight the
full, 1/2, 1/4, 1/32 harmonic pattern illustrated in Fig. 15.
Consider the theoretical 343.7-yr fractal full-cycle and its
derivatives of 171.9-yr (half-cycles), 85.93-yr (quarter-
cycle), and 10.74-yr (1/32-cycle). All of these closely corre-
spond to well-established solar cycles as indicated by Fig. 8
(two measurements of the 343.7-yr solar cycle), the
�171.9-yr solar cycle reported by Scafetta and Willson
[38], the �86-yr periodicity called the Gleissberg cycle,
and the �10.75-yr periodicity called the Schwabe sunspot
cycle. Thus, the patterns in Fig. 15 indicate that the fractal
harmonics include well-known solar cycles in accordance
with the volcanic, climatic, and quasar formation cycles
we now emphasize.

However, rather than relying on visual inspection of the
histograms to decide if the fractal cycles result from pure
chance, we use the exact binomial test to evaluate this pos-
sibility. Conveniently, the test is particularly appropriate
for analyzing distributions found in histograms. To apply
the test, we initially used only the bins within 4% of the
theoretical full and half cycles. This roughly equals the
4% range for the aforementioned cycle validation system.
The histogram occurrences for the 18 specified bins rang-
ing from 1 to 4, 96 to 104, and 196 to 200 counted as suc-
cesses for the test. The test evaluated the contents of the 18
specified bins against the contents of all 200 bins. The
probability of each bin filling by pure chance is 1/200,
and the probability of the 18 specified bins filling by pure
chance is 18/200 (0.09). The 18 specified bins held 144 of
the 785 total occurrences.

Based on the 144 successes for 785 trials, the null
hypothesis, H0, is that the 18 bins fill at a rate less than
or equal to the rate of pure chance, which is 0.09. The alter-
native, H1, is that the 18 bins fill at a rate greater than the
rate of pure chance. Using these numbers, the exact bino-
mial test returned a confidence interval of [0.091, 1.000]
and a p-value = 2.77 � 10�16. Because the rate of pure
chance (0.090) falls below the [0.091, 1.000] interval, we
reject H0 with a certainty given by the p-value of
2.77 � 10�16. Thus, the alternative of the fractal-related
bins filling at rates above pure chance becomes the pre-
ferred hypothesis.

By using the same approach, we tested several different
scenarios involving 4% ranges, 7% ranges, and the restric-
tive histogram shown if Fig. 15D. We also included scenar-



Fig. 15. Four histograms of the probability distribution for the fractal pattern. Each histogram-bin represents a 1% deviation from a theoretical fractal full-
cycle. The samples for filling the bins are the 785 cycles from raw periodogram outputs with confidence levels greater than 95%. Panel A – Raw histogram of
the 785 percentage deviations. Panel B – Histogram from Panel A smoothed with a 9-bin mean. Panel C – Histogram from Panel A smoothed with a 9-bin
mean and weighted by the confidence level of each cycle. Panel D – Histogram from Panel C, but only including results for time-series with at least 100
repetitions of a cycle. All four panels show similar patterns, with pronounced peaks near the theoretical fractal full-cycles and half-cycles – as well as less
pronounced peaks near the frequencies corresponding to cycles with periods 1/4 and 1/32 of full-cycles.
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ios for the 1/4 and 1/32 cycles. For every scenario, the exact
binomial test rejected H0 with extremely high confidence
levels – generally indicating far less than one chance in a
trillion that random fluctuations cause the cycles. These
tests serve as statistical proof that the harmonic patterns
associated with the period-tripled cycles are real and not
a consequence of pure chance.

8. Discussion and conclusion

By the late 1990s, evidence of correlations among astro-
nomical, geological, climatic, and biological events began
surfacing. Tiwari and Rao [12] noticed a�30-myr cycle (cor-
responding to the 30.44-myr half-cycle) with correlations
among asteroid impacts, formation of large igneous
provinces (LIPs), climatic variation, and mass extinctions.
From these correlations, they postulated that periodic aster-
oid impacts caused the geophysical and biological events
[12]. Subsequent evidence discredited the theory because
the LIPs sometimes occurred before the asteroid impacts –
meaning that the impacts could not have caused the LIPs.

Similarly, Prokoph et al. [10] found a statistical link
among cycles in LIPs, ocean chemistry, and biodiversity
since 520 Ma (from updated versions of LIP, 87Sr/86Sr, d34S,
and marine genera records). The study detected cycles rang-
ing from 28 to 35-myr and from 60 to 65-myr, with both
ranges encompassing the theoretical harmonic cycles of
30.44 and 60.89-myr. Melott and Bambach [7,83,9] and
Melott et al. [8] also found evidence supportive of the
�61-myr cycle.
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Moving toward even lower frequencies, evidence of the
822-myr full-cycle appears in periodic supercontinent for-
mation (the Wilson cycle). Korenaga [84] proposes a �800-
myr supercontinent cycle from the periodic opening and
closing of large ocean basins. Instead of considering
Gondwanaland as a supercontinent, Korenaga views it as
a remnant of Rodinia. That is, Korenaga [84] considers it
a building block of the more complete Pangea landmass
that formed later. Viewed this way, the supercontinents
of Pangea, Rodinia, Nuna, and Kenorland developed at
nearly constant intervals of 822-myr, closely correspond-
ing to theoretical fractal peaks at 268, 1090, 1912, and
2734 Ma. This correlation corresponds closely with zircon
formation, crustal formation, genetic development, star
formation, and quasar formation shown by the five panels
in Fig. 10. Here, we offer a new step in determining why
these diverse and correlated cycles occur at all observable
scales. Specifically, the correlations indicate a common
cyclical astronomical cause.

Based on the tests of observed geological, genetic, and
astronomical records, the fractal cycles appear as the dom-
inant cycles at most scales. The spectra often show other
significant cycles, including the Milankovitch cycles
[36,85], known for their association with glaciations. Col-
lectively, the tests demonstrate the similarities of cycles
for astronomical, biological, climatic, geomagnetic, solar,
and volcanic activities. The many positive correlations
among the divergent proxies suggest a common cause act-
ing at a universal scale.

We considered the scenario where the fractal cycles
develop in a harmonic sequence by pure chance, but
rejected that hypothesis at exceedingly high confidence
levels. By using histograms (Fig. 15) and plotting the rela-
tive distributions of all of the cycles from all of the spectra
(not just the validated period-tripled cycles), we were able
to use scenarios from the exact binomial tests to confi-
dently dismiss the possibility that the fractal cycles
develop by pure chance.

Hence, we conclude that the fractal cycles must indeed
share a common cause. At all scales, the fractal equations
predict when formations and events are likely to occur,
but the equations never imply that the individual records
must exactly follow theoretical oscillations. The harmoni-
cally fractal cycles appear to have some minor natural var-
iation in the periods between cycles – similar to variations
in sunspot cycle periods [86,87].

The tests here suggest that universal-scale dynamics
contribute to the local dynamics of planets, stars, and gal-
axies. This observation does not imply that the fractal
cycles are the only causes of cyclical activities. Rather,
the universal dynamics indicated by the fractal cycles con-
tribute to the variety of cycles found in nature.

The analyses presented here call for the need to refocus
research of apparently separate natural cycles toward a
search for a shared cause. Ultimately, this new direction
may identify the cause of the common harmonic cycles
hypothesized here to pervade the observed regions of the
Universe. Because the observed period-tripling pattern
encompasses self-similar cycles ranging from decades to
more than a billion years, we suggest exploring the possi-
bility that the processes that govern the distribution of
matter in the universe organize the components in a har-
monic and fractal structure. This finding elevates the
importance of intensified investigation of theories associ-
ated with fractal cosmology, bifurcation, and chaos.
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Appendix A. Quasar age calculations

Astronomers typically measure quasars in terms of red-
shifted light [18]. However, this work requires converting
the redshift values to ages. Accomplishing this entails
choosing parameters for the Lambda-CDM (KCDM) cosmo-
logical model [76]. The three important cosmological
parameters for making the calculations are the Hubble
Constant (H0), the density of baryonic matter plus dark
matter (Xm), and the density of dark energy (XK). Astro-
physicists working with the seven-year Wilkinson Micro-
wave Anisotropy Probe (WMAP) [76] proposed
cosmological parameters of H0 = 70.4, Xm = 0.272,
XK = 0.728 (WMAP cosmology). Conversely, astronomers
working on the Sloan Digital Sky Survey (SDSS) [18,19]
used cosmological parameters of H0 = 70.0, Xm = 0.300,
XK = 0.700 (SDSS cosmology). We applied both cosmolo-
gies to the two quasar datasets to obtain a full range of
ages. Heretofore, the text refers to these KCDM cosmolo-
gies by using the subscripts WMAP and SDSS.

The combination of datasets and cosmologies yielded
four datasets of quasar ages, designated as follows:

� SDSS-7SDSS – Release 7 for SDSS cosmology {H0 = 70.0,
Xm = 0.300, XK = 0.700} [18,19]
� SDSS-9SDSS – Release 9 for SDSS cosmology {H0 = 70.0,

Xm = 0.300, XK = 0.700} [18,19]
� SDSS-7WMAP – Release 7 for WMAP cosmology

{H0 = 70.4, Xm = 0.272, XK = 0.728} [76]
� SDSS-9WMAP – Release 9 for WMAP cosmology

{H0 = 70.4, Xm = 0.272, XK = 0.728} [76]

The two quasar datasets have some notable differences.
The newer SDSS-9 dataset [19] contains 87,822 quasars in
total, but it only has 15 quasars between 2.3 Ga and the
present. With so few samples in the recent past, we could
not construct a time-series plot after 2.3 Ga. However, the
SDSS-9 dataset has the advantage of estimating redshifts
six ways. This allowed us to discard data with large red-
shift uncertainty and only use the reliable redshift values.

The older SDSS-7 dataset [18] has the advantage of con-
taining 105,784 quasars, with 605 of those between 2.5 Ga
and the present. Consequently, the SDSS-7 dataset was the
only viable option for studying possible cycles and correla-
tions in recent times. Notably, most of the disputed red-
shift values are much older than 2.5 Ga. Hence, SDSS-7
serves as a reasonable proxy for studying quasar forma-
tions during relatively recent times.
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Appendix B. Descriptions of the test data

This appendix describes the data used in our tests. The
tests involved 33 datasets from six disciplines: astronomi-
cal, biological, climatic, geomagnetic, solar, and volcanic.
This section gives brief descriptions of each of the 33 data-
sets. Moreover, the references include information about
obtaining the data. The majority are available to the public
via online downloads, while a few are obtainable from
tables or information within published articles.
B.1. Astronomical data: B.1–B.4

B.1 – SDSS-7 catalogue of quasars [18]. This dataset
contains 105,783 quasar-like objects that have highly reli-
able redshifts. The researchers created SDSS-7 by inspect-
ing all spectra either targeted as a quasar candidate or
classified as a quasar by the spectroscopic pipelines [18].
The classifications in the SDSS-7 supersede those from all
previous catalogue releases. This dataset is not a statistical
sample of quasars because it includes quasar-like objects
from all categories, not just those selected as quasar candi-
dates [18]. Nevertheless, the selection of UV excess quasars
remained reasonably uniform, and they constitute 63% of
the total SDSS-7 catalogue [18]. This release improved
identification of quasars with redshifts greater than 2.5.
The quasars have a 1r age error of �0.3%, as described
by Schneider et al. [18]

B.2 – SDSS-9 catalogue of quasars [19]. This dataset
contains 87,822 quasars with highly accurate redshifts,
estimated by six methods. We eliminated quasars from
the study if the range of the redshift estimates exceeded
2% of the visual redshift value. This reduced the dataset
to 86,305 quasars. It includes known quasars, mostly from
SDSS-I and II, that were re-observed by the Baryon Oscilla-
tion Spectroscopic Survey (BOSS) [19]. In addition, it
includes 78,086 new discoveries [19]. For each object, the
catalogue contains X-ray, ultraviolet, near-infrared, and
radio emission properties of the quasars, when available,
from other large-area surveys. The quasars have a 1r age
error of �0.3%, calculated directly from the original records
[19].

B.3 – 16,682 stars from the Geneva-Copenhagen Survey
(GCS) of the Solar neighborhood [28]. To study periodicity,
we only had interest in the ages of the stars. In addition,
the dataset contains information about the stars’ chemical
composition, rotation, orbit, and kinematics. Where possi-
ble, the GCS authors strove to estimate new isochrone ages
for the stars [28]. In particular, they paid attention to sta-
tistical biases and error estimates – factors they deemed
as incorrectly calculated in past studies [28]. Despite these
efforts, some of the stars had no age estimate. Conse-
quently, we eliminated them from our study. Of the
remaining candidates, 11,396 had age-errors less than
2.55-gyr (used with the test of the 822-myr cycle). There
were 7216 stars with age-errors less than 560-myr (used
with the test of the 274-myr cycle). The dataset contained
many stars with unknown age errors or very large age
errors (i.e., �2.5-gyr). To reduce the uncertainty, we only
tested stars with age errors less than 0.55 gyr. These stars
have a 1r age error of �11.0%, calculated directly from the
original records [28].

B.4 – Updates to the properties of stars from the Gen-
eva-Copenhagen Survey of the Solar neighborhood [27].
The authors aimed to improve upon the accuracy of earlier
GCS data by implementing revisions from the Hipparcos
parallaxes. The new parallaxes improved estimates for
the distances of 12,506 stars from GCS. They [27] re-com-
puted ages with new values of the star’s visual magnitude
(Mv) from the Padova stellar evolution models used in GCS
I-II, and compared them with ages from the Yale-Yonsei
model and the Victoria-Regina model. With these revi-
sions, the basic data for the GCS stars are as reliable as pos-
sible based on existing techniques [27]. They
acknowledged that further improvement must await con-
solidation of the Teff scale from angular diameters and
fluxes, and the Gaia trigonometric parallaxes. The dataset
contained many stars with unknown age errors or very
large age errors (i.e.,�2.5-gyr). To reduce the uncertainty,
we eliminated the stars with large age errors before (1)
only testing stars with age errors less than 0.55 gyr and
(2) and then testing stars with age errors less than 2.55
gyr. The stars from these two tests had 1r age errors of
�14.0% and �18.5%, calculated directly from the original
records [27].
B.2. Biological data: B.5–B.6

B.5 – A dataset consisting of 1651 genetic ages [20].
This study determined when specific animal transmem-
brane genes first developed by integrating ages from a
paleontology repository with estimates from a maximum
likelihood method [20]. They speculated that the evolution
of new gene families may be coupled to environmental
variables by showing that the density of the duplicated
genes correlate positively with the estimates of maximum
number of cell types of common ancestors [20]. Their
study focused on the Phanerozoic eon, the eon with the
most macro-evolutionary data. Using spectral analysis,
they found a significant 60.92-myr cycle in the genetic data
– similar to the periodicity found in our tests of the same
data, and nearly identical to the 60.9-myr fractal cycle. In
conclusion, they suggested using their methods as a new
way to address questions about genetic evolution [20].
New gene families have a 1r age error of �4.8%, estimated
from bio-stratification age errors of 1.3% [88] plus an addi-
tional 3.5% error because of uncertainties inherent with a
biological time-series spanning 4.5-gyr.

B.6 – A time-series of long-lived marine genera span-
ning the Phanerozoic eon [10]. The biodiversity data origi-
nally came from work by Raup and Sepkoski [89–91]. Later,
Rohde and Muller converted the data [3] to the GTS-2004
timescale [75]. Recent refinements, also using the GTS-
2004 timescale, upgraded the time-series for genera sur-
viving more than 45-myr [10]. The marine genera have a
1r age error of �4.9%, calculated from geological age errors
of 2.9% [10] plus an additional 2% error because of uncer-
tainties inherent with a biological time-series spanning
the Phanerozoic eon.
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B.3. Climatic data: B.7–B.18

B.7 – A 108-myr record of sea level and polar ice vol-
ume variations, derived from continental margin and
deep-sea isotopic records obtained from two core-holes
from the coastal plains of New Jersey and Delaware
[79,92]. They scaled the oxygen isotope values to Lisiecki
and Raymo [93] and used Miller’s sea level assumptions
[79]. Typical to most time-series data of this extent, the
interval between samples varied with age. The intervals
were 100-kyr from 108 to 9 Ma, 5-kyr from 9 to 3 Ma,
2.5-kyr from 3000 to 1500 Ka, 2-kyr from 1500 to 600 Ka,
and 1-kyr from 600 to 0 Ka. The sea level ages have a 1r
age error of �9.8%, calculated directly from the original
records [79].

B.8 – A 591-myr reconstruction of global sea level
changes based on biostratigraphy [94]. This innovative
work combined geological layering (stratification) with
fossil evidence to identify ages. Writers often refer to this
time-series as the Exxon Sea Level Curve (after the funding
corporation) or the Vail Curve (after the lead author). After
its introduction, the Vail Curve became controversial for
two reasons: because of the proprietary nature of the data
used to construct the sea level proxy, and because of the
method used to estimate sea level amplitudes [95]. Despite
the amplitude deficiencies, subsequent studies validated
the general number and the timing of the eustatic events
[95]. For our study, the limitations of the Vail Curve are
acceptable because spectral analysis requires correct ages
for the maxima and minima in the time-series, with exact
amplitudes of the extremes being relatively unimportant.
Hence, the Vail Curve meets the criteria for evaluating
periodicity in global sea levels. The sea level ages have a
1r age error of �3.3%, estimated from bio-stratification
age errors of 1.3% [88] plus an additional 2% error because
of uncertainties inherent with a cored time-series span-
ning the Phanerozoic eon.

B.9 – A 65-myr proxy of global climate, derived from
d18O data [36]. To construct this climatic time-series, the
researchers converted older chronologies to the CK-1995
timescale [74]. While updating the chronologies, they dis-
covered that the biozonation schemes for some sites were
either outdated or unreliable due to low sampling resolu-
tion or a lack of detailed assemblage information [36]. In
those cases, they augmented biostratigraphic interpreta-
tions with isotope stratigraphy [36]. The d18O values have
a 2r age error of �5.2%, estimated from documentation
about the CK-1995 timescale by Mountain et al. [96]

B.10 – A sequence of climate proxies spanning the Oli-
gocene from 34-23 Ma [31]. To construct the datasets, the
authors used published benthic foraminiferal stable iso-
tope data from the Ocean Drilling Program (ODP) Leg
199, Site 1218, in the equatorial Pacific, and they applied
various age models to the ODP data [31]. For this study,
we used three variations of the time-series: d13C data cal-
ibrated to the Laskar-2004 orbital model [85], d13C data
calibrated to the CK-1995 timescale [74], and d18O data
calibrated to the GTS-2004 timescale [75]. The d18O values
have a 2r age error of �5.2%, estimated from documenta-
tion about the CK-1995 timescale by Mountain et al. [96]
B.11 – A 112-myr compilation of benthic foraminiferal
isotope values [73]. The researchers calibrated the d18O
values [73] to two timescales – CK-1995 [74] and GTS-
2004 [75]. The work here examined both versions of the
time-series of d18O values. The d18O values have a 2r age
error of �5.2%, estimated from documentation about the
CK-1995 timescale by Mountain et al. [96]

B.12 – A time-series of water-depth in sedimentary
structures [72], called a depth rank curve. A depth rank
consists of a sequence of facies, related to the assumed rel-
ative depth of a lake during deposition [72]. The research
provides the most direct measure of relative lake levels,
and hence climate, presently available for these rocks
[72]. The data ranges from 223 to 202 Ma, a time when
the Newark rift basin accumulated more than 5 km of con-
tinental strata [72]. It consists of the composite record of
the Nursery through Martinsville depth rank curves. The
sedimentary ages have a 1r age error of �4.4%, estimated
from zircon age errors [97] of 2.4% plus an additional 2%
error because of uncertainties inherent with a sedimentary
time-series from 223 to 202 Ma.

B.13 – Two climate proxies of the Eastern Mediterra-
nean region, calculated from the sea-land oxygen isotopic
relationships from planktonic foraminifera and speleo-
thems from Soreq and Peqiin caves in Israel [13]. The
d18O data from Soreq Cave spans the last 250-kyr, while
the data from Peqiin Cave spans the last 185-kyr. The com-
bined d18O records from the caves span the last 250-kyr
and closely correspond to the published Globigerinoides
ruber marine d18O record for the Eastern Mediterranean
Sea [13]. This links the land and the marine isotopic
records [13]. The d18O values have a 1r age error of
�1.2%, estimated from the stalagmite oxygen isotope mod-
els of Fleitmann et al. [13] and Carolin et al. [98]

B.14 – A record of dust-flux (mg/yr and per m2) from
186 to 4 Ka, derived from an ice core extracted from Vos-
tok, Antarctica [99]. The researchers assumed that atmo-
spheric dust serves as a stratigraphic marker to compare
with other climatic records [99]. Accordingly, they used
the magnetic-susceptibility profile measured along the
RC11-120 Indian Ocean core for this purpose [99]. They
sampled the Vostok core every 8 m and performed
micro-particle studies on ice sections 15–20 cm long [99].
Vostok dust-flux has a 2r age error of �3.5%, estimated
from the GT4 Vostok glaciological timescale [16].

B.15 – A high-resolution deuterium-based time-series
of temperatures estimated from an ice core extracted at
Dome C, Antarctica [32]. This climate proxy extends from
800 Ka to present. The researchers noticed the general cor-
respondence between Dansgaard-Oeschger cycles and the
smoothed Antarctic counterparts from their Dome C record
[32]. They listed Antarctica temperatures as differences
from the average of the last 1000 years, and calculated
the record by adjusting for sea-water isotopic composition
and adjusting for ice sheet elevation [32]. Antarctica tem-
peratures have a 2r age error of �2.8%, estimated from
the EDC3 age scale [100].

B.16 – A 50-kyr time-series of d18O values estimated by
a stalagmite extracted from Sofular Cave, Turkey [33].
Intervals between samples range from 2 to 65 years. Timing
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of the Sofular record consistently fluctuates within
±300 years of the Hulu Cave record for most of the Green-
land interstadials, while divergences greater than 500 years
occur between the Sofular and Hulu records for Greenland
interstadials 4 and 7 [33]. The d18O values have a 1r age
error of �1.4%, calculated directly from the original records
[33].

B.17 – A 111-kyr record of d18O values estimated from
the GISP2 ice core extracted from Greenland [34]. The
interval between samples ranges from as small as 4 years
for the newest potions of the core to as large as 400 years
for the oldest portions of the core. The GISP2 d18O values
have a 2r age error of �2.7%, estimated from Alley et al.
[101] and Huybers and Wunsch [102].

B.18 – A 4000-year proxy of Greenland surface temper-
atures, estimated from air trapped in the GISP2 ice core
[103]. To accomplish this, the research team applied a
new method that uses d15N and d40Ar isotopic ratios from
occluded air bubbles [103]. The time-series consists of
4000 samples at evenly spaced annual intervals. Greenland
surface temperatures have a 1r age error of �1.1%, esti-
mated form a GISP2-Hulu Cave composite model [104].
B.4. Geomagnetic data: B.19–B.23

B.19 – A time-series of geomagnetic intensity, con-
structed from six sediment cores from the equatorial Paci-
fic, three from the West Caroline Basin, and three from the
Manihiki Plateau [22]. The data spans the time from 3.0 to
0.8 Ma. The research team estimated ages by correlating
variations in magnetic concentration (magnetic suscepti-
bility and/or remanent magnetization) to target d18O
curves [22]. Geomagnetic excursions corresponded to
some of the paleointensity minima [22]. Geomagnetic
intensity has a 2r age error of �1.8%, estimated from Huy-
bers and Wunsch [102].

B.20 – A composite time-series obtained by integrating
33 records of relative geomagnetic intensity into a single
curve spanning the past 800-kyr [23]. Our work used a
combination of this time-series [23] and the time-series
from Yamazaki and Oda [22] for a continuous sequence
of geomagnetic intensity measurements from 3.0 Ma to
present. Geomagnetic intensity has a 2r age error of
�1.8%, estimated from Huybers and Wunsch [102].

B.21 – A 1.5-myr time-series of relative geomagnetic
intensity [21], achieved by coupling relative geomagnetic
paleointensity and oxygen isotope records. The researchers
noticed that geomagnetic reversals and geomagnetic
excursions coincided with periods of low geomagnetic
intensity [21]. Geomagnetic intensity has a 2r age error
of �1.8%, estimated from Huybers and Wunsch [102].

B.22 – A 3.6-myr time-series of magnetic susceptibility,
estimated from two continuous red-clay and loess-
paleosol sequences on the Chinese Loess Plateau [14].
The authors used this time-series to investigate the
variability of the East Asian monsoon [14]. Magnetic
susceptibility is a component of geomagnetic intensity.
Thus, it partially correlates with geomagnetic intensity.
Magnetic susceptibility has a 1r age error of �1.7%, from
documentation by the authors [14].
B.23 – A 140-kyr time-series measuring dust aerosols
and magnetic susceptibility [15]. The research team col-
lected samples from the southern Chinese Loess Plateau
[15]. They noticed dominant cycles [15] corresponding to
Dansgaard-Oeschger cycles and Heinrich events. Magnetic
susceptibility has a 1r age error of �1.3%, estimated from
magnetic susceptibility [14] and d18O records since
100 Ka [98].
B.5. Solar data: B.24–B.27

B.24 – A proxy of solar activity, calculated from
Beryllium concentrations in the GISP2 ice core [35].
Technicians at the Lawrence Livermore National
Laboratory Centre for Accelerator Mass Spectrometry made
the 10Be half-life measurements for the study [35]. The
time-series ranges from 40 to 3 Ka. Solar activity has a
1r age error of �0.6%, calculated directly from the original
records [35].

B.25 – An 11.4-kyr reconstruction of sunspot numbers
[24]. To accomplish this, the research team combined
a dendrochronological age model with radiocarbon
concentrations. In the process, they used physics-based
models to connect the radiocarbon concentrations with
sunspot numbers [24]. The sunspot numbers have a 1r
age error of�0.8%, estimated from dendrochronological age
models [105,106] and a 14C age model [107].

B.26 – A 9.3-kyr time-series of total solar irradiance
[25], measured from 10Be concentrations in ice cores
extracted from Greenland (GRIP) and Antarctica (South
Pole). Measurements of 10Be allow reconstruction of total
solar irradiance much further into the past than existing
methods based solely on sunspot numbers [25]. Total solar
irradiance has a 2r age error of �3.4%, estimated from the
EDC1 Dome Concordia timescale [108].

B.27 – A 1000-year time-series of solar activity, derived
from radionuclide records [78]. Excluding the era of direct
solar observations, radionuclide abundances in natural
archives provide the best method for reconstructing solar
activity [78]. This solar proxy consists of estimates inferred
from 10Be and 14C tree-ring records. The 10Be records were
from Greenland ice cores (Camp Century, GRIP, Milcent,
and Dye3) and Antarctic ice cores (Dome Concordia and
South Pole). The 14C records were from the SHCal and Int-
Cal04 standards for the years 1000–1510 and from annual
data for the years 1511–1950. In general, the 10Be and 14C
records exhibit good agreement – allowing reliable esti-
mates of past solar magnetic modulation [78]. Our work
used the output described as solar modulation function.
Solar activity has a 1r age error of �0.6%, estimated from
tree-ring and sunspot age errors given in documentation
by the authors [78].
B.6. Volcanic data: B.28–B.33

B.28 – A 4.5-gyr time-series of the progressive growth
of Earth’s continental crust [30]. This time-series consists
of the percentage of Earth’s crust that developed, in 200-
myr intervals, since Earth’s formation. In this sense, the
continental crust time-series [30] represents the first
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proxy of Earth’s entire exterior evolution. As a result of
their work, McCulloch and Bennett [30] noticed episodes
of rapid crustal formation at �3600, �2700, and 1800 Ma
– reasonably close to theoretical peaks of the 822-myr
fractal cycle at 3556, 2734, and 1912 Ma. This time-series,
along with the Vail Curve [94], were the first pieces of evi-
dence to indicate that harmonic cycles occur at the myr
scale. Continental crust has a 1r age error of �2.5%, esti-
mated from 206Pb/204Pb age errors by Rasbury et al. [109].

B.29 – A dataset of nearly 40,000 U/Pb zircon ages, rep-
resentative of episodic zircon formations that correspond
to supercontinent connections and continental growth
[97]. They used a probabilistic kernel density analysis of
the zircon ages to find times of unusually high zircon for-
mation, and found five major peaks at 2700, 1870, 1000,
600, and 300 Ma – closely corresponding to supercontinent
formation. Similar to the work from McCulloch and Ben-
nett [30], four of the five major peaks closely aligned with
theoretical peaks of the 822-myr fractal cycle at 2734,
1912, 1090, and 268 Ma. For the analysis here, we excluded
the igneous zircons because of persistent rounding to the
nearest million-year digits – especially those ending with
0 and 5. The rounding patterns caused false signals in the
periodograms for igneous zircons. Hence, we only used
the 29,405 detrital zircons from the dataset. The 30.4-
myr test excluded zircons with age-errors > 10-myr; the
91.3-myr test excluded zircons with age-errors > 20-myr;
the 274-myr test excluded zircons with age-errors > 30-
myr; and the 822-myr test excluded zircons with age-
errors > 60-myr. The zircons have a 1r age error of
�2.3%, calculated directly from the original records [97].

B.30 – A dataset of U/Pb ages from detrital zircons [29].
This master dataset combined zircon ages from several
published datasets, and removed the duplicate entries. In
previous related work, Condie and Aster [97] found an
uneven distribution in the ages of zircons, and suggested
that peak occurrences in zircon numbers correspond clo-
sely to times of supercontinent assembly. These newer zir-
con records represent the latest attempt to better identify
the times of supercontinent assembly and continental
growth. The zircons have a 1r age error of �1.4%, calcu-
lated directly from the original records [29].

B.31 – A 420-kyr time-series of methane concentrations
(ppbv) from the Vostok, Antarctica ice core [16]. The meth-
ane concentrations have a 2r age error of �3.5%, obtained
from a related document that describes the GT4 Vostok
glaciological timescale [16].

B.32 – A 1.155-myr time-series of global volcanic activ-
ity, constructed from the tephra layers along the Ring-of-
Fire [17]. The data came from numerous preliminary
reports of the Deep Sea Drilling Project (DSDP), Ocean Dril-
ling Program (ODP), and Integrated Ocean Drilling Program
(IODP). It included samples from Nankai, Alaska, the Aleu-
tian Arc and Basin, Kamchatka, New Zealand, the Tonga
Arc, and the Philippines [17]. For the past million years,
the times of volcanic events have a 2r age error of
�4.7%, obtained from documentation given by the authors
[17].

B.33 – A 110-kyr time-series of volcanic sulfate concen-
trations, measured from the GISP2 (Greenland) ice core
[26] Zielinski and Mershon [26] calibrated ages to the
Meese/Sowers timescale, and took samples every 2 years
in the newest portions of the time-series to every 30 years
in the oldest portions. The sulfate values have a 1r age
error of �2.7%, estimated from Alley et al. [101] and Huy-
bers and Wunsch [102].
Appendix C. Supplementary data

Supplementary data associated with this article can be
found, in the online version, at http://dx.doi.org/10.1016/
j.chaos.2014.04.001.
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