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The times of "Pure History" when historians were only interested in the déed
kings and heroes passed long ago. A more and more important roleeis ipjayew ¢
rections in historical research that study long-term dynamic processes atithtjuan
changesThis kind of history can hardly develop without the applicatiomathemat
cal methods.

This almanac continues a series of edited volumes dedicated to \@smrts
of the application of mathematical methods to the study of histwysociety This ed-
ited volume considers historical dynamics and development of compbéetiss Its
constituent articles treat historical processes at very different levels of Scale ait
cles study global dynamics during the last millennia covering the formatid deel-
opment of the World System. Other articles foonshe dynamics of single sieties, or
even communitiedn general, this issue of the almanac constitutes an integrated study
of a number of important historical processes through the applicaticariofis matk-
matical methodslin particular, these articles trace the trajectories of political dpvelo
ment from the early states to mature statel This almanac also traces trajectories of
urban development, and important demographic, technological, andstsacioral
changes

The almanac demonstrates that the application of mathematical metbbah-
ly facilitates the processing of historical information, but can also tgi\a historian a
deeper understanding of historical processes.
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Introduction.
Why do we need mathematical models of
historical processes

Peter Turchin, Leonid Grinin, Andrey Korotayev

Many historical processes are dynamiadyamamicprocess is one that changes
with time). Populations increase and decline, economies expand and contract,
while states grow and collapse. How can we study mechanisms that bring about
temporal change and explain the observed trajectories? A very conpyon a
proach, which has proved its worth in innumerable applications (particularly,
but not exclusively, in the natural sciences), consists of taking a holigic ph
nomenon and mentally splitting it up into separate parts that are assumed to i
teract with each other. This is the dynamical systems approach, because the
whole phenomenon is represented as a system consisting of several interacting
elements (or subsystems).

In the dynamical system's approach, we must describe mathematically how
different subsystems interact with each other. This mathematical description is
the model of the system, and we can use a variety of methods to stully the
namics predicted by the model, as well as attempt to test the model byreompa
ing its predictions with the observed dynamics.

Generally speaking, models are simplified descriptions of reality that strip
away all of its complexity except for a few features thought to be critical to the
understanding of the phenomenon under study. Mathematical models are such
descriptions translated into a very precise language which, unlike natural human
languages, does not allow for any double (or triple) meanings. The great
strength of mathematics is that, once we have framed a problem in mathematical
language, we can deduce precisely what are the consequences of the assum
tions we made no more, no less. Mathematics, thus, is an indispensable tool in
true science; a branch of science can lay a claim to theoretical maturityf-only a
ter it has developed a body of mathematical theory, which typically consists of
an interrelated set of specific, narrowly-focused models.

The conceptual representation of any holistic phenomenon as interacting
subsystems is always to some degree artificial. This artificiality, by itsel, ca
not be an argument against any particular model of the system. All madels si
plify the reality. The value of any model should be judged only againstaltern
tives, taking into account how well each model predicts data, how parsimonious
the model is, and how much violence its assumptions do to reality. rit-is i
portant to remember that there are many examples of very useful models in na
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ural sciences whose assumptions are known to be wrong. In fact, all mcels
by definition wrong, and this should not be held against them.

Mathematical models are particularly important in the study of dynamics,
because dynamic phenomena are typically characterized by nonlinéar fee
backs, often acting with various time lags. Informal verbal models are adequate
for generating predictions in cases where assumed mechanisms act in a linear
and additive fashion (as in trend extrapolation), but they can be very misleading
when we deal with a system characterized by nonlinearities and lags. In general,
nonlinear dynamical systems have a much wider spectrum of behaviors than
could be imagined by informal reasoning. Thus, a formal mathematicat app
ratus is indispensable when we wish to rigorously connect the set ofpassum
tions about the system to predictions about its dynamic behavior.

Modeling of any particular empirical system is as much art as scienck. Mo
els can be used for a variety of purposes: a compact description of the system
structure, an investigation into the logical coherence of the proposed &xplan
tion, and derivation of specific predictions from theory that can be tested with
data. Depending on the purpose, we can develop different models for the same
empirical system.

There are several heuristic rules that aid development of useful models. One
rule is: do not attempt to encompass in your model more than two hierarchical
levels. A model that violates this rule is the one that attempts to modej-the d
namics of both interacting subsystems within the sysdechinteractions of
subsubsystems within each subsystem. For example, using an individedl-b
simulation to model interstate dynamics violates this rule (unless, perhaps, we
model extremely simple societies). From the practical point of view, even po
erful computers take a long time to simulate systems with millions of agents.
More importantly, from the conceptual point of view it is very difficult to inte
pret the results of such a multilevel simulation. Practice shows that questions
involving multilevel systems should be approached by separating the iskues re
evant to each level, or rather pair of levels (the lower level providesamech
nisms, one level up is where we observe patterns).

The second general rule is to strive for parsimony. Probably the best defin
tion of parsimony was given by Einstein, who said that a model shoudd be
simple as possible, but no simpler than that. It is very tempting to include in th
model everything we know about the studied system. Experience shaws, ag
and again, that such an approach is self-defeating.

Model construction, thus, always requires making simplifying assumptions.
Surprisingly, however, the resultant models are often quite robust with respect
to these initial assumptions. That is, "first-cut” models can be investigated
mathematically as to the consequences of relaxing the initial assumptions for
theoretical predictions. Repeated applications of this process can extend theory
and simultaneously increase confidence in the answers that it provides. The end
result is an interlocked set of models, together with data used to estimate model
parameters and test model predictions. Once a critical mass of models and data
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has been accumulated, the scientific discipline can be thought of as having m
tured (however, it does not mean that all questions have been answered).

The hard part of theory building is choosing the mechanisms that will be
modeled, making assumptions about how different subsystems interact; choo
ing functional forms, and estimating parameters. Once all that work is dmne, o
taining model predictions is conceptually straightforward, although technical,
laborious, and time consuming. For simpler models, we may have analgtical s
lutions available. However, once the model reaches even a medium level of
complexity we typically must use a second method: solving it numerically on
the computer. A third approach is to use agent-based simulations. These ways
of obtaining model predictions should not be considered as strict alternatives.
On the contrary, a mature theory employs all three approaches synergistically.

* * %

One of the main causes for the expansion of the application of formag-math
matical methods to the study of history and society is the deep changes that
have taken place during recent decades in the field of information production,
collection, and procesyj (as well as in the field of information technologies, in
general). Theechanges affect more and more fields of academic resddreh
enhaned possibilities for the development of databases, the increasing speed of
their processing, in conjunction with the growing availability of many $oaf

digital information, the diffusion of personal computers and more amd me
phisticated software provide all the grounds needed to forecast not onk¢ the e
pansion for the formalizationf new methods of information processing and
presentation, but also the expanding application of formal mathematidal met
ods in such fields that seem to have nothing to do with mathematesnay

note some serious changes in the attitudes of the "humanitarians” toward formal
mathematical method3 he application of formal mathematical methods in the
humanities is not just a fashion, or the way to make one's research faster and
more comfortablelt becomes evident that such methods create necessary co
ditions for intellectual breakthroughs, for the establishment of new paradigms,
for the discovery of new research directiofis a considerable extent this is-a
counted for by the very character of many historical processes.

The times of "Pure History" when historians were only interested in the
deeds of kings and heroes passed long ago. A more and more impueast
played by new directions in historical research that study long-term dynamic
processes and quantitative changes. This kind of history can hardly develop
without the application of mathematical methods.

This almanac continues a series of edited volumes dedicated to vasious a
pects of the application of mathematical methods to the study of historpand s
ciety (Grinin, de Munck, and Korotayev 200BpunuH, Koporae, Mankos
2006; Maukos, I'punun, Koporaee 2006; Koporaes, Mankos, I'puaun 2006)

This edited volume considers historical dynamics and development of complex
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societies. Its constituent articles treat historical processes at very different levels
of scale. Some articles study global dynamics during the last millennia covering
the formation and development of the World System. Other articles focus on the
dynamics of single societies, or even communities. In general, this issue of the
almanac constitutes an integrated study of a number of important histoaeal pr
cesses through the application of various mathematical methods. In particular,
these articles trace the trajectories of political development from the early states
to mature statehood. This almanac also traces trajectories of urbanpdevelo
ment, and important demographic, technological, and sociostructural changes.

The almanac demonstrates that the application of mathematical methods not
only facilitates the processing of historical information, but can also give to a
historian a deeper understanding of historical procésses.
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Scientific Prediction in Historical Sociology:
Ibn Khaldun meets Al Saud

Peter Turchin

One of the hallmarks of a mature discipline is its ability to make gtieds that can be
used to test scientific theories. Scientific predictions do not necessardythide con-
cerned with future events; they can be made about what occurtkd past. | illustrate
such retrospective prediction with a case study of conversion to Christiartie Ro-
man Empire. The bulk of the paper deals with the logic and methgdoiagtting up a
scientific prediction in macrosociology. The specific case study | deigethp possible
state collapse in Saudi Arabia. The theoretical setting is providetdebgemographic-
structural theory of state collapse. The starting point is a previously gmalmodel
for political cycles in agrarian societies with nomadic elites, loosely basdtepideas
of Ibn Khaldun. I modify the model to fit the characteristics ofntloelern Saudi Ara-
bian state and estimate its parameters using data from published sources. Téle mod
predicts that the sovereign debt of Saudi Arabia will eventually reachanageable
proportions; the fiscal collapse will be followed by a state collapse ant gitder. The
timing of the collapse is affected by exogenous events (primarily, flucsiatiovorld
oil prices) and by parameter uncertainty (certain parameters of the ncadebe est
mated only very approximately). The generalized prediction of eventudi Sdlapse
together with subsidiary relationships specifying how variations in eamgefactors
and parameters affect the future trajectory is the "lbn Khaldun scen#&imajor the-
retical alternative is provided by a set of ideas and specific recommendatiiggesting
how Saudi Arabia can avoid crisis by reforming its economy andalibig its polit-
cal system (the "IMF scenario"). The main purpose of the proposedhiesfore, is to
determine which of the two theoretical scenarios will best describe thettnajext the
Saudi state over the next decades.

INTRODUCTION: Scientific prediction

The ability of a discipline to make valid predictions is a sign of its ritgtu
(Collins 1995: 1588). As historical sociology matures, its practitiomave be-
gun to wrestle with the question of prediction. A good illustratiothisf preoc-
cupation is the Symposium on Prediction in the Social Sciences at the 1993
meeting of the American Sociological Association (see Hechter 1995). The pa
ticipants and commentators of the symposium expressed a wide ranga-of op
ions on the possibility of predicting such macrosociological phemanas re-
olutions, ranging from "it cannot be done" to "it already has bear"d(Kiser
1995. This disagreement is due, in large part, to differing definitions lged
the authors. Thus, the first order of business is to clarify thHeusameanings

of the word "prediction”



10 Scientific Prediction in Historical Sociology

The usual meaning of "prediction” is a statement that a certain kexkaof
will occur at some future time. What distinguishes prediction in sciece fr
the common usage is that we must have an explicit scientific tlo@owhich
the prediction is based. This requirement leaves beyond the pale "predictions
propounded by pundits at TV talk shows (no explicit theoryasirological
predictions (the underlying "theory" is unscientific). Within the scientifie u
age, we can further distinguish three kinds of predictions. The dinsl con-
ceptually the simplest one, iprojection In a projection exercise we ask a
"what if* question: assuming certain initial conditions and a certain methan
of change, what would be the future trajectory of the modelednsyséen ex-
ample is demographic projections that we can run for different scedrios
ture fertility changes in the US. Whether the total fertility rate stays cdnstan
declines, or increases will have a strong effect on the future age structinee of
US population€.g, Lee and Tuljapurkar 2001)

A forecastis a prediction that a certain variable will reach a specified level
(or will be within the specified range of values) at a certain point in tioeefu
Unlike the projection exercise, forecasting requires that we accept the validity
of the assumptions of the underlying theory. A common exampdefafecast
is the weatherman on the TV predicting that the temperature will be bef@een
and 75 degrees F at noon two days hence. Forecasts are made for a¥ariety
practical reasons usually having nothing to do with science.

The third kind of prediction (I will call iscientific predictionto distinguish
from the others) is used to test scientific theories. Scientific predicti@nses
the logic of forecasting: whereas in making forecasts we assume the vafidity
the underlying theory and want to know what will happen to obskesain a
scientific prediction exercise we want to use the observables to infealtte v
ity of the theory. We take it for granted that theories yielding predictions that
are in good agreement with empirical patterns are preferable to those who make
poor predictions. The distinction | make here between forecastscigmntific
predictions roughly parallels the distinction between unconditional historical
prophecies and (also) scientific predictions, made by Karl Popper andeddor
by Michael Hechter(995:1522)

| would argue that it is scientific predictions, rather than forecastsgsnd
pecially projections), that are the hallmark of a mature science. Whydshou
macrosociologists care about forecasts? No practical peespng politician,
or an intelligence analyst) should pay any attention to forecasts mesteiby
ologists about, for example, the possibility of revolution in any pdaiicstate.

At present time historical sociologists are only beginning to understend
causes of revolution and state collapse. Certainly, we are not at the berge w
meaningful forecasts are possible. In other words, making foresastsseless
activity given the current state of development of historical sociologyth®n
other hand, making scientific predictions could be a very fruitful iagtitbe-
cause the end result may be precisely what we currently-laciderstanding.
At least, that’s how it worked in natural sciences, and there is no reason to as-
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sume 1that it will be impossible to repeat this feat in social sciences (fiurch
2003.

Another strike against forecasts is that many mature sciences lack the ability
to make accurate forecasts. Taking again the weather prediction, it is well
known that no meaningful weather forecasts can be made farther irtuhe fu
than 710 days. The reason is that the dynamical system governing fluctuations
in temperature, pressure, and rainfall (which we call "weather") is characterized
by sensitive dependence on initial conditions (popularly known as chdus).
characteristic time of trajectory divergence is such that very simita icon-
ditions, well within the observation error of the global network of heasta-
tions, can and do produce completely different outcomes jakt 7—10 days.
Although we cannot make long-term weather forecasts, the sciedeeying
weather fluctuations (a discipline of physics known as fluid dynsinisccom-
pletely understood. Thus we have a seemingly paradoxical situatioe tiger
scientific understanding of processes is highly mature while our atuilitye-
dict long-term dynamics is nonexistent.

How should we use scientific prediction in macrosociology? Actually, set-
ting it up is not a trivial task (which is why the ability to make scientific pre
dictions is a sign of maturity in a discipline). The main requirenartourse,
is a well-developed and sufficiently formalized theory from which ¢ave
testable predictions. Ideally, the theory should be formulated in mathematical
language, which makes it hard to sneak in hidden assumptionsnieverim-
portantly, mathematical formalization increases the potential for quantitative
predictions, which have a greater falsifiability potentidlhis consideration
leads us to one thorny problem in scientific prediction, how to judusther
the theoretical statement to be tested has a high falsifiability potential, that is,
whether it isnovel (EIman and Elman 2003). Should I, for example, use any
theory to make a prediction that the US will not have a state collapse during the
next month, and then observe that, indeed, this is what happenedadtiernr
will be deservedly underwhelming. A successful, but trivial predictionldho
not have any confirmation value. But how do we judge which predicions
trivial and which are novel? The solution is simple: we should never test a
ory in isolation, but always against alternatives. The simplest alternatiNg co
be a "null hypothesis," an expectation that future events occur entirep-at r

! A lively discussion on the methods of explanation indnisal sociology has developed during the
1990s (Kiser and Hechter 1991, Somers 1998, Kiser anttete1998, Steinmetz 1998). In this
paper | do not need to choose sides in this largelpgiphical and highly abstract debate. My
intent, rather, is to construct a specific and cdecrase-study isdentific prediction, leaving the
philosophical issues to philosophers.

2 An example of qualitative prediction is "societiestyie A are less susceptible to collapse than
societies of typ®." Even if the theory making this prediction is wrongttts, the type of society
has nothing to do with its susceptibility to collap$esré is still a 50% chance that the prediction
itself turns out to be true, because there are ordypwssible outcomes of the tess(are either
less or more susceptible to collapse tBa). As a result, qualitative predictions tend to have a
low falsifiability potential.
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dom. A better alternative is some sort of formalization of "common sense.
However, ideally we would like to be in a position to test our theoajnaga

fully developed alternative theory, or theories (this is described fabyein
Turchin 2003:78). Having two (or more) explicit theories allows us to deter-
mine for what aspects of reality their predictions coincide and, morerimp
tantly, where they disagree. Then, we collect data on the aspect where the theo-
ries disagree. The confirmation status of the theory, whose predictiohematc
the data better, is elevated, while theusnessful theory’s status is degraded

(and eventually, after it makes a lot of poor predictions, we miggitd to call

it "rejected"). Thus, a well-designed exercise in scientific prediction eateb
fined as a planned comparison between two (or more) scientifiaebaming

the data as arbitérWe now see that scientific prediction is a technically and
conceptually much more difficult exercise than "mere" forecastingniiatly,

we must obtain multiple forecasts, from each of the theories we are testing. Fu
thermore, it may be necessary to run multiple projections to test the effects
assumptions (this will be illustrated below for the Al Saud prediction).

To sum up, in contrast to forecasts (as defined here), which aresuseles
the scientific progress, each successful exercise in scientific prediction ad-
vances our understanding of the processes involved. It is the abilitvake
scientific predictions that is a hallmark of maturity in a scientific disoiplit
means that the discipline has accumulated enough theoretical models to erect
explicit alternative hypotheses, and that it has developed structures for trans-
lating the chaos of raw sensory inputs ideda, formalized empirical observa-
tions that can be used in testing theories ("normalized data" and "relevaht fact
in the formulation of Rozov 2000).

Retrospective prediction: an example

One important aspect of the definition of scientific prediction given a®ve
that there is nothing in it about predicting fladure. Logically it does not mat-
ter whether the empirical event (or events) that we use to distingoishg
theoretical alternatives will take place in the future, or has already occurred.
The importance of this aspect cannot be overemphasized, because if wwe had
wait for our scientific predictions to be fulfilled (or not), the pess in histori-
cal sociology would be very slow, or even impossible (how couldesteso-
ciological theories about agrarian empires, if there are no such polities left in
the world?).

As an illustration of such retrospective prediction, or retrodiction (Kiser and
Hechter 1991), consider the case of testing dynamical theories aboutuseligio

% It is important to note that a prediction exercisedsthe only way that general propositionse(th
ories) can be tested. Other ways include checks @icdbcoherence, verification of the postula
ed proximal mechanisms and processes of change, examinafioosmparative evidence
(Richerson and Boyd 2001), analytic narratives (Batesl. 1998), and at least two kinds of e
periment, manipulative and mensurative. A predicticgr@se is essentially a mensurativeex
iment, and only one way of many to do good science.
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conversion (Turchin 2003). Three mareless explicit models for religious
conversion and ethnic assimilation have been proposed in the licerttia
noninteractive, the autocatalytic, and the threshold models. The justification fo
ead of the model does not concern us here (the details are in Turchin 2003:
Chapter 6); what is important is that each model predicts a qualitatively differ-
ent trajectory (the proportion converted/assimilated as a function of timie). Th
means that we can determine which theory better reflects the realitydan

find data on the temporal course of conversion. Empirical data on comvér's
Islam in Iran and Spain, early Christianity in the Roman Emgirg] the
growth of Mormonism all strongly supported the autocatalytic mod&iveare
nothing like trajectories predicted by the two alternatives. What do we cenclud
from this result? All models are by definition wrong, because tieysimplify

the complex reality, but the autocatalytic model is less wrong tteaaltérna-
tives. We can tentatively conclude that the assumptions of the convers@n p
ess built into the autocatalytic model are approximately correct (at least, until
an even better alternative model is proposed).

A critic might point out that the shape of the empirical conversion surve
was already known to the tester prior to the test, and therefore thieafethd
test was a foregone conclusion. There is some validity in this critisstet us
delve a bit into the issues involved. A good paradigm is providetthdoylis-
tinction made in statistics between fitting models to data and using fitted mod-
els topredict outef-sample datg"in-sample” refers to data used in model fit-
ting, "out-of-sample” data are those that were not used in fitting but were re-
served for testing the model; or perhaps were collected after the model-was fit
ted). Indeed, flexible statistical models, given a sufficient number of parame
ters, can fit almost any imaginable shape. Thus, a true measure afdiba
statistical model does at capturing certain aspects of reality can be obtained o
ly by forcing it to predict outf-sample data.

But the three conversion models that | considered were not flexible statisti-
cal models. They were based on specific assumptions about mechanisms un-
derlying conversion, and predicted qualitatively different shapes of trajectories.
Thus, the comparison between theoretically predicted shapes and the empiri
cally observed ones was definitely a step forward, because it rowjeted
two of the models in favor of one. Nevertheless, the putative crigarisally
correct because successfully predicting @usample data should always carry
more weight than predicting data already in hand.

Actually, there was an element of mftsample prediction in the test in-
volving the early Christianity data. This case study came fronbtiok by
Rodney Stark (1996) on the rise of Christianity (see also Ho{dldas, Stark
1998. Stark used a variant of the autocatalytic model to predict how the num-
ber of Christians in the Roman Empire grew from the first cgrdar He esti-
mated (guessed, really) that there were roughly a thousand coinvé&tsCE
and that their numbers grew at the rate of 40% per decade. Severafierars
he made these estimates, a colleague attracted his attention to the reconstruction
by Roger Bagnall of the growth of Christianity in Egypt, basaddata in
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Egypian papyri. Since Stark was unaware of Bagnall’s data at the time when
he constructed his prediction, we have here a true test withf-@atmple data.

The story gets even better. Two years after | wrote the chapter oareonv
sion in my book on Historical Dynamics | happened on a refererm&trman
dissertation that gave a list of Pagan and Christian office-holders beB&den
and 455 (von Haehling 1978). | immediately realized that this datéderove
with an opportunity to make another test of the theory. We eahttie Bagnall
data as theifi-sample", on which the model parameters were fitted (and pub-
lished prior to the knowledge of the von Haehling data). The von Haehling
numbers, thus, are the "oof-sample"data, on which the model’s predictions
are tested. The results are shown in Figure 1, where the predicted curve is cal-
culated using the formula on p. 107 in Turchin (2003) and threnmeter values
as previously published: the initial proportion of the Roman population con-
verted to Christianity at 40 CE; = 0.0017% (p. 111) and the relative growth
rate,r = 0.034 yi* (Table 6.1) We see that the curve fitted to the Bagnall data
(showing the proportions converted before 300 CE) does a vexy jgb pre-
dicting the course of Christianization in the von Haehling data (af@iICEH.

The coefficient of prediction (the proportion of variance of ausample data
predicted by the model) is a very healthy 0.57. This is a remarkable ggult,

en that the data are quite crude, affected by fairly large observation &veors.
note that the predicted curve slightly overpredicts the data (5 data poinés abov
the curve compared to 10 points below). This is as should be expeaftst

all, the curve was nditted to the data.

Why predict future?

| think that the above example illustrates very nicely that successful scientific
retrodiction is possible and (more importantly) fruitful in historical slogjg.
Of course, a very suspicious critic might point out that there is a gidgsibh
dishonesty on my part. Indeed, it is conceivable that | had thekprbovledge
of the von Haehling data, and then craftily did not reveal it until nok lmame
out, so | could claim to have made a successfulobgample prediction two
years later. This is not what happened, but how could | prove it?potestial
(if unfair) criticism, | think, reveals why predictions about future asually
considered as the strongest kind of test of theeriggprecludes cheating. In
my opinion, we tend to overestimate the value of predictions abotitttire,
and we do it not for logical, but for psychological reasons. After allpdisty
tion can also be set up to preclude any possibility of cheating. Foipéame
could use the theory to predict some data that have not yet been unégrthed
archaeologists.

My argument above should not be taken as an exhortation to completely
avoid predictions about future events (just that we should not limsetves to
them). Under certain circumstances, such predictions can be set ujal tealfie

* Note thatr here stands not for the coefficient of correlattm, it is a parameter in the model.
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uable tests of theories. One particular example that can be used in a prediction
exercise is Saudi Arabia, to which | now turn. | begin by discgdsia theory

to be tested, which can ultimately be traced to Ibn Khaldun. Next, bgeagn
explicit model, based on the general theory but taking into account the peculia
ities of the Saudi setup. Third, | consider empirical sources for theatitn of
parameters. Finally, | return to the general issue of scientiftigiren (as @-

posed to forecasting), and discuss how the Saudi Arabian exercise si¢tps u
clarify the meaning and limitations of the approach.

AN EXPERIMENT OF SCIENTIFIC PREDICTION:
State collapse in Saudi Arabia?

Theory: Ibn Khaldun

Abd al-Rahman Abwaid ibn Muhammad ibn Khaldun (1332—-1406) was a
statesman, jurist, and historian, and perhaps the first sociologist mdtiern
sense (Gellner 1981). He is best known for his remarkable theorylitidgho
cycles, based on his intimate knowledge of Islamic societies of the Ndaghri
(Northern Africa west of Egypt). Ibn Kifdun’s theory can be extended (natu-
rally, with many modifications) to apply to agrarian societies in geneiialigth
discussed in Turchin 2003: Sections 3.2.1 and 7.1). The iddas #haldun,
furthermore, can be synthetized with theories of state collapse propgsed
modern sociologists (the main influence is the work of Jackiskane, see
Goldstone 1991) to develop a general theory of state collapse in agrari&n soci
ties (Turchin2003)

The core of the theory, as it is currently formulated (Turchin 2003ap<
ter 7, following Goldstone | call it the demographic-structural theaongcerns
the relationship between population growth and fiscal stability of the state.
Briefly, population growth in excess of the productivity gainsrirthe land
leads to persistent inflation and rising real costs, which outstrip the ability of
the state to increase tax revenues. Rapid expansion of population alsoiresul
an increased number of aspirants for elite positions, putting fdisbal strains
on the state, and intensifying intra-elite competition and factionalimreased
rural misery, urban migration, and falling real wages lead to fredaedtriots
and wage protests; expansion of youth cohorts contributes to the population
mobilization potential; and elite competition and popular discontent fuel ideo-
logical conflicts. As all these trends intensify, the end result is saateriptcy
and consequent loss of military control; elite movements of regionahand
tional rebellion; and a combination of elite-mobilized and popular uprisings
that manifest the breakdown of central authority (Goldstone 1991:25).

This verbally formulated theory has been formalized by constructingea s
of mathematical models covering various combinations of assumptioog ab
the structure of studied societies. Of main relevance to the topic of thisipaper
the model that was appropriately namelk "Ibn Khaldun’s model” (Turchin
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2003: Section 7.2.3). Here | give an abbreviated description of the model, wh
in the next section we will see how it can be adapted to the case of modern
Saudi Arabia.

The dynamics of the Ibn Khaldunian "world-system" are deterntiyetthe
interaction between the civilized society and the desert tribes. The civilized re-
gion is the site of recurrent state building/collapse episodes. It is inhabited by
indigenous commoner population, who provide the productive badie so-
ciety. The desert is inhabited by stateless (but not chiefdomless) tribepewho
riodically conquer the civilized region and establish a ruling dynasty there. De-
sert tribes, thus, supply the ruling elites for civilized states. Initiatiyrtiing
dynasty establishes government that is moderate in expendituresisarid |
administration. General prosperity results in population growth, andesaus
both rulers and people to become accustomed to increased spendiogy{)lux
The army and bureaucracy demand and receive higher pay. As hdhitsirgf
increase, and must be paid for, the state attempts to increase its rewengk
heavy taxation, or outright seizure of its subjects’ property. This fiscal policy
inevitably leads to the ruin of economy, followed by famines, pesslepoliti-
cal unrest, and eventually state collapse. The area then is reconquered by desert
tribes, who establish a new dynasty and the cycle repeats.

In the model | simplify the Ibn Khaldun scenario by focusing wst jwo
components of the system: the state fiscal health and the elite dgngwoie
that such drastic simplification is a key step in building successful mddels
will discuss this issue in more detail in the next section). | assuméhehdty-
namics of commoner population are largely disconnected from the elite dy-
namics. Dynasties come and go, but peasants and merchants contimue to g
food, trade, and pay taxes to whichever government is currentbwarp(This
assumption, of course, greatly oversimplifies the reality, andl timvestigated
an alternative formulation that models commoner dynamics explicitly, see Tur-
chin 2003:134). Thus, the rate of resource extraction from comsanarcon-
stant,R. During the early years of the dynasty, the extracted resoareedi-
vided in two parts: taxes to support the government, and rentsgorstipe el-
ites.

Elite dynamics are characterized by two variables: their numbers and aver-
age per capita income. One important parameter in the mogdg|,ighe per
capita income that nobles consider to be the minimum that accords iith th
station. This "minimal acceptable income" is determined socially, andacgn v
between societies. Ibn Khaldun argued that with time former tribesmget for
the rude ways of the desert, and subsequent generations grow accustomed
ever increasing luxury. Thug.y,, isS a variable that starts at some low level at
the beginning of the dynasty and then increases at a certain rate. Elbierau

5 A very important part of Ibn Khaldun’s theory is how the asabiya(group solidarity) of the dhes-
ty waxes and wanes during the cycle, but here | ddvaaee space that discussion of this fagei
ing topic requires (see Inayatullah 1997, Turchin 2@&apter 3).
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increase as long as their incomes exceed the minimum. | estimated the maxi-
mum (per capita) rate of increasg,x= 0.08 yr' at four times the intrinsic rate
of population increase typical for preindustrial populatidns.

The key assumption of the model is that as long as income per elite capita,
generated from rents, exceeds the minimum acceptable income, the state and
elites live in harmony. However, if elite numbers grow to the poirraiheir
per capita incomes fall below,,, then nobles become dissatisfied, and will
use a variety of techniques to divert some of the taxes into their pockets.

The state fiscal dynamics are modeled as the balance of revenues and ex-
penditures. Revenues consist of a fixed proportioR a$ long as elites are not
too numerous. Eventually the numerical growth of nobility leadkdalecline
of state revenues. The expenditures are proportional to the elite numbers, be
cause elites demand employment from the state as army officers, bureaucrats,
and courtiers. Thus, the dynamicsthe accumulated state resources, follows
a typical trajectory through time. During the early period of theadty S
grows, because elite numbers are few and their appetites are modest. At some
point, however, the revenues drop to the point where they caratoh expen-
ditures, andS declines, and eventually become 0. At this point, the model as-
sumes that the dynasty failed: it is abandoned by the army and civil officials
whom it can no longer pay. The state becomes vulnerable to conquest, whic
(at least in the model) happens immediately, because the desert tribes provide
the ready and spatially adjacent source of the next dynasty.icaltyyajectory
predicted by the model is illustrated in Figure 2. Numerical investigatitimeof
effect of parameter values on the dynamics of the Ibn Khaldun matiedied
that the main parameters that affect the period of the cycle are the umaxim
rate of elite population increasg,§,) and the rate at which the minimal accept-
able income grows with time. Rather rapid cycles of about one centyg-
riod, shown in Figure 2, obtain for high values gf, that should be typical for
societies where elite polygyny is widespread.

The test case: Al Saud

Modern Saudi Arabia, of course, differs in many important respeats the
medieval Maghhian societies, which provided the inspiration for Ibn Kha
dur’s theory and the model described above. Surprisingly, however, we can tai-
lor the model, described in the previous section, to the situation df Seabia
without needing to add much complexity. Furthermore, as we shall the
basic dynamics predicted by the model carry over to the modern case.

First, Saudi Arabia is not an agrarian society. However, it has a greatly sim-
plified economy which allows us to easily modify the theoretical modét to
the peculiar conditions obtaining there. Saudi economics is dominated by the

% This estimate is based on the assumption that the legal maximwines that a Muslim man
could have is four.
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oil sector, which currently accounts for about a third of its GBRMA 2002)

The role of oil in the government revenues is even greatrmrently about

80% (SAMA 2002)- and much of the rest of revenue is indirectly tied to oil.
As a result, fluctuations in oil prices provide a very reasonable predictor of
government revenues (see below). In short, we can assume assogle-
economy without much loss of accuracy. THRf the original model, inter-
preted as the product of commoner labor, becomes the oil-derived state reve-
nues. An important modification of the Al Saud model is to nRkevariable

that fluctuates from year to year in response to changes in oil prices.

Second, in the place of a single class of desert-originating elites weéoneed
put something that is a better approximation of the complex steucfuthe
modern Saudi society. Ideally, we would keep track of the numizges of in-
crease, and consumption levels of at least four different classes:

1. The royal family, consisting of the descendants of the foundéneofSaudi dy-
nasty- this is the House of Saud (or Al Saud, hence the name ofdtiel).

2. A small group of commoner businessmen closely associated witllytfzesty (&-
anple: Osama Bin Laden’s father). These individuals have higher incomes and re-
productive rates than some of the royal princes.

3. Government employees whose livelihood depends directly on tieebstdget.

4. The rest of the commoner population, whose salaries derive fromsaiivees than
the state budget, but who nevertheless depend on it for subsidiakld ervices,
education, and consumption items (such as food and fuel).

Unfortunately, the empirical sources available to me do not allow pararseter e
timation for all these classes. Accordingly, | compromised by lumihiedirst

two into "elites" and the last two into "commoners" (note that saticéour
classes have a claim on a shar®gothey together correspond to the "elites" of
the Ibn Khaldun model). Furthermore, since the data about the wealtty-ass
ates of Al Saud are even harder to come by than for the royal fésadybe-
low) | will further approximate this stratum with just the royal family.

A quick digression on the purposes of modeling

Given this background, we now can write the equations of thesintbdt we

will use to predict the future dynamics of the Saudi Arabian polityoigef do
this, however, it would be a good idea to discuss the general lodie ofidd-
eling approach | use. The most important thing to keep in mirehvdon-
structing a model is that one should not aim to capture the reality in iédl of
glorious complexity. Experience from many fields of science showey, and
over again, that putting too much complexity in models defeats thgiogpe
and leads to scientific failure of disciplines that insist on doing sgoa@d
model should include only those processes that are critical to making-predi
tions about the output variable (or variables). Of course, when we embark on
modeling exercise, we do not yet know which processes are critical. do fin
out, we begin by writing the simplest possible model and then seajlyeadd
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various candidate processes to it, at each step testing whether the addition of a
process has a substantial effect on the predicted trajectory. Any pttoaielsas
only a slight effect on model predictions, is ruthlessly expunged the mal-
el, even if we perfectly well know that it operates in the real world.epeat,
the purpose of the predictive model is not a faithful description of the reality
but identification of the key processes one really needs to makeatecque-
dictions about the system trajectdryherefore, | ask my readers to temporarily
suspend their disbelief as they read through the description of the matthel i
following paragraphs. The equations provide a starting point of thetigaes
tion, and the influence of other, non-modeled, processes will be disicirss
due time®

In summary, because a good model is a simple model, by nedesgity
stracts away from the wealth of specific historical knowledge that we foav
the modeled society. The Ibn Khladun model for political cycles in the medie-
val Maghrib differs from the Al Saud model, because it reflects somewhat dif
ferent structural assumptions about interrelations between modeled variables.
However, the two models are much more similar to each other tharahso-
cieties that they describe. Such a similarity is appropriate if the causes of state
collapse in the Maghrib are broadly similar to those of the putative collapse of
Saudi Arabia. The working hypothesis here is that general theory imidasto
sociology is possible, and therefore we can abstract away fromethiéh of
specific historical information when investigating state collapse. The alternative
hypothesis, held implicitly by many professional historians, is¢hah society
during each period is unique, and no general theory is poSSihlie future can
show which alternative is correct.

The equations of the Al Saud model

The "output variable" that we are focusing orSjghe state accumulated sur-
plus (or deficit; in fact, the key question is how the state debt will gty
time). To write the actual equations 1 use a discrete-time formulation be-
cause much of the data come as yearly numbers (this approactsevithake it
easier for others to reproduce my calculations, should they wih $o; to fa-
cilitate such checking | am posting an Excel file with calculations on tig) W
The guts of the model are the equation governing the accumulated gbduis sur
(deficit) in yeart, S:

S1= S+ R — ull — uck 1)

whereS. is the next year’s value of S (the quantity we are predictingy,; is the
annual state revenue (a function of oil pricé&®)andE; are the numbers of

" This is true in the context of scientific predictiam;other contexts different kinds of models; i
cluding purely descriptive, may be appropriate.

8 Western (2001) provides a very useful perspectivesimgithe Bayesian framework for finding
the balance between overly simple and overly complplaeations.



20 Scientific Prediction in Historical Sociology

commoners and elites, respectively, andand u. are the annual average in-
come from the state that commoners and elites expect. | will assume that the
numbers of commoners and elites grow exponentially:

Cu1=r1l

wherer. is the per capita growth rate of the commoner population. The equa-
tion for the elite numbers is the same, but the growth parameter is

Parameter estimation

The next step is to obtain estimates of parameters. My main souroardfta-

tive data is the annual reports by the Saudi Arabian Monetary Agengy (
SAMA 2002). There are some obvious problems in relyincherofficial data,

but as far as | could determine, the key numbers that | need for parasteter
mates check against independent sources (see below for a "quidkigihtest

of the theory). The main problem with the official source, asha see later,

is that it omits some critical information (especially that relating to the finances
of the royal family). In Figure 3 | plot some of the critical variables ¢hatbe
used to estimate model parameters: the Saudi state’s revenues and expenditures,
population numbers of Saudi Arabia, and the annual fluctuations of oil prices
Saudi finances throughout this article will be given in teohSaudi Riyals
(USD = SR 3.75).

We need to make sense of these raw data. The first observation that we
make is that there is a clear connection between the price of oil and total state
revenues. The relationship is quite strong, with a linear regression using oil
price as the independent variable explaining over 80% of variance in the state
revenues (Figure 4a). Note that the dependent variable in this regressien is th
total annual revenue (derived from both oil and other sources; in facer™oth
revenues also fluctuate in response to oil prices). Thus, we have a squple
tion predicting Saudi revenues,

Ri=cQ

whereQ; is the price of a barrel of oil in dollaf, is the Saudi revenue in bil-
lions of Riyals, ana is the regression coefficient (the slope of the straight line
in Figure 4a). The regression estimate 6f8.43 SR billiorbarel/USD?

State expenditures exhibit a somewhat more complex pattern of fluctua-
tions, because first they are affected by oil prices (via revenues, whent¢he sta
is flush with revenues the tendency is to spend more, whess tare tough,
some belt-tightening occurs). But there is also a second importargriné that
is revealed when we plgeer capitaexpenditures (total expenditures divided by
population numbers). Per capita expenditures experienced an en@rootis

° The weird-looking units of are a result of the need to balance the unii& ahdO..
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during the heady days of the 1970s (Figure 4b), when theravenues of the

state skyrocketed and the social contract between the House of Saud and the
Saudi population was forged. When the oil prices collapsed in the mid-1980s,
the per capita expenditures declined only to a threshold of around,86010
Thereafter, good years (in terms of oil prices) saw upward moveofiger

capita expenditures, but during the bad years, Saudi rulers ran into difficulties
whenever they tried to decrease per capita expenditures below the threshold of
about SR 10,000 (more on this below). If this argument is dotrem we have

an estimate of the parametgy, the average annual income that commoners
have become accustomed to receiving from the state. ThusSR 10,000.
(Remember, that this is not a direct handout, but rather a combin&tsahae

ries paid to officials and various subsidies that make life easier for everybody

The final parameter that the SAMA data yields is the per capita rate of
commoner population growth,. Currently it is between 3 and 3.5% per year.
Thus, we have reasonably solid estimates of the model parameters relating
the commoner module. What about the elites?

The Saudis are very closemouthed about the internal arrangements within
the ruling family. Even the size of the family is a closely kegtreat. As a re-
sult, I have encountered wildly different estimates in the published literatu
(mostly news articles). The most reasonable guesstimates appeasetnpab-
lication by one of the firms specializing in geopolitical and geoeconomic-analy
sis (STRATFOR 200).2° STRATFOR analysts estimate the size of the royal
family at between 10,000 and 20,000 members. Reportedly, ithienum al-
lowance, received by the lowest ranked princes is $50,000 per yeastifh
pends of higher-level princes are in the neighbodha®$1-2 miln, but for
those at the top just monthly expenses can run into many mibibdsllars.
Perhaps the most relevant number is the STRATFOR estimate that about 10%
of the Saudi budget goes to the allowances for the ruling family. Anethier
matk is that the House of Saud’s annual budget is around 15% of the national
income (Aburish 1995:294). Unfortunately, this expenditure does peaagpn
the SAMA numbers. According to Said Aburish (1995:295), the greater part of
the royal budget is taken out of the oil income before it is recbad national
income.

I will assume that there are currently 10,000 princes and that on averag
they receive $1 min (SR 3.75 min) per year. Thus, the tofsraiture on the
royal family is SR 37.5 bIn, which is about 13% of Saudi reverugght in
the middle of the two available estimates.

It is similarly difficult to estimate the rate of population increase character-
izing the House of Saud. Some numbers that crop up repeatedly in yauibus
lications (which, however, should not add to their credibilitthere is a well-
known tendency by news reporters to repeat "factoids" over ardagain) is
that when there were 5,000 princes the family grew at4@9rinces per

1% ncidentally, the STRATFOR publication reaches cosidns very similar to those presented
here, although their argument is wholly qualitativet being backed up by an explicit model.
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month, implying the annual growth rate of 8—10%. This level seems reasonable
in light of the estimate of 8% per year for generalized Islamic elitgzopedl in
the previous section. Thus, tet= 0.08 yr'.

A "quick-and-dirty"” test of the theory

Before we use the model to make projections, we need to run sorkeagdic
dirty checks on whether Saudi trajectory up to date is consistenthgitiné o-
retical predictions (actually, retrodictions). The first variable to check is the
state’s accumulated surplusS. As we saw in the previous section, the Ibn
Khaldun model predicts th&should increase during the early phase of a new
dynasty, reach a maximum, and then decrease. The Al Saud predigts a
similar qualitative pattern (the quantitative details, such as the timing and the
magnitude of the peak i8, will depend on how population growth and con-
sumption level parameters change with time). Since we have thediias sf
annual revenues and expenditures, it is a simple matter to calculate how the
state’s accumulated surplus/debt evolved with time (this is the variable S). As
Figure 5a shows, the qualitative shape of the observed trajectory ielyrasis
predicted by the model. The estimated accumulated surplus reached a peak of
SR325 bin in 1982, and declined to negative SR425 bin by the y6ar Bile-
pendent information is in general agreement with this estimate. It asteep
that during the early 1980s, the Saudi surplus was close to $1@8m 375
bin). The reported puic debt in 2002 is SR 650 bin, somewhat greater than the
estimated (SR 425 bin). Probably the difference is due to the accumulated in
terest on the public debt (I could not find any references to interesepéy/in
the SAMA publications; this reticence is probably due to the religious prohib
tion of usury in Islam).

But could this boom-and-bust pattern be due simply to fluctuatingiods
rather than effects of population growth? To disentangle the effeotkprices
from that of population growth oc&we need to run some explicit projections. |
employed a simplified version of Equation (1), which omitted the elites ter

S1=S+R—ul.

Starting the projection in 1970 wifg70= 0, | assumed th&, = 8.430; (as &-
timated above, using the historical oil price data for@heeries). Then, | ap-
proximatedu, = SR 2,500 for the period prior to 1975 and SR 15,00@hkr
period after 1975. Finally, fo€; | used two scenarios: exponential growth with
the historical average of = 0.04 yr' and no growthr{ = 0 yr'). Comparing
the two trajectories (Figure 5b) we see that the critical factor is defipibgly-
lation growth. The projection of the state surplus assuming populgtawth

at the observed rate shows the boom-bust cycle (the quantitative detais of
timing and the height of the peak$®are not captured accurately, but that is not
surprising, since we used a simplified model). By contrast, ietleeno pop-
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lation growth, then the state surplus continues to rise (oil pridestahe
steepness of the rise, but not the qualitative pattern of dynathics).

In other words, the Saudi state trajectory is generally on tradklptesl by
the demographic-structural theory. What other social variables can we check?
One of the most important mechanisms leading to the state collapse, as ident
fied by Goldstone, is the rise of aspirant elites and increased intraelite tomp
tion. Goldstone proposed that we can measure intraelite competition by the
number of individuals seeking higher education. The number of stuéen
rolled in universities and colleges has been growing steadily (Figuievéh
before the early nineties the rate of growth was quite impressiteafter
€.1994 it literally exploded. This "credentialing" revolution (Collins 1979) su
gests that recently the competition for higher-level jobs has intendiiigeled,
the major employer of college graduates is the state. Between 1965 and 1985,
the number of civil servants increased tenfold (!), which allowed the state to
absorb almost all university graduates. After 1985, however, the bureaucratic
build-up reached the saturation point, with the result that educated Saudis had
to take jobs below their level of competence (Aburish 1995:99) eGilyr the
unemployment rate among college graduates has been increasgenekal,
there is clearly a severe case of "elite overproduction”. The new Saudotlass
rich merchants, bureaucrats, teachers, doctors, and officers inrtbd frces
has increased from 2% to 11% of the population by the late eightiesigAbur
1995:100). This numbers, of course, refer to the middle-rank;élitegrowth
of the high ranks (essentially, the House of Saud) has been commersed
lier.

Other indicators of enhanced sociopolitical stress include the crime statis-
tics: the number of reported crimes increased from 1775 in 1966,8@&in
1985 (Aburish 1995:100). A crime wave, such as that experienced bgi Sau
Arabia recently, appears to be one of the fairly reliable indicators abtheng
demographic-structural crisis in historical data (Fischer 1996)

Projecting model trajectory forward in time

The discrepancy between the calculated and actual debt level in 2002 raises an
important point: as the Saudi debt reaches serious proportions, we caigo lo

er neglect the cost of servicing it. Thus, the actual model that | will us@4in pr
jectingS is

S =S+ R~ uC — uek + 93, 2
whereg is the interest rate (the plus sign in front of g% term means that
whenS§ is negative, the interest is subtracted from it). The mid-1990s data on
Saudi debt servicing in Table 5.5 of Wilson and Graham (1994),stllees
based on IMF estimates, suggest that 7%, a reasonable enough rate for a
country that can guarantee its debt with oil revenues.

1 According to the model, if the Saudi population lrecteased at the rate of 2% per year (instead
of 4%), then the government could have kept its budalanbed during the thirty year period.
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Using Equation (2) together with equations for the growth of comemand
royal population it is now a simple matter to proj&cforward in time, using
the starting 2002 valug,q, = SR 650 bIn. The Excel file (Al Saud.xIs) which
accompanies this paper provides a handy tool for accomplishing tfgston.
Interested readers can also use this spreadsheet to investigate hgwgctdn
ferent parameter values (see below) affects the outcome. Ifoset aarameter
values as estimated above (these arexmdianparameter values) and assume,
for concreteness sake, the average price of oil equal to $35 per barrelethen
observe that the Saudi debt grows with time at an accelerating rate: the pro
jected debt exceeds SR 1 trillion by 2008, and SR 2 trillions by ZDigarly,
at some point the state will not be able to secure further financing to cever it
mushrooming deficit. Let us say, again for concreteness sake, ¢hatetthit
dries up when the annual interest payment exceeds the annual statetéve
The projections suggests that bankruptcy, defined in thiswiliyake place in
2020.

So here we have a concrete numbe&020. Is this the prediction of when
Saudi Arabia will experience state collapse? No, because 2020 is just a single
number, and meaningless by itself. One of the reasons for egpbsirinner
workings of the model that lead to this number is to show houotgs some of
the parameter estimates and other assumptions are. Therefore, the next step in
constructing a proper scientific prediction is to investigate the effect of various
sources of uncertainty on the predicted trajectory. There are thregaben
sources of uncertainty: stochastic exogenous effects, uncertasugiasd
with parameter estimates, and the effect of structural assumptions ofdbke mo
| discuss each of these sources in turn.

Exogenous stochasticity

No model can incorporate all possible factors affecting the real-lifeepses

we study and attempt to predict. The factors left out of the modealadied the
exogenous effects, and we usually model them as stochastic variables. In o
model stochastic variables include fluctuations in population growth eaje (
due to an epidemic), interest rates varying with response to global economic
conditions, and (most importantly) fluctuating oil prices. In fact, it isksooms

that oil prices will have a dominant effect on the projected trajectoryl Wit
focus on them exclusively (there is also a possibility of very laffgete- cata-
strophic— perturbations to the system, but | will deal with them when dis-
cussing structural assumptions). In fact, we have already done mdst o
work, by estimating the relationship between annual oil price and Staidi
revenue. Thus, it becomes a simple matter of investigating various issenar
concerning future oil prices. Here | will simply bracket the estimate by assum
ing constant low or constant high oil prices. Between 2000 and the Syring
2005, the price of oil fluctuated roughly between $20 and $5baeel. Had

12 Actually, the financial collapse will probably oacprior to this, but | cannot think of any other
simple stopping rule.
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the price of oil stayed at $20 from 2002 on, the predicted collapse daté wo
advance to 2011. On the other hand, had it immediately jumped upf tan§i5
stayed there the day of reckoning would be postponed to 2038e&\eow that

the point estimate of 2020, based on the intermediate price of $35 par bar
gave us a quite false feeling of precision. Taking uncertainty in jufaotar —

oil prices— yields an interval of 22 years; according to the model, state collapse
could occur during any year between 2011 and 2033. Actuhi$yestimate of
uncertainty is conservative, because some economists now predict fhat-oil

es could increase to the level of $100 per barrel.

Parameter uncertainty

The next important source of uncertainty is the estimates of paramEters.

first thing we should investigate is the effect of the ruling fgntiecause there

was so much uncertainty associated with the estimates of the fsimelyand

per capita allowances. We can do it in one fell swoop by first, reducngfth

fect to zero, and second, by doubling it. Surprisingly, the effamtiis strong

as might be expected (Table 1). If we completely cut the princeseofédting
trough, we delay the collapse to 2027. Doubling the number of priaceal-
ternatively, doubling the estimate of average allowance per prince) advances
the collapse date to 2017. There are two important messages here. Fabt, the
fect of uncertainty associated with the estimates of princely paramesens-is
stantially less than that associated with future oil prices (10 versusa2®)y
Second, and the corollary to the first, although the luxurious life sfymany

Saudi princes excites much (deserved) opprobium among the comngntator
and more importantly the Saudi population, our calculations shovthiagare

only a part of the problem, and not necessarily the main onen Agexesting
parallel, Goldstone (1991) showed that before the French revolution 6f 178
the court and the aristocracy also were not consuming an especially large part
of the revenue.

The next set of parameters to investigate are those for the commoner pop
lation: their population growth rate and the average income they getttieom
state. In principle, both of these rates can decrease with time. Population
growth rate in Saudi Arabia was recently close to 4%, and now it has appar-
ently declined below 3.5%. Suppose that it will linearly decline by 1% each
decade. Surprisingly, this assumption, or even a more extreme @3 dé-
cline per decade, shift the collapse date only by one or two years (Table 1).
Taking the expectations of government subsidy next, suppose ¢hgoviern-
ment succeeds in persuading the populace to accept a linearly deglirahg
the rate of SR300 per year (that is, in ten yeamsill decrease from SR10,000
to 7,000). This would serve to move the collapse date to 2029. Byaspran
increased demand on the state resources of the same magnituoiepdmite
direction (resulting, for example, from the necessity to create govetrjaten
to fight unemployment) would shift the date forward to 2017 (Tapl&inally,
the interest rate that the government has to pay to service the debsihzis
lar — moderate- effect on the trajectory (Table 1).
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The effect of structural assumptions: Ibn Khaldun versus IMF

This category of uncertainty in the prediction is the most interestiagrom
the scientific point of view. In fact, finding out whether structuralagstions
are correct is what the empirical test is all about. The issue of structural as-
sumptions can be approached by putting it in the broad contexis,thgtcon-
sidering the theoretical alternatives to the demographic-structural model. We
can start delineating alternatives with the New York Times column of Thomas
Friedman on February 27, 2002, entitled "One Country, Two Futuirest,
Friedman describes two possible models for Saudi Arabia’s future. The first
one predicts collapse, using the reasoning broadly consistent withaithel
developed above. The second model proposes an alternative to collapse by as-
suming that it is possible to reform the Saudi system both econonacallgo-
litically. The recipe for modernization is utterly familiar to anybody vitie
lows the news on international political economy. It involves openinthep
economy to external competition (which among other things meanmegrtes
World Trade Organization), balancing the budget by cutting social spending,
and liberalizing the political system with the ultimate goal of rule of ldev,
mocracy, and free elections. Since this is the standard package ppsheithe
developing world by such organizations as the International Monetary Fund
(IMF), let us call it the "IMF alternative'®

Both the IMF and the Ibn Khaldun alternatives are based on the logie of
dogenousdevelopment of the Saudi state. Yet Saudi Arabia does not exist in
isolation. Its future is affected by the actions of other regional powelsid-
ing (in addition to itself) Egypt, Israel, and Iran (Iraq being now afuthis
equation), superpowers (of which there is currently only one), anestate
networks, such as Al Qaida. There is a possibility that one of thesereusy
actors will exert an overwhelming force, which would in a séspeil the ex-
periment". One potential scenario, which has already been mooted in the US
policy circles, is that the US might decide to intervene militarily in Saudi A
bia by taking over the oil-rich littoral. The rationale of such an vetetion
might be to overthrow the evil Saudi regime that promotes Islamicritarro

13 Here are the actual recommendations made by the IMF’s executive board in October 2002, as re-
ported by the Middle East Economic Digest of Novemhe2QD2: implement a “"comprehensive
privatization strategy”, "use part of the proceedsnfrprivatization to reduce the public debt",
"reduce the barriers to inflow of foreign direct @stment”, approve and implement "the capital
market and insurance laws", "balance the budget by"2@@8 implement the income tax, with
"sales tax as a good interim measure pending the implemoentéta fully-fledged value-added
tax (VAT)". IMF recommendations are primarily addressingagbenomic aspects of reforms that
Saudi Arabia is urged to pursue. For the politicaleas we can look to an Op-Ed piece in New
York Times by Kenneth M. Pollack (October 16, 20@3)llack is currently director of research
at the Saban Center of Middle East Policy at the Bngs Institution and a former director for
Persian Gulf affairs at the National Security Cour€dmmenting on a recent announcement by
Saudi Arabia to hold elections for municipal counuilth a year, Pollock wrote: "The only way
for the Saudis to get at these deep-seated problemsigthmodernization, and that process has
to start with the political system".
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world-wide; or, alternatively, to prop up the friendly Saudi reginue,bulwark
against the tide of Islamic revolution in the Middle East. The opposite possibil-
ity is the American failure in Iraq, leading to the rise of an aggredslamist
(most likely Shiite) regime there, which would then export Islamic lutiom
to the Shiite areas of Saudi Arabia (who predominate in, again, the oil-fich lit
toral). One can multiply the scenarios, but these two or three shaftittes|
do not know how probable any of them are, but the important gthat we
do not need to have this information. This is because we are conbtemneeaot
with a forecast, but with setting up a scientific prediction. Any of theasmn
mentioned above, let us call them "the exogenous intervention" alternative,
would result in "spoiling the experiment”, which concerns the prediatio
how endogenous dynamics of Saudi Arabia will develop. Thus, whatwe h
to do is to predicate the empirical test on the exogenous interverdtdmap-
pening If the international environment allows Saudi Arabia to developgndo
enously, then we have our test, if not, we are out of lugke will not know
who is right in this particular case, Ibn Khaldun or IMF.

Returning to the two endogenous alternatives, we can use them to structur
the discussion of structural assumptions of the Al Saud model.

Delivering significant economic growth.The most important assumption
of the IMF scenario is that it is possible to stimulate substantial economic
growth in Saudi Arabia. Since the population is growing very ragatlynore
than 3% per year), in order for per capita incomes to increase in a niagiceab
manner, the GNP needs to grow even faster. Furthermore, as a reag# of
structure dominated by youthful cohorts, the Saudi labor forasurigently
growing at 4.5% per year (Hatrash and Fareed 2002). In ordisefgountry to
go beyond the mere absorption of new workers, the long-term grawehn
GDP must be no less than 6% (Hatrash and Fareed 2002). The Ibn Kdaldun
ternative, at least as formalized in model (2), explicitly assumes 0% GNP
growth in the non-oil sector, and no growth of oil-related GNéepithat en-
tirely driven by oil prices. In other words, the Saudi state will continuelyo
exclusively on oil revenues. The truth is likely to be somewherestwden,
and the empirical issue is whether substantial economic growth can be deliv
ered, or whether it will be too slow for per capita incomes to rise apprecigbly (i
not decline). The past record of IMF and the World Bank in delivering eco-
nomic growth is not good (Naiman and Watkins 1999, Easterl$)200

Cutting budget deficit. In the short run (as opposed to the possibility of
long-term economic growth), this will have to be done by reducivgrmment
expenses and/or raising taxes. Since the bulk of expenditures goes to the sala-
ries for government employees (60%) and social programs, any expemelit
ducing measures will immediately affect the quality of life for the Saagdup
lation. It is doubtful that this can be done. The Saudi population hasnbeco
accustomed to the state subsidies during the 1970s, when state resenues
panded as a result of upsurge in the oil prices (Figures 3 and 4b). When oil
price collapsed in the early 1980s, the Saudi economy went into recession, and
the state started running huge budget deficits. This forced the govemonment
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assess the Kingdom’s generous welfare program with its costly reliance on sub-

sidies (Wilson and Graham 1994:185). The Saudi government was able to erase
some subsidies on agricultural products. The government was lucky thithat
action coincided with falling agricultural commodity prices (previous attempts
to cut agricultural subsidies had run into stiff opposition). Other atteatpts
erasing subsidies (on gasoline, water, and electricity), however, were- unsuc
cessful in the face of immediate protests. Plans to increase the prizsobhg

and electricity, announced in 1984, were rescinded the next year. Hiese s
backs forced the government to shift its track987—8 and try to increase rev-

enues. The revenue-increasing measures included new uses.fgean(airport
departure tax) and imposing an income tax on repatriates. "Four day# after
has been published, the expatriate tax was withdrawn. Two weeks lagtigfmo

the ... user fees were scrapped in the face of mounting domestic pressure”
(Wilson and Graham 1994:18%- Another unsuccessful attempt to redude-su
sidies occurred in 1992. Again, the resulting outcry forced King Eahescind

his decision before it was applied and instead he had to increase somesubsid
to placate the people (Aburish 1995:306). As of the time that this peser
written, despite the IMF calls for implementing the income tax, the Sawedi go
ernment has repeatedly stated that it has no plans to do so (except grethe ex
riates, but so far it has not taken any concrete steps to do it). Thus, itris an e
pirical observation that the Saudi government has been unable to reduce the
budget deficit, by any means, whenever oil prices collapsed. Each time these
measures provoked significant public resistance and unrest,aantb tbe e-
scinded. Furthermore, it can be argued that the very foundation sbtied
contract on which the Saudi regime is based is the commitment to spredd the o
wealth around. Any movement away from continued social spgndimedi-

ately undermines the legitimacy of the regime.

The effect of a sharp and substantial rise in oil revenuegfter the first
version of this paper was written (in December 2003), world aieprsoared,
doubling and even tripling oil revenues of the Saudi state. This ennties a
graphic illustration of the point already made in the first version, thatan
rate forecast of the Saudi trajectory is impossible. How does it affect thepredi
tions of the Al Saud model? If the price of oil increases beyond the dével
$50-60 per barrel and stays there indefinitely, and if all other parametés of
model are fixed at their median values, then the year of predicted collapse is
postponed so far in the future that the prediction of collapse loses any gieanin
Or, to put it another way, the prediction of the model becomesahtid fore-
seeable future (say, the next three decades), the Saudi statgy@sng to col-
lapse. However, at least two factors should work to prevent annritdgiost-
ponement of collapse. First, oil is not a renewable resource. Even if oil prices
stay high, revenues will collapse once the Saudi oil reserves are exhausted.
Second, the budgetary surplus resulting from the growth in state revetiibe
put the pressure on the state to spend more on the social programs &nd to i
crease personal allowances to the princes. Increased expenditures wilt quick
"eat up" the surplus. After this point, population growth, possidwosnbined
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with declining oil revenues (which could be due to either lower oil prizes,
decreasing production) will result in growing budget deficit. This iatwiap-
pened after the boom decade of the 1970s, and it is possible thasttimg will
repeat itself.

Reducing population growth. The present regime, given its dependence on
conservative Muslim (Wahhabite) clerics, cannot propose any population-con-
trol measures. On the other hand, it is possible that population gratethwill
decline on their own, as a result of deep social forces acting on indazidiual
a fallacy to assume that Muslim populations are incapable of collectively re-
ducing their fertility rate- the best counterexample is the recent fertility col-
lapse to the replacement level in Iran (and under a theocratic regime, to boot).
On the other hand, the Iranian fertility decline occurred after morealgen-
eration of heightened sociopolitical instability. It takes time for social mores to
change. Furthermore, even if the Saudi fertility were to be reduced to-the re
placement level tomorrow, it would still take multiple years before the actual
population growth would cease. This is known as the demograpgritairef-
fect, and again it takes about a generation for things to equilibrate. What all this
means is that there is a substantial lag time (a generation or more) aejo
social changes will percolate to a reduced rate of population growth.dkugor
to the model calculations, Saudi Arabia does not have this time.

Liberalizing the political system. The Ibn Khaldun scenario assumes that
the Saudi elites will continue to cling to power to the bitter end, and go down
with the state, when everything collapses. This is of course whatiably
happened in pre-modern times. The modern era, by contrast, lenousber
of examples of peaceful power transition from autocratic to democratic re
gimes. The IMF scenario assumes that this is a realistic option for Saudi Ara
bia. Some kind of opening of the political system may in factdoessary in
order to push through unpopular, but needed reforms, the anjgoes.

Actually, | would argue that the logic is inverse: autocratic (but perceised
legitimate) regimes seem to have a better track record in pushing lthuodg
popular reforms (I admit, though, that I am not familiar with aogrgitative
studies on this subject). In any case, it is not clear at all that the Saudi elites
would be willing to allow any liberalization. After all, reforming the system is
an extremely risky business for the elites involved, as the ShHaanodind M-
khail Gorbachev found for themselves. The Saudi ruling class is quate aifv
this danger

Furthermore, by implementing any changes in the political sygtee Sa-

di elites will be cutting themselves off from power and wealth. Thisschot
seem like a very rational strategy. A clear-headed Saudi prince mightrbe co

% As reported by Elaine Sciolino in the New York TinmésNovember 4, 2001. Prince Bandar bin
Sultan, the Saudi ambassador in Washington toldbmrta letter exchange in the late 1966s b
tween the Shah of Iran and King Faisal. The shafsad\the king to modernize his countrg-b
cause otherwise he could not guarantee that Faisdtlvetay on his throne. Faisal wrote back,
thanking the shah for the advice, but refused t@¥olt. "History proved our point", concluded
Prince Bandar.
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pletely aware of the collapse to come, in which case the most rational strategy
is to continue milking the Saudi oil revenues for as long as possible, sglt awa
most of the wealth abroad, and when the system collapse leave thgydoun

live off the accumulated wealth. Any rocking of the boat may oaktdn the
inevitable end.

Buying time by selling assetsOpening up economy and privatizing gov-
ernment property, as some liberal economists urge, may result in sitigepo
side-effect: using the proceeds from privatization to finance the defich &
strategy could, in principle, stave off the collapse by some years. tinwfac
can even obtain some quantitative estimates. The state controls one-third of
shares on the Saudi stock exchange, whose total capitalization is $8aus=n.
the state share is SR 100 bin, or less than one-sixth of the 2062 tebther
words, selling the state controlled shares will only stave off the collape by
months.

What about selling ARAMCO, the state-owned oil company? This is after
all the main asset of the House of Saud. It is highly dubious that hdditis
cally possible, but let us estimate (to the order of magnitude) hask money
could be raised in this way. Saudi Arabia can produce over 11 miidaf oil
per day. At $35 per barrel this is equivalent to $140 bin. Thus, ABABMs
worth anywhere between $1.4 trillion (assuming a 10% return rafevest-
ment) and $2.8 trillion (assuming 5% return). This is a majaustof money,
and if such a sale could be done, it would postpone the collapse &gedec
Nevertheless, my guess is that selling off ARAMCO, whether wholesale or
piecemeal, is a course of action that is politically unacceptable.

What are the consequences of fiscal collaps€he important assumption
of the "lIbn Khaldun scenario” is that financial collapse of the Saudi goesitnm
inevitably leads to the state collapse, followed by a combination of intraelite
conflict and elite-mobilized and popular uprisings; in short, a protraceddp
of civil war. This is the typical trajectory in historical case-studies @aarby
Jack Goldstone (1991), but it would be foolish to claim that precibelgame
is going to happen in today’s world. After all, some modern democratic socie-
ties have experienced bankruptcy (the most recent example being Argentina),
which resulted in the fall of the government but hardly civil war. Howeve
there are reasons to doubt that the fall of the Saudi regime will lead toex peac
ful and rapid transition to some other regime. In my opinion, justtaite only
remotely possible manner in which bloodshed could be avoided isdata&p-
over of the state by Bin Laden types. This is obviously a highpalatable
outcome from the point of view of the Western world, and it is pebcihis
course of events that might trigger the intervention by the US. Buistiist a
guess, the main point | want to emphasize here is that the formal predittio
the Saudi trajectory stops at the point of fiscal meltdown. What happens af
that point is beyond the scope of the exercise. Incidentally, this pohiglof
trajectory indeterminacy following state collapse is discussed by Goélsto
(1991).
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Structural assumptions: a summary.One useful end result of considering
the structural assumptions above is that we can see that the Ibn Khaldhe an
IMF alternatives constitute the ends of a continuous spectrum. Thusagand
suming that the exogenous intervention does not occur), it is cabteithat
some sort of mixed scenario is what will actually happen. For example, th
could be some moderate economic growth, Crown Prince Abdullah noight s
ceed in reforming the system, the public may agree to some decrease in th
state subsidies, etc. Will that be enough to prevent the fiscal followed by politi-
cal collapse? The advantage of proposing an explicit model, as | did pathis
per, is that all these questions are answerable. In fact, | have already investi-
gated such effects as declining population growth or willingneasdept lav-
er state expenditures on the part of population. Adding some ternesnmtlel
representing the effects of growing GNP is quite straightforward.

DISCUSSION

My main goal in this paper was to discuss the role that scientific prediction
(which I distinguish from a mere forecast) can play in advanciagtite of art
in macrosociology. The bulk of the paper was devoted to constructiagea
study in prediction, focusing on the possibility of state collapse udliSsabia
during the next three decades. | think most social scientists will agrgar¢hat
dicting a revolution is not a trivial task, in fact some feel it is outrigipossi-
ble (Kuran 1995). Indeed, a creditfteecastof Saudi Arabia’s future is impos-
sible, given the current state of social science (if at-adlee the discussion
above about the impossibility of long-term forecasts in chaotic dynamisal sy
tems). On the other hand, | argue that we can set up an empiricahtestlith
allow us to distinguish between predictions of two rival theories (time- co
parison that | termed "Ibn Khladun versus IMF"). The strengthisfapproach,
which | term scientific predictions that no matter what happens — the actual
trajectory matching more closely the Ibn Khaldun or the IMF, or even some
other unanticipated scenarigpwe will learn something useful (with the proviso
that Saudi dynamics are allowed by external forces to develop largelyeendog
nously)™

One of the key elements in making a scientific prediction is to publesh th
explicit algorithm on which it is based, so that others can use it to chablk on
internal logic and the empirical basi.d, parameter estimates) of the mecha-
nism for generating predictions. Having an explicit parameterized model will
be particularly important during theost-mortemstage of the analysis (once
Saudi Arabia went into collapse, or alternatively after three decades have
passed without it going into collapse). We can take it for granted thatttie fu
will bring some surprises and therefore the actual trajectory will leretiftt
from the predicted one. The job of the post-mortem analysisdsteymine the

15 personally, in fact, | hope that the Ibn Khalduediction fails, since | wish nothing but good to
the people of Saudi Arabia, and hope that theyh&ilable somehow to avoid the misery and su
fering of civil war.
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source of deviations between the predictions and the reality. Some deviation
do not challenge the theory. For example, it is impossible to predictohow
prices will behave- if | could do that, | would not be teaching undergraduates
for living. During the post-mortem stage, however, we canlgisybstitute the
observed time series of oil prices. Same with parameter uncertaimgny
things €.g, the number of royal princes) will probably come to light at some
time in future, and better parameters can be substituted in the model ifplace
the preliminary estimates. But the real challenge (and the real test) is whether
the model has correctly identified the main structural variables underlying the
Saudi sociopolitical dynamics, and made the correct structural assumptions
about how these variables affect each other. The main goal of thenpdstn
analysis is to identify which of the structural assumptions held anchvdiic

not.

It is clear from the preceding paragraph that | consider the postimorte
analysis a key part of the whole exercise. Lack gliantitativepost-mortem
analysis is perhaps my main critique of one of the most successtks of pre-
diction in historical sociology, Randall Collins’ prediction of the Soviet col-
lapse. The geopolitical model of Collins is eminently quantifiable (seexX-
ample the explicit models by Hannenetral. 1995, Turchin 2003). It would be
a laborious, but doable exercise to estimate the geopolitical burden carried by
the Soviet Union, and the additional strain of the Afghan war, whicthenw
the tipping point was reached in the Collins scenario (Collins 19951564,
incidentally, it would be interesting to see whether the US is in a similar pos
tion, given its current involvement in Afghanistan, and mogtairtantly Iraq.

Does the geopolitical theory predict the US decline? The data needed to answer
this question are widely available.

The point of my criticism is not to belittle the achievement by Randad# Co
lins; in fact, his prediction of the Soviet collapse stands out as the best example
to date. The alternative theories, such as that of an impervious totalitarian
lossus, have been decisively put out of the picture. But in ordwavie further
progress, we need to shift from qualitative theories to ones that caambltr
ed into explicit quantitative models. For example, | am not convinced et tha
the geopolitical angle is the whole, or even the most important part of tige stor
of the Soviet collaps¥. We need to test it against the, for example, dembgrap
ic-structural alternative (and others; now that the Soviet Union has collapsed,
the number of explanations for this event are proliferating). It is impernative
expand the number of worked-out case studies, because a matuyectraat
stand on a single empirical case, no matter how wonderful. The numteseof
studies need not be hugeperhaps half-a-dozen or ten would do: Iran tp-su
plement Saudi Arabia, Yugoslavia to supplement the Soviet Uniontwane-
from Latin America, Southern Europe, and Africa. | believe that onceawe h

1% Note, also, that | did not use the geopolitical theaf Collins as an alternative in the Al Saud
case study, because doing so would be creating a pstewman". There are no indications, as
far as | know, that present-day Saudi Arabia suffers froimgerial overstretch in any form.
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such a sample, general insights would emerge almost inevitablyyeuvdll
have a mature sociological theory of state collapse.
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Table 1. The effect of various assumptions in the prediction
when Saudi Arabia goes bankrupt. (Median prediction = 2020)

Parameter E L
arly ate

Oil price per barrel (median $35): early = $20, late = $50 2 2
011 033

The drain of prince allowances on the budget: late = 0, ealtyuble 2 2
the median 017 027

Population growth rate of commoners: early = declines by 1% per d 2 2
ade, late = by 2% per decade (median = no change) 021 022

Change inu¢: early = increase of SR 300 per year, 2 2
late = decrease of SR 300 per year (median = no change) 017 029

Interest rate: early = 10%, late = 5% (median = 7%) 2 2
016 025

NOTE. "Early" refers to the value of parameter thateades the date of collapse; "late" refers to
the opposite value that delays collapse

Figure 1. A test of out-of-sample prediction of the proportion of
Christians in the Roman Empire
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Figure 4.  Analysis of the SAMA data

(a) State revenues as a function of oil prices
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Scientific Prediction in Historical Sociology

Figure 5.  Financial and social indicators in Saudi Arabia.
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Figure 6.  Financial and social indicators in Saudi Arabia, continued:
the number of students
in the institutions of higher education.
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Logical and Explanative Characteristics of
Evolutionary Theories

Jirgen Kliiver

In a general sense human history is nothing else than a speciadfkevol-
tionary processes, although an extremely complex one. Thereforegibefo
theories that intend to explain general features of historical processes Isdould
of the same kind of evolutionary theories in general. In partictdlaych hs-
torical theories shall have some explanative power the approach of time series
analysis is not sufficient because such an approach remains dgsitgon a
phenomenological level. Hence, the task of constructing explanative theories of
historical processes is twofold: On the one hand one has to lotieftavel on
which causes for historical phenomena may be found and on #rehatind one
has to decide by which logical and/or mathematical structure such theories must
be characterized. | shall first deal with the second question and thetheiith
first one. Subsequently | sketch an according theory, based mat#ics mah-
ematical model, named the "Socio-Cultural Algorithm" (SCA).

The physicist John Barrow (1991) once asked if "the Universstisieture
or a program?" As was to be expected, his answer is "both": "Struceaiess
to universal and time independent characteristics of the universe, usyedly
sented by general equations. "Program" refers to the evolutionary afpleet
universej.e. the question not only of its origins but also of the digviorces of
the evolutionary development. As "program" in a mathematical sense means
"algorithm" Barrow's question is if mathematical theories of the urévers
should be represented as general systems of equations or by equallyaeneral
gorithms. Obviously this depends on the particltakenntnisinterese (Ha-
bermas)j.e. the specific questions one wants to answer by a mathemateal th
ory.

Evolutionary theories, therefore, can be best mathematically formulated by
the characterization of the specific algorithms that represent the drivicesfor
of the developmental processes. The most famous example for sustiogwol
ary algorithms is the modern synthesis of biological evolution wittgésetic
algorithm” of variation and selection (cf. Dennett 1996). Other promieent
amples are Marx' theory of Historical Materialisie, the driving force of the
development of the forces of productioRrdduktivkrifte), and the devem
mental theory of Piagete., the mechanisms of assimilation and accomemnod
tion (cf. Klitver 2003). A mathematical theory of human history, which means a
theory of sociocultural evolution, should contain as its core an acgoattio-
rithm.
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It is a truism that history is produced by human beings. ¥t tlo so not
as specific individuals but asocial beings, i.eas social actors who occupy a
certain social role. In this fundamental sense the level on whice<éus®-
cial processes must be looked for is the level of social actors and their actions
according to their specific social roles. A social role can be understood as a pair
(r, k) if r means the social rules by which the role is characterized and k means
the role specific knowledge. A medical doctor for example must obey specific
social rules, defined in the famous oath of Hippocrates, and has at his disposal
the medical knowledge concerning certain diseases and the according therapies.
Thus we obtain an explanatory definition of sociocultural evolution: thes
changing and creation of social rules by means of changingrladying the
role specific knowledge and the according € social rules (cf. Kliiver 2002).

The driving force of sociocultural evolution, therefore, is the enmaeye of
knowledge and the according variation of social structiuge,social rules by

the creative thinking and actions of social actors. The fundamental @tssum
behind these definitions is the fact that the emergence of social rolesexrea
the efficiency of a society via the specialization on certain tasks. In the words
of Habermas (1981) social roles increase the steering capacity of a seeial sy
tem.

By defining "social role" as the conceptual unit of theories of socigaliltu
evolution one has to take into account an important distinction: Onrnibe o
hand there are "creative" or "technical" roles respectively whose occupants are
responsible for the cultural development. Such roles are, e.g., those of techn
cians, artisans, artists and scientists. On the other hand there anal'ctdtas
like those of priests and politicians. These role occupants are responsthke for
maintenance of culture, to remind of Parsons, and operate ineacmasera-
tive way. It seems rather obvious that the developmental chance of a society
depends on the sociocultural relations between those two kinds of rdis. If
example the cultural roles inhibit the occupants of creative roles in a stliet fas
ion no sociocultural evolution is possible. If on the other hand thepaots of
creative roles are rather autonomous with respect to the cultural roles cultural
development is possible. The first case is characteristic, e.g. for the safciety
feudal China or the Islamic societies during the Middle Ages; the sesdhd i
main feature of Europe after Reformation and Enlightenment.

On the basis of the mentioned considerations we (Jorn Schmidt and I) con-
structed an according program, named the sociocultural algorithm (SG&).
occupants of certain roles are represented by cells on a grid. The artificial a
tors can learn from one another and can also generate new ideas. Grofipant
cultural roles inhibit the production new ideas in certain strength. Therdiere,
decisive evolutionary factor in our model is the so-called EP-valuené&dhs
the evolutionary parameter that is computed by the relation between cultural
and creative roles. If EP is small, the occupants of creative roles are free to p
duce new ideas and vice versa. Details concerning this model can be Upoked
in An Essay Concerning Sociocultural Evoluti@diiver 2002).
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An historical comparison between, for example, feudal China andléne-1s
ic societies at the Middle Ages on the one hand and medieval Europe on the
other hand confirms that assumption: Both China and the Islamic sogieties
much more developed than medieval Europe. Yet both cultures stagrmated,
got caught in a "cultural attractor”, whereas Europe in the processfaf- Re
mation and Enlightenment unfolded an evolutionary force. The explanatio
that in China the ruling Mandarins (cultural role) successfully hediéne @-
cupants of creative roles to unfold their capabilities (cf. Needha)18va
similar sense the homogeneity of Islamic culture stopped cultural deveibpm
by the dominant role of the religidiliver 2002). In contrast to that evenan
dieval Europe was characterized by a rather high degree of roleoaytaf
the creative roles, which was politically established by the relative freedom of
the large trading towns, organized, e.g. in the Northkanseor the league of
the Flemish cities.

The evolutionary parameter EP has another important characteristic. Even
in medieval Europe the degree of role autonomy, measured by theiagcord
EP-value, was initially not small enough to generate the sociocultural evolution
like that of European modernity. The European development canbendy-
plained by assuming that initial favorable EP-values start an evolutiprary
cess that causes a variation of the initial EP-values themselves. In other words,
initial favorable EP-values generate a process by which the EP-valueastecr
This logic of evolutionary processes may be called "the evolution ofitemol.

We were able to confirm these theoretical hypotheses concerning dhe rel
tion between different kinds of roles by demonstrating that in maestscaf
simulation runs the evolutionary process stagnated becauséawbrable EP-
values. That is indeed the case in human history, as in particulgretueBri-
ish historian Toynbee noted in his monumental work (32981). Only in the
few cases with favorable EP-values the process of cultural develdpvent
on. Figure 1 shows a typical "Toynbee development" and Figutema-
strates a development, which is characteristic of the evolution of modestn W
ern culture.

To be sure, simulationser seare not sufficient to prove the final truth of a
theory on sociocultural evolution. Yet our sociocultural algorithm deiraes
not only the satisfactory possibility of applying mathematical toolsdtorical
processes but also the soundness of the mentioned theoretical and nreta theo
ical considerations. It is possible too to apply the SCA on the table girelic-
tion of certain societies. Yet this is another story.
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Figure 1. A Toynbee Development
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Figure 2. Development Characteristic for the European Modernity

5000

F0gk
In
[}
. T
> 4000 v
o E
3 RE
n T
23000 4 y
: E
c 0
X I
7 2000 - 14
’ -
F n
H]
1
1000 a

02

D -
| | | | 00

I il 1000 1500 2000

Time steps



The World System Urbanization Dynamics:
A quantitative analysis’

Andrey Korotayev

The available estimates of the World Systemban population up tH99 may
be plotted graphically in the following way (see Diagram 1):

! This research has been supported by the Russian Faumita Basic Research (Projec08-06-
8045%) and the Russian Science Support Foundation

2 We are speaking here about the system that origiitatee early Holocene in the Middle East in
direct connection with the start of the Agrarian €@lithic") revolution, and that eventuallye
compassed the whole worl@Vith Andre Gunder Frank (1990, 1993) we denote syigem as
"the World System". As we have shown (Korotayev, Majkand Khaltourina 2006a, 2006b
this was the World System development that produced tterthgiic trend of the world's popaH
tion growth The presencef a hyperbolic trend itself indicates that the magart of the respe-
tive entity (thatis, the world populatiorin our casghada systemic unityandwe believe that the
evidence for this unity is readily available. Indeea mave evidence for the systematic spread of
major innovations (domesticated cereals, cattle, sheep, boetes, plow, wheel, copper, bronze,
and later iron technology, and so on) throughoutvthele North African- Eurasian Oikumene
for a few millennia BCE (see.g, Uy6apos 1991, or Diamond 1999 for a synthesis of sudh ev
dence) As a result, the evolution of societigsthis part of the world, already at this time, cannot
be regarded as truly independent. Note, of course,ttiere would be no grounds for speaking
about a World System stretching from the Atlantic ® Bracific, even at the beginning of thé 1
millennium CE, if we applied the "bulk-good" criteri@uggested by Wallerstein (1974, 1987,
2004), as there was no movement of bulk goods at all bafvgay, China and Europe at this time
(as we have no reason to disagree with Wallersteirsiglassification of the*icentury Chinese
silk reaching Europe as a luxury rather than a butidyoHowever, the Lcentury CE (and even
the £ millennium BCE) World System definitely qualifies as sifolve apply the "softer" info
mation-network criterion suggested by Chasemn and Hall (1997). Note that at our level of
analysis the presence of an information network covehiegvhole World System is a perfectly
sufficient condition, which makes it possible to consithes system as a single evolving entity.
Yes, in the 1 millennium BCE any bulk goods could hardly penetfaden the Pacific coast of
Eurasia to its Atlantic coast. However, the World 8yshad reached by that time such a level of
integration that iron metallurgy could spread throtlghwhole of the World System within a few
centuries. Another important point appetrde that everby the ' century CE the World Sy
tem had encompassed appreciably less than 90 perfahth® inhabitable landmasidowever
it appears much more important that alrebgiythe F' centuryCE more than 90% of the world
population lived precisely in those parts of the wonlat were integral parts of the World System
(the Mediterrannean region, the Middle East, as veebauth, Central, and East Asia) (s&e,
Durand 1977: 256), whereas almost all the urban ptipolaf the world was concentrated just
within the World System. A few millennia before, wewld find another belt of societies &tri
ingly similar in level and character of cultural compty, stretching from the Balkans up to the
Indus Valley outskirts, that also encompassed most of kel ypopulation of that time (Per
grine and Ember 2001: vols. 4 and 8; Peregrine 2008)s already for many millennia theyd
namicsof the world populationthe world urbanizationthe world political centralization arsb
on reflect firstof all the dynamic®f population urbanizationpolitical centralizationetc, of the
World System that makes it possible to describe them withemmgttical macromodels.
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Diagram 1. Dynamics of the World Urban Population (millions), for cities
with > 10000 inhabitants (5000 BCE - 1990 CE)
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NOTES Data sources: Modelski 2003; Gruebler 20080 Population Division 2006Modelski
provides his estimates of the world urban populationgifees with >10000 inhabitants) for thep
riod till 2000 BCE Gruebler's estimates cover the period between 900 arl@B5whereas the
UN's estimates cover the period after 1950. The estiroates world urban population for thep
riod between 1000 BCE and 900 CE were produced obadhis of Chandler's (1987) data on the
world urban population living in large cities (with 800 inhabitants).

As has been showly us earlier (sege.g, Koporaes 2006;Koporaes, Mainkos,
Xanrypuna 2006; KorotayeyMalkov, and Khaltourind200@), the overall g-
namics of the world urban population up to the 1990s are describedhmasthe
cally in a rather accurate way by the following quadratic-hyperbolic equation

B C
(-2

whereU, is the world urban populatioim the moment, whereasC andt, are
constants with ty; correspondingo an absolute limit("singularity’ point) at
which U would become infinitéf the world urban populatiogrowth trend b-
servedby the199Gs continued further.

)

t
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Thus for the period betweeB000BCE and 1990 CE the correlatior-b
tween the dynamics generated by equation (1) and empirical estimates looks as
follows (see Diagram 2):

Diagram 2. World Urban Population Dynamics (in millions), for cities
with > 10000 inhabitants (5000 BCE — 1990 CE): correlation between
the dynamics generated by the quadratic-hyperbolic model and empiri-
cal estimates
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NOTES R = 0.998,R? = 0.996,p << 0.0001. Black markers correspoiadempirical estimatesf
Modelski (2003), Gruebler (2006) atdN Population Division (2006). The solid grey curve was
generated by the following equation

_ 7705000
b (2047-1)2

Parameterg’ (7705000 andt, (2047 have been calculated with the least squares method.
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The observed very high levef correlation between the long-term magrod
namicsof the world urban population and the dynamics genetatgtde qual-
ratic-hyperbolic model doeohseem coincidentalt all and is accounted for by
the presence of second-order nonlinear positive feedback loops betvece
world's demographic growth and the World System technological develbpmen
that can be spelled out as follows: the more peeple more potential inve
tors— the faster technological growththe faster growth of the Earth's carrying
capacity- the faster population growthwith more people you also have more
potential inventors- hence, faster technological growth, and so on (Kuznets
1960; Simon 1977, 1981, 2000; Grossman and Helpman 1991orAgind
Howitt 1992, 1998; Jones 1995, 2003, 2005; Kremer 1993;1Cdi#95;Kom-

los and Nefedov 200Zoanazoe 2000, 2001, 2002; Podlazov, 2004; Tsirel
2004; Kopotaes, Mankos, Xanrypuna 2005 2006 Korotayevy Malkov, and
Khaltourina2006, 2006b) (see Diagram 3):

Diagram 3. Block Scheme of the Nonlinear Second Order Positive
Feedback between Technological Development
and Demographic Growth
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As our (both mathematical and empiricahalysis (seee.g, Koporaes, Mai-

koB, Xanrypuna 2005, 2005h Korotayey Malkov, and Khaltourina2006)
suggestsup to the 197G the above mentioned mechanism tended to lead not
only to the hyperbolic growth of the World System population, but alsbeto
hyperbolic growth of the per capita surpluand also to the quadratic-
hyperbolic growth of the world GDP (see Diagram 4):

®That is, the product produced, per person, over the amoyimigimally necessary to
reproduce the population with a zero growth rate in a Malthusiamsyste
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Diagram 4. Block Scheme of the Nonlinear Second Order Positive
Feedback between Technological Development,

Demographic and Economic Growth
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Up to the 1970s- 1990s the trend towards the hyperbolic growtithe per
cgoita surplus productionirf conjunction with the hyperbolic acceleratioh

the technological growth) tended to result in the trend towards the lnjiperb
growthin world urbanization (that is, the hyperbolic growth of the proportio
of the urban population in the total population of the world); in conjunction
with the hyperbolic growth of the world's population this, naturallgo pro-
duceda long-term trend towards the quadratic-hyperbolic growth of the world

urban population (see Diagram 5):
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Diagram 5. Block Scheme of the Nonlinear Second Order Positive
Feedback Generating the Trend towards the Quadratic-
Hyperbolic Growth of the World System Urban Population
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The bestit of the dynamics generatéy the quadratic-hyperbolic equation (1)
to the empirical estimates the world urban populatiois observed for theg
riod priorto 1965 For this periodequation (1) describes more th@®88% of
all the macrovariation of the variable in questiB(0.9994 R = 0.9988, with
the following parameter value€ = 2610000 [in millions]t, = 2010). In¢
dentally, the above mentioned parameter valye=(2010 [CE]) indicates thaif
the world urban population growth trend observed podhe mid196Gs con-
tinued the world urban population would become infinite alreed®01Q That

is why, it is hardly surprising that since the nii860s the World System started
its withdrawal from the blow-up regime with respect to the variable @stipn
Indeed since thel960s we observe the slow-dowaf the relative ratef the
world urban population growthand accordingto the forecasts (see.g,
Gruebler 2006) in the forthcoming decades the slow-down of tlduadsates
of the world population growth will also start, resulting in the stabilization of
the world urban population in the PZentury at the level of about 7 billion
(see Diagram 6):
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Diagram 6. World Urban Population Dynamics (in millions),
for cities with >10000 inhabitants
(5000 BCE- 2006 CE), with a forecast till 2350
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NOTES Data sourcesModelski 2003; Gruebler 200&JN Population Division 2006. The curve
for 2006-2350 has been calculated the basiof Gruebler's medium forecast for the dynantts
the world urbanizationi.g., the proportion of the urban population in therallgpopulation of the
world) and our own forecast of the world populatfonthis period (Korotayev, Malkov, Khialu-

rina 2006a).

The general macrodynamics of the World System urbanization care-be d
scribed mathematically with the following differential equation
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whereu is the proportiorof the population thas urban Sis per capitassuplus
produced with the given levalf the World System's technological deyelo
ment,a is a constantandu;, is the maximum possible proportiaf the popu-
lation that carbe urban (that mape estimatedasbeing within 0.80.9, andcan
beregarded within the given conteagthe "saturation levé).

With low valuesof u (< 0.3)its dynamicsis determined firsof all by the
hyperbolic growttof S* asa resulof which the urbanization dynamics turn out
to be also close to the hyperbolic dynamics, which, in conjunction witthyhe
perbolic growth of the World System population (that was naturallgrobd
just for the period characterized by low values of the world urbanidédrto
the fact that the overall macrodynamics of the world urban populatictifo
period was described very well by the quadratic-hyperbolic equafitin
higher valuesf the world urbanization indexu) the saturation effect begins
being felt more and more stronglgnd as it approaches saturation level the
world urbanization growth rates begin to slow down more and ,mdrieh is
observed at presenta time when the World System has begun its withdrawal
from the blow-up regime

It is difficult not to notice that the history of world urbanizatiap to the
19" century looksjn Diagrams 12 and 6, extremely "dul|"producing anm-
pression of an almost perfect stagnatitoliowed by explosive modern urban
population growthIn reality the latter just does not let us discern, in tlae di
grams above, the fact that many stretches of the pre-modern wloalal liso-
ry were characterized by dynamics that were comparatively no less dramatic. In
fact, the impression of the pre-modern urban stagnation creatddmams
above could be regarded as an illusion (in the strict sense of thi$ prord
duced just by the quadratic-hyperbolic trend of the world urbgulption
growth observed up to the mid 1960s. see thist is sufficientto consider D-
agraml in a logarithmic scale (see Diagram 7):

* For the systemsf equations describing this hyperbolic growth generdtethe second-order
nonlinear positive feedback loops between the Woytkte®n technological development and the
world demographic growth see.g, Korotayev Malkov, and Khatourina 2006a, 2006b

5 Whereas for the period pritw 1000 BCE this stagnation looks absolute
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Diagram 7. Dynamics of the World Urban Population (in millions), for
cities with >10000 inhabitants (5000 r. go H.a.— 1990 r. H.3.), LOGA-
RITHMIC SCALE
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As we see the structureof the curveof the World System urban population
growth turns outo be much more complex than one would imagatefirst
glanceat Diagrams 12 and 6. Firsof all, onecan single outn a rather distinct
way three periodsf relatively fast world urban population growth: (Al) the
second half of the ™ millennium BCE- the first half of the 8 millennium
BCE, (A2) the 1 millennium BCE and (A3) the 19- 21 centuriesCE. In ad-
dition to this, one cansee two periodsf relatively slow growthof the world
urban population(B1) the mid & millennium BCE- the late ¥ millennium
BCE and (B2) the 5i- 18" centuriesCE. As we shall see beloytwo other -
riods turn outto be essentially clos¢o these epochderiod (B0O) immediately
preceding the mid ™ millennium (when the world urban population did not
grow simply because the cities had not appeared yet and no cities erished
Earth) and Period (B3) that is expected to begin in th¥ 2entury, when, &
cording to forecasts, the world urban population will stop again to gramy
significant way (in connection with the World System urbanizatiochieg
the saturation level and the stabilization of the world population) ésge,
Gruebler 2006; KorotayeWalkov, and Khaltourind2006, 20060).
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As onecan seeat Diagram 7,in PeriodB1 (from the mid % millennium
BCE to the early 1 millennium BCB the world urban population fluctuated at
the level reached by the end of the previous perdd,(whereas the trend/d
namics carved its way with great difficulties through the dominant cyalith
stochastic dynamics (see,g, Modelski 2003; Frank and Thompson 2005;
Harper 2007)In Diagram? one could hardly discern the cyclical componaht
the world urban population dynamics during Period B2 (the 18" centuries
CE), which is accounted for by the simple fact that the respective strethl of
diagram has been prepared on the basis of Gruebler's database that provides for
this period a very small number of data points that is not sufficierthéoce-
tection of the cyclical component of the process under siithin Period B2
this cyclical component will be more visible if we use Chandler'sbdats
which provides much more data points for this period (ChariQ&7 460-
510)° (see Diagram 8):

® This database consists of lists of the largest citi¢heofvorld for various time points with st
mates of the respective cities' population for respeatioments of timeChandler provides ast
mates for the following time points (numbers in bracledécate the urban population in tho
sands, for cities with population not smaller than whighdstimates are provided for the respe
tive year; for example, number 20 in brackets aftér BCE indicates that for 800 BCE Gha
dler's database provides estimates of the urban populatiat flee world cities with no less than
20 thousand inhabitar)ts 2250 BCE (20), 200BCE (20), 1800 BCE (20), 1600 BCE (20), 1360
BCE (20), 1200 BCE (20), 1000 BCE (20), 800 BCE (&50 BCE (30), 430 BCE (30), 200
BCE (30) and further for the following years CE: 100)(361 (40), 500 (40), 622 (40), 800 (40),
900 (40), 1000 (40), 1100 (40), 1150 (40), 1200,(2@50 (40), 1300 (40), 1350 (40), 1400 (45),
1450 (45), 1500 (45), 1550 (50), 1575 (50), 160W),(@650 (58), 1700 (60), 1750 (68), 1800
(20), 1825 (90), 1850 (116), 1875 (192), 1900 (30}.4 (455), 1925 (200), 1950 (200) and 1970
(1930). The main problem with theeof Chandler's database within the contefkthe present
studyis thatit turnsout to be impossibleto get data on the world urban population dynamics
through the simple summation of the populations of itiesacovered by Chandler for the respe
tive years Indeed with such a simple summatiame will obtain, for example for 1825 a figure
indicating the total urban population that liviecthat yeaiin cities withno less thar®0 thousand
inhabitantsfor 1850- for the cities with no less than lit®usand inhabitants, for 1875or the
cities with no less than 192 thousand inhabitafiots1900— for the cities with no less than 30
thousand inhabitant$or 1914 - for the cities with no less than 455 thousand inhatsteand
such a series of numbers will not supply us with any Useformation On the other handof
courseif for one yeawe haveat our disposal datan cities with >80 thousand inhabitantsr a
second- on cities with >120 thousandnd for a third- on cities with >100 thousande can
trace the urban population dynamics for cities witR0 thousand inhabitantslowever this
does not solve the whole probleindeed whenwe use Chandler's database with respedhe
last centurieswe can only obtain a meaningful dynamtime series for the megacities (>200
thousand inhabitants). Howeyewren with this approache cannot obtain a general pictwgthe
world urban population dynamics for the whole pertmyeredby Chandler's database (that is,
since 2250 BCE), as no such megacities existed beforaith# millennium BCE The longest
dynamic time series can be here obtained for the eiitisno less than 40 thousand inhabitants
(especially in conjunction with Modelski's databast)wever in this caseve cannot move adr
1350CE. Becauseof this, when using Chandler's databasewill haveto utilize the dataon the
total populatiorof large cities (witmo less tham0 thousand inhabitant$or the period between
3300 BCE and 1350 CE (in conjunction with Modelskiiga on the period before 2250 BCE
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Diagram 8. Urban Population Dynamics (in thousands), for cities with

no less than 40,000 inhabitants (1200 BCE — 1350 CE), logarithmic
scale
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As we seg at this diagramwe canobserve for Perio®82 not only a distinct ¢-
clical componerft but also a more clear upward treffdhis trend will be even
more distinctly visible if we plot Chandler's data on population ohyos of
megacity (>200,000) inhabitants (which will also make it possibleddo take
into account the period aftéB50 (see Diagram 9):

and data on the total population of megacities (withess than 200 thousand inhabitants each)
for the period between 430 BCE and 1€50

" In particular after 11Q0which is connected with the point that in Chandledtabase after this
year the distance between data points get reducedfd® to 50 years
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Diagram 9. World Urban Population Dynamics (in thousands), for cities
with no less than 200,000 inhabitants (1000 BCE — 1950 CE), logarith-
mic scale
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As we see a steady upward trerehnbe traced here for a few centuries before
1800 Onthe other handne should take into account the point that a relatively
fast growthof the world urban population was observed during this period
against the background of the hyperbolically accelerating growtreafuérall
population of the world (see,g, Korotayey Malkov, and Khaltourinad2006a,
2006@). Thatis why we shall obtain a clear pictureof the world urbanization
dynamicsif we plot the estimates of the dynamics of the world urbanization i
dex per se that is the proportion of the urban population in the overall @epul
tion of the world (see Diagram 10):
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Diagram 10. Dynamics of the World Macrourbanization Index (propor-
tion of population living in large, >40000 inhabitants) according to the
estimates of Modelski and Chandler (3500 BCE - 1400 CE)
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As has been mentioned abo@handler's database does not miakmssibleto

trace the world macrourbanization dynamics af#®Q® Thatis why in order

to obtainan overall pictureof the world urbanization dynamiege shall have to

rely with respect to PerioB2 on Gruebler's estimates (incidentally, let us-re
ollect that because of a very small number of data points in this database the r

8 1n fact, it produces a bit of a distorted picture already #00, as for this year it contains data on
the cities with >45 (and not 40) thousand inhabitants
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spective graphs do not reflect the cyclical component of the world mgcro
urbanization dynamics):

Diagram 11. Dynamics of the World Macrourbanization (proportion of
population living in large, >40,000, cities in the overall population of the
world) according to the databases of Modelski, Chandler, and Gruebler
(4000 BCE - 1950 CE), logarithmic scale
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Our analysis suggests some i@déahe general picturef the long-term macro |
urbanizationof the world During PeriodAl we observe the formation of the
first large cities, and the proportion of their population reached the levetof de
imals of one per cent of the overall population of the wdbldring PeriodB1
this variable had fluctuated within this ordefrmagnitude untjlduring Period
A2, it moved to the further order of magnitude, to the level of mae tne
per cent The variabldn question had fluctuated within this order of magnitude
during Period B2 until, during Period A3, it began its movemenhé¢onext
(and, note, the last possible) order of magnitude, to the level ofisipee cent

It is also remarkable that for thé“2nillennium CE Gruebler's databaseiind
cates a clear hyperbolic trend of the world maarioanization described niat |
ematically by modl (2) (see Diagram 12):
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Diagram 12. World Macrourbanization Dynamics, 1250-1950 CE: cor-
relation between predictions of the hyperbolic model and empirical esti-
mates

.3
271
A
]
° ° predicted
0.0 ® (bserved
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NOTES R = 0.997 R? = 0994, p< 0.0001. The black markers correspdandsruebler's (2006)
empirical estimates. The solid grey curve has been gkby the following equation

u; = 0,01067 +ﬂ .
(1977-1)

Parameters” (5,203),t, (1977) and the constant (0,01067) have been cadculaith the least
squares method

Note that the detected world urbanization dynamics correlates rather well with
the dynamics of the World System political organization (see the article by
Grinin and Korotayev in the present issue of the Almandoje also that the
above mentioned synchronous phase transitmtise new ordersf magnitude

of the world urbanization and new ord#rthe World System political organ
zation complexity coincide in time with phase transitions to higher ord¢ne o
World System political centralization that were detected by Taagapera and that
took place, according to his calculations, during peridtisA2 u A3. Taagep-
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era estimates the World System political centralization dynamics using-the i
dicator thathe denotesasan "effective numbeiof polities' thatis a reversef

the political centralization index (which has values between 0 andhdrewl
corresponds to the maximum level of the world political centralization, that is
the world unification within one polity). Thusn Diagram 13 below, the |
downward trend corresponttsthe GROWTHof political centralization of the
world:

Diagram 13. Dynamics of the "Effective Number of Polities" Calculated
on the Basis of Territory Size Controlled by Various Polities (Taagapera
1997: 485, Fig. 4)
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Similar phase transitions appédartbe observed with respetd the worldlitera-

cy macrodynamicdndeed during Period A we observe the appearanakthe
first literate people whose proportion had reached the tvaécimals of one
per cent by the end of this period and fluctuated at this leveigi@ériodB1.
During PeriodA2. world literacy grewby an order of magnitude and reached
the levelof several per certf the total populatiof the world it fluctuatedat

this level during Period Btill the late18" century when Period A3 started;
during this period the world literacy has reached the level of dozens mger ce
and by the beginning of Period B3 (presumably in tH¥ eéntury) it is likely
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to stabilize at tha0®%b level (seee.g, ApskonoB 1994;Menbsuues 1996; Ko-
rotayev, Malkov, and Khaltourina 2006a).

In fact the above mentioned phase transitioas be regardedas different
aspectof a serieof unified phase transition®hase Transition Afrom med-
um complexity agrarian societige complex agrarian ones, Phase Transition
A2 from complex agrarian societies to supercomplex ones, and, fiRalase
Transition A3 from supercomplex agrarian societies to postindustrial ones
(within this perspective, the period of industrial societies turns oo ta par
od of phase transitioR2 — B3).

Thus the World System history from thd énillennium BCEcanbe described
asa movement from Attraction Basin BO (the afanedium complexity agra

ian society through Phase Transition1lAo Attraction Basin B1 (the onef
complex agrarian society), and further through Phase Transiao Attrac-

tion Basin B2 (the onef supercomplex agrarian society), and further through
Phase TransitioA3 to Attraction BasiB3 (the one of postindustrial society).
Note that within this perspective the industrial period turns out to bec ur
phase transition from the preindustrial society to the postindustrial one
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Political Development of the World System:
A Formal Quantitative Analysis'

Leonid Grinin and Andrey Korotayev

As the main evolving political unit of the World System is the state cibrines
necessary to begin our article waldiscussion of the relevant set of definitions
regarding the evolutionary sequence of state typ8sme scholars are "suspi-
cious" to the very idea of identifying stages within any processdacinit is
not unusual for them to directly contrast the notion of "processgi "stages"
as mutually exclusive (see,g, Shanks and Tilley 1987; see also Marcus and
Feinman 1998: 3]lromnka 1996: 238). However, we agree with Carneiro
(2000b) that the opposition of process to stages is a false dighatsrstages
are nothing else but continuous episodes of a continuous processawlthe
notion of process can be used for the development of the notistagés
(Goudsblom 1996; see alSpunun 2006s).

When the development of statehood in the framework of the owéstdti-
cal process is analyzed, two main stages are usually identifiednéseof the
early stateand those of thenature state (see, for example, Claessen and Skal-
nik 1978a; Claessen and van de Velde 1987, 1991; i8Ke396; Shifferd 1987;
Tymosski 1987Kouakosa 1995). However, when we try to apply this scheme
to the political development of the World Systemhécomes evident that in
no way is this scheme complete

Firstly, if, according to the prevalent views, the first mature states egubea
in ancient times (Egypt), or in the lat& millennium BCE (China) how could
we classify the European states of th& 28d 18' centuries, let alone the con-
temporary states? Would they be also mature, or supermature?

Secondly, it is evident that the Europeaff' t@ntury states also differed in
the most profound way from the complex politically centralized ancmies of

! This research has been supported by the Russian Founfdatiasic Research (Projec08-06-
80459a) and the Russian Science Support Foundation.

2 Within the framework of this articlthe state is defined as a category that denotes ansysteje-
cialized institutions, organs, and norms that supptdernal and external life of a society; angan-
ization of power, administration, and order- maimdace that possesses the following charasteri
tics: (a) sovereignty (autonomy); (b) supremacyitimacy and reality of power within a certairr-te
ritory and a certain circle of people; (c) has tbapability to coerce people to fulfill its demands,
well as to change relations and norms.

% For example, in th&arly State(Claessen, Skailk 1978d) contributions dealing with Egypt and
China (Janssen 1978: 213; Pokora 1978:-198) the period of the early state corresponds to the
Ancient Kingdom (up to 2150 BCE), whereas for Chinia iegarded as the period preceding the
formation of the Qin Empire (up to 221 BCE).
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the Antiquity and Middle Ages (which themselves are qualitatively more com-
plex than the early state) according to a number of other characte(its{ozs-
ticular, with respect to the administration level and culture, the level of-devel
opment of the law, and the relationships between the state and societygc-Th
counts for the following statement by Max Weber: "In fact, the State, iigelf
the sense of a political association with a rational, written constitution, ration-
ally ordained law, and an administration bound to rational rules or ks,
ministered by trained officials, is known, in this combination of characteristics
only in the Occident, despite all other approaches to it" (Weber 1958615

Thirdly, it would be rather strange to assume that the industrial revohftion
the 18" and 19 century did not lead to the radical transformation of the state
organization, whereas the scheeagly state- mature stateloes not reflect this
transformation at all.

Thus, it is rather clear th#tlaessen and Skalnik (1978b: 5) had restricted
their scheme of the statehood development tgotkecapitalist non-industrial
states only. Consequently, the first author of this article has suggesiag to
nificantly augment and amend the theory of ¢agly — maturestate (seé&pu-
uun 2006, 2006, 2006, 200&), and has come to the conclusion about the
necessity to "insert" between the early and mature state a stagedeviie
oped statehoodHence, we are dealing not with the two main stages a-stat
hood development (the early states and the mature states), but with following
three stages:

a) early statesthat are not sufficiently centralized yet and that politically
organize societies with underdeveloped social, class (and, frequently, adminis-
trative-political) structures;

0) developed statesthese are the formed centralized states of Late Abtiqui
the Middle Ages, and the Early Modern period, and palitf organize societies
with distinct estate-class stratification

B) the mature statesof the capitalist epoch that organize politically such
societies, in which estates have disappeared, the bourgeois and working classes
have formed, nations have developed, and representative democracy has prolif
erated? To be more correct we should speak about Industrial, rathec#an
talist period, as this group includes industrial socialist states. This has made it
necessary to develop anew the statehood evolution theory and to suggest

4 Some scholars even believe that one only can speaktheawal states starting from Early Mo
ern Europe, since the 9%nd 18' centuries (see.g, Benkos 1995: 178182). Vincent (1987)la
so prefers to speak about statesorly since the 18 century. There are a number of other $cho
ars who prefer to stick to the same position (see onelgisyan der Vliet 2005).

5 Correspondinglearly, developed, and maturestates could be denotedsisiple, complex, and
supercomplex Note that this terminology would correspond to the smggested for the eus!
tionary typology of chiefdoms that are also subdivided simple, complex, and supercomplex
ones (seeg.g, Korotayevet al. 2000; Kradin 2000). Note also that these three tppasates are
actually characterized by three different ordersnafjnitude of complexity as it is understood in
Complexity Studies (see,g, Lewin 1992; Waldrop 1992).
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formulations of the main characteristics of each of the stages afubiigtion-
ary process (sdepunnu 2006, 20068, 2006, 2006).

For each stage we can identify three phaserihdtive, typical, and tran-
sitional states of each respective tyga the framework of this article the basic
characteristics of statehood stages are identified on the basis of the middle
phase of each stage (thus, respectivelytyipical early, typical developed, and
typical mature states). The point is that at the first phase (the one pfithie
tive state of the respective type) the polity retains many elements of the previ-
ous state type, whereas the third phase (th#ansitional phase) many of its
institutions become "overripe" and the first characteristics of a highge ®f
the statehood development appear.

Main differences between the early, developed,
and mature states

Early states differ greatly among themselves according to many chestaager

in particular with respect to the degree of their centralization, as well awthe le
el of development of their administrative, taxation, and judicial systeos:

ever, if we look for what differentiates them from the developedraatiire
states, we will find that thearly stateis always arincomplete state (both o-
ganizationally and socially). This "incompleteness” is also relevant with r
spect to relationships between the state and the society. There were rsumerou
versions of the early states, but within each of them some importantédeniie
statehood were either absent, or significantly underdeveloped. Incamess

this incompleteness was expressed in the most direct way, as ntosteafrly
states simply did not have some significant statehood attributes, or dig-not d
velop them to a sufficient degree. First of all, this is relevant with respec
such statehood attributes @®fessional administration, control amdpression
apparatus, taxation, territorial division, as well as a sufficiently high degf
centralization and written lawHowever, in some early states (such as, fer e
ample, the state of the Incas or the Early Kingdom in Egypt) a cpmlispro-
portion is observed. Though the administrative apparatus and buaeawsare
rather powerful there, they were imposed upon societies that were underdeve
oped socially and/or ethnically. Hence, in such cakesgas thesocietythat
looked underdeveloped in comparison with the state.

% In general, these names are given to the respectasephin accordance with the tradition of
Claessen and Skdkn(1978b: 2223; 1978c: 640; Claessen 1978: 589) who identifiediristo-
ate, typical, and transitional stages of the earlyestdowever, there are certain problems when
we deal with a regression from a developed to a fivienphase of certain types of statehood. For
example, to denote the . 8entury developed state in Egypt (after it had e from the tyip
cal developed statehood found therg, in the 18, or 11" centuries) as "inchoate" appears to be
clearly misleading (see.g, 'punun 2006x). Hence, the term "primitive" seems to be mqare a
propriate here.
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The developed states a state that has be@rmed and completed, and
centralized, that has all the above mentioned attributes of statehood (among
them the professional apparatus of administration and control, regular naxatio
and artificial territorial division). Thus, the statehood attributes that could be
absent within the political system of the early state are necessarily prédent w
in the one of the developed stat&he developed state was a result of a long
historical development and selection, as a result of which those statesiturn
to be more successful whose institutes are organically linked with the social
structures of respective societies that are both grounded on the respmztive s
order and support it. For example, in Russia such states with effectivalieentr
zation developed on the basis of the formation of the estate society, estate m
archy, the alliance between the monarchs and nobility (and sometimesitwith
ies). The developed state influences social processes in a much more purposefu
and active way. It is not only tightly connected with the peculiaritfesooial
and corporate structure of the society, but also constructs theotitingh and
judicial institutes. In this respect it can be regarded asshate-corporate
state. Naturally, different states reached the respective stage of their devel-
opment in different times (see Table 1 for more detail).

The mature stateis a result of capitalist development and the industrial
revolution; hence, it has a qualitatively different production basis. Other-diff
ences between the mature state and its predecessors are also very sighificant. |
is bases on a formed or forming nation with all its peculiarities. Sutdtais
gualitatively more developed in organizational and legal respects, it always has
a professional bureaucracy with its definite characteristics ésge,Weber
1947: 333334), and a clear mechanism of power transmission and rotdtion. |
is also natural that the mature state has qualitatively more developed and spe-
cialized institutions of administration and control. The mature state was also
gradually transformed from an estate-class state into a purely class ome; and
its final stages it evolves into a social state. Thuthe Antiquity and Middle
Ages there were no mature states, but only early and developed ongéhe
first mature states could only appear in the lafeaiti 18' centuries.

The above mentioned evolutionary types of states differ anfwngstlves
by a number of other characteristics. In particular, it appears necésgaay
attention to these differences with respect to the interaction beteeéalized

" Naturally, the notion ofdeveloped'state is rather conventional. It can only be regaetedeve
oped in comparison with the less complex ("early") stateereas it appears underdeveloped
when compared with the more complex (“mature") statehiblods the Russian state in the age of
Ivan the Terrible appears rather developed when cadpaith the Muscovy Princedom of Ivan
Kalita and his successors. However, it does not stand amyactson even with the empire oéP
ter the Great. However, the state of Peter | lookseraprimitive in comparison with, say, the
Russian Empire in the late l@entury. To denote the three stages of the statehaatien one
may also use the terminology (mentioned in note 5 atsmggested by the second author of this
article: the simple (early) statethe complex (developed) statehe supercomplex (mature) state.
However, this terminology also has its own limitations.
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power, the elite, and the commoners ("populatiotis point that is important

by itself acquires an especial theoretical significance, because the interaction
model of state— elite — commonerss used rather productively in the demo-
graphic-structural theory that analyzes the dynamics of internal ga@xean
preindustrial and early industrial societies, as well as the interaction between
the elements of this structure in conditions of population growthtlaade-
source deficits produced by this growth (segy, Goldstone 1991; Turchin
2003, 2005aHehemos 2005; Korotayev and Khaltourina 2006).

In the present article, the model of interaction for the triangle CENTER
ELITE - COMMONERS (PEOPLE) within each evolutionary type of state can
be only presented as short descriptions of the most typical situatioriSp¢see
uun 2006 for more detaif). These schemes loalsfollows.’

In the early statewe frequently observe a situation whéhe elites, basing
themselve®n their resources (landslients military force) or their special po-
sition (@srecognized representatives certain lineagesr dynasties headsof
tribal formations ando on), control, in some way or another, a very large part
of the territory of a respective country, or even most.dftie commoners find
themselves under the jurisdiction and effective controhefelites and they are
required to perform state dutieA considerable part of the commoner popula-
tion (especially serfs, slaves and so on) find themselves altogrtherf the
state's jurisdiction. Within such situations the center turnsocog actuallyan
aggregateof the forces of the elites (both regional elites and the ones repre-
sented in the capitalfFrequenly the center cannot organize the main functions
of the state without the elites, because the state does not possess yetshe nece
sary apparatus, or this apparatus is rather wehls the interrelations be-
tween the commoner population and the center are mediated by the elites
to a very considerable degreeAs a resultthe elites take contralf the territo-
rial-functional institutionsin particular the fixatiorof duties tax collection ju-
diciary, organization of military forces and defense, land distributids {sh
frequently combined with the elites' immunity and autonomy as aobqay-
ment for the performance of such functions). ¥&m mentionas examplesof
such early states the feudal staté€urope suchasthe Frankish stata the
8" _ 10" centuries, England (both before the Norman conquest and some time
after it), German states in the"™.0 15" centuries, Kievan Russia and Muscovy
up to the age of Ivan llThis is typical for many ancient and medieval states
outside Europe (for example, for Mesopotamia after Hammurakthdarittite

8 The analysis of other (by far less typical) models efithieraction between the center, the elites,
and the populace in the early, developed, and matates goes beyond the scope of the present
article.

9 Some of the points presented below have found fueladioration in Malkov's article in the Bu
sian version of this Almanac.
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Kir;gglom, for Chou China, considerable parts of the Japanese histdrgoa
on).

In the developed statethe elites are significantly more integrated in the
state system, thus they are much more conneotéte centerln comparison
with the early state, the developed state possesses a considerably larger and
much more sophisticated administration apparatasvever it is only repre-
sented systematically in the center, whereas at the periphery it is fratier
mentary That is why here the elites stitict as a componentf the regional
state apparatygspecially with respect to the military functions, but also fre-
quently with regards to general administration, taxation, judiciary, religious
subsystem and so on (seeg, note 41) In particular large landownersre-
quently performed taxatiorjudiciary and administrative functions; the taxes
were collected by tax-farmers and the police functions would be performed by
representatives of special social groups (for example, in the Ottomange®
they were performed by the Janissaries [eag,Kimche 1968: 455]).

This point does not contradict the idea that the developed state is more or-
ganically connected with the society than the early one. 8@ikin the devel-
oped state the relations between the center and the commonbathadirect
and indirect, that is, they are partly mediated by the elites, but partly these re-
lations are conducted directly through the formal and officiedl state appa-
ratus In the meantime the commoners rely more and marthe centeras a
possible protector against the arbitrariness of the local elites, which is much
less typical for the early state.

In the mature stateits administrative-bureaucratic apparatus becomes quite
systemic and complete, which makes it possible for the center to conduet its
teraction with the commoner population directly the mature state it appears
more accurate to speak about the interrelations between the elites, the populace,
and thestate(rather than theente). We observe the relationships between the
state and the elite becominiyil. This means that the elites (thatlarge-scale
landownersbusinessmerfinanciers aswell asthe intellectualslite) stop pe-
forming the direct functions of the state structures, these funaiensowper-
formed almost entirely by the formal, official state organs; thatéselites can
be regarded as a part of the civil society, no longer as a part of theHstate
ever, the elitesprivileges and status are still protected by the statethese
contribute to the formation of civil societyhe relationships betwen the
state and the populace are direct and immediatboth through the state agp
ratus (for example, through taxation or judicial organs), and thrthey patic-
ipation of the populace in elections.

% Even in the early states with a relatively strong gemeeobserve frequently a situation described
by Claessen and Oosten (1996): "The ruler andliteerethe centre favour centralization and tke e
tablishment and maintenanakcentralized powesvhile local elites favour decentralizatidn prec-
tice these efforts are frequently characterizethbyursuit of a 'balance of power' policy and cefnp
tion for important offices, rather than by the doarice by the central ruler over the dignitariethef
state".
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Summing up it may be said thatin the early state the center only unites
(quite weakly) the territories and populations through the mediationof the
elites that provide mostof the direct interaction with the populace in the
developed state the center directly or indirectly integrates the elites into
the state apparatus, limits the elites' influence on the populace, establishes
some direct relations with the populace; the mature state (with the help of
a rather sophisticated administrative apparatus and elaborated legal sys-
tem that it possesses) eliminates the administrative-territorial control fo
the elites over the populace, transforms the elites into a part of the civil so-
ciety, and establishes systematic direct links between the state and the
populace.

Political Evolution of the World System

As is well known, within the World System the first states appeiaréiie 4"

and early 8 millennia BCE (seee.g, Bunorpamos 2000: 156151; JIpsikoHOB
2000: 4556; Baines and Yoffee 1998: 199; Wright 1977: 386; 1998), though
the daesdiffer depending on various historical and archaeological reconstruc-
tions; of course, they also depend on the definition of the state uskffclognt
scholars. During the subsequent millennium and a half the main tretig of
World System political evolution was connected with the transformation o
non-state polities into the states or their parts (for more detail see thartiext
cle in this Almanac). However, to understand the real complexity of tdwW
System political structure in this period it is necessary to take intauuactie
presence (in addition to early states and pre-state politiesgriyf state ana-
logues, i.e., polities that were comparable with early states according to their
complexity and functions, but that differed from the state by sormecteris-

tics of their political and administrative organizafibrhen, in the late3mil-

1 The first author of this article has suggested subidigicll the pre-state societies into two
groups: thestructurally pre-state societies, and théstorically pre-state onesl'puaun 2001
2006; 2006, 2006, 20061, 2006; Grinin 2003, 2004c¢). The former are such societiesdha to
their current structural characteristics cannot getsiormed directly even into the most primitive
state under any conditions. The latter are such ssgsééms that already possess the necessary
characteristics (such as a sufficiently large size aswffeciently high level of sociocultural oo
plexity), that is why they can be transformed intstae under certain circumstances. However,
when such circumstances are not available, they falleir own trajectories and become the
ealy state analogues.The first author of this article believes that thdyestate differs from its
analogues 1) by more complex administrative organizafipby more intensive transformational
activity; 3) by its ability to coerce to fulfill # demands and to change social relations and norms
being based on its own tasks and interests; 4) bygtehireliance on formal, judicial, admsai
trative, that is, non-traditional bases; 5) the pples of recruitment for the state service could be
different, but they were never restricted to a spgmaition of a given person within the respe
tive kinship network (for more detail see Grinin 20@B04a, 2004b, 2004¢;puaun 20065,
2006, 2006&). The second author of this article contends thagdeorms of complex political
organization that were alternative to the statedcdne comparable with the early state (or even
sometimes surpass it) according to almost all of the aboméaned characteristics, whereas the
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lennium the World System political complexity increased even more. $his i
connected with the beginning of the transition to larger states, as well as to
states of a new evolutionary type.

Within our systems of definitions, the first developed state (New Kimgdo
Egypt) appeared in the $6century BCE? However, its formation was pre-
ceded (as appears to also have been observed with respect to the egylgystate
the formation of the developed state analogue a few centuries before (see Table
1 below). The point is that with time some early states achieved sugfha hi
level of administrative development that, to a certain degree, they could-be con
sidered analogues (however incomplete) of the developed states. We mean such
polities as the Third Dynasty of Ur state and the kingdom of Hammimrab
Mesopotamia. In addition to them the first complete analogues developed (for
example, Middle Kingdom Egypt). Thus the first rise of the developedastdte
their analogues took place around the Idfen8llennium and the first half of
the 2 millennium BCE, which can be seen in Diagram 5 below and wdtich
responds to the first peak of World System urban population grihat is ob-
served more or less in the same period (see the next aifithe same authors
in the present almanac).

However, for more than a millennium the early states remained absolutely
dominant, whereas the forming developed state analogues turned eutato b
ther unstable. A new and much more sustained rise of the developed simtes w
observed in the middle and second half of tRendillennium BCE. Fur-
thermore by the early i millennium CE developed states and their analogues
controlled a substantial proportion of the World System territory (andtlaso
majority of the World System population lived just within this teryijpas the
developed states and their analogues included the largest polities of ithis per
(the Achemenid Empire, the Ptolemaic and Seleucid states, the Qin and Han
empires in China, the Roman, and later Byzantine, Empire, as well as the Sas
sanid Empire in Iran)® As we shall see in the next article of this almanac, the

only important difference was the presence of theegmibnal administrative apparatus in the
states and its absence in the states' alternative® (ge&orotayevet al. 2000).

2 Egypt possessed a few features that made it possible fdevbtoped state to appear thereiearl
er than in the other countries (though partial amads of the developed state appeared indMes
potamia already in the lat& 3nillennium BCE). Firstly, this is the position of the Egyptiaai-
land as a narrow strip along one navigable riverNiee Secondly, this is a very high level of its
ethnic and cultural homogeneity. Thirdly, this isagher long period of absence of any significant
external threat (and in this respect Egypt was vefgréifit from Mesopotamia). Fourthly, this is
the presence of a strong ideology of royal powethFifthis is the weakness of trade and money
circulation, which strengthened the redistributiste rof the state for a rather long period of time;
however, later this point hindered significantly theher development.

13 It appears necessary to stress that some states of theipegigstion that we classify as "early
states" were actually at a rather high level of dgwelent and could be compared in some r
spects with the developed state analogues, or primiéiveloped states. This is accounted for by
the fact that such early states were in the highest mifidlsis stage, that is, in the transitionat-ea
ly state phase when some elements of the developed stateeabfzbeit in a fragmentary form).
The fact that only a few early states managed to gesformed into developed ones was noticed
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growth of the number of developed states and the expansion of theryeurit
der their control correlate rather logically with the radical growth of the World
System urban population observed within precisely the same period.

Table 1. Chronological Table of the Formation of the Developed States

# State Note Approxi-  [Marking event Approxi- [Marking event
mate date mate dat
of the of the
phase be- phase
ginning end
1. |Middle Kingdom/Analogue |-2000 Beginning of the 12[-1700 [Beginning of the
Egypt Dynasty Second Intermediat
Period
2. |New Kingdom -1580 Beginning of the 18[-525 Persian conquest o
and Late Pha Dynasty Egypt
aonic Egypt
3. |The Third Dy- |Incompletg-2111 Beginning of Ur-  [-2003 |The fall of the Third
nasty of Ur &- |analogue Nammu's Reign Dynasty of Ur
mer
4. |The Old Babylo-{Incompletg-1792 Beginning of Ham- [-1595 |The Kassite conqug
nian Kingdom _|analogue murabi's Reign of Babylonia
5. |The New Baby- |Analogue [-605 Beginning of Nebu-|- 539 |Persian conquest o
lonian Kingdom chadnezzar the Babylonia
Great's Reign
6. |The Achaemeni{Analogue |- 518 Beginning of Darius|-330 Alexander's conque
Empire reforms
7. |Ptolemaic Egypt -305 Ptolemy | Soteris [-30 Roman conquest of
proclaimed the king Egypt
of Egypt
8. |The Qin state in|Analogue (-350s Beginning of Shang|-221 Formation of Qin
China Yang's reforms Shi Huang's empire

long ago (this point will be discussed in more detdiblvg We believe that for early states the
inability to get transformed into developed states veamal, whereas the ability to do so should
be rather regarded as a positive exception. Withih sircumstances, on the one hand, the d
velopment could continue; however, due to the enosndiifficulty of the respective evolutionary
breakthrough, such a development could acquire ddenias, as a result of which such political
systems could reach rather high levels of sociocultaralpdexity without being transformed into
developed states. One of the most salient examples otpb#fistems that overgrew signifi¢can
ly the level of a typical early state without beimansformed into a developed state is represented
by the Indian Maurya Empire that demonstrated a rdtigér level of administrative elaboration.
This could be judged, for example, on the basis ofsigtplied by famoudrthasastra whose a-
thorship is ascribed to Kautilya (traditionally idergidi with Chandragupta's [c.32203 BCE]
minister Chanakya). Though most indologists teeakasastra's description of the Mauryarop
litical system in a rather skeptical way (segy, Lelioukhine 2000), the question that we inavit
bly confront is how its author could give such a canirig description of so complex (and so
adapted to the Indian conditions) a state organizatibe had not seen anything comparable in
reality. Other examples of such "overgrown" early stéibat did not manage to get transformed
into the developed states are represented by a nuhbeedieval polities of the early®millen-
nium CE,e.g, the Khwarezmshahian Empire.
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# State Note Approxi- |Marking event Approxi- |Marking event
mate date mate datg
of the of the
phase be- phase
ginning end
9. |China -221 Formation of the Qifthe late [Transformation of
Empire 17th China into a mature
cent.— [state analogue in th
1722 |final period of
Kangxi's reign
10. [The Seleucid |[Analogue |-305 Seleucus | Nicator |-64 Roman conquest of
State assumes royal pow: the remaining part @
the Seleucid state
11. |Roman Empire -30 Beginning of Octa- (476 Fall of the Western
vianus Augustus' Roman Empire
reign
12. |Byzantium 395 Division of the Ro- |1453 |Turk conquest of
man Empire into thg Constantinople
Western and Easte
ones

13. |Sassanid Iran 226/227 |Coronation of the |633-  |Arab conquest of
first Sassanid king, |651 Iran
Ardashir |

14. |Cambodia (Ang{Analogue |The early|Unification of the |The late|The disintegration g

kor) 11" cen- |country by Surg-  [13" cen-|the Khmer Empire
tury varman | tury

15. |The Abbasid [Analogue |750 The Abbasid dynast945 The final lost of the

Khalifate coming to power real political power
by the Abbasids

16. |The Umayyad |Analogue |912 Beginning of "Abd (1031 |The final disintegra-

Khalifate in al-Rahman lll reign tion of the Khalifate

Spain beginning of the ep
och of leaders of
small polities (huluk
al-tawa'if)

17. |Arab Egypt A part of |969 The Fatimid con- |1922  |Formal proclamatio
the Otto- guest of Egypt and of the independency
man Em- the transfer of the of Egypt
pire since capital to Cairo
1525

18. [The Delhi Sul- [Analogue [1290 Beginning of the (1398  |Delhi sacked by iF

tanate Khilji Dynasty mur

19. |Japan 1392 Unification of dy- [1868 |Beginning of trans-

nasty, return of the formation of Japan
capital to Kyoto into a mature state
a result of the "Meiji
Restoration"”
20. |Korea 1392 Beginning of the Li {1945 |Liberation of Korea
Dynasty from the Japanese
rule. Mature state
formation in both
Koreas
21. |Vietnam 1428 Beginning of the {1883~ |Final French con-

Younger Le Dynast

1884

guest of Vietnam
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# State Note Approxi- |Marking event Approxi- |Marking event
mate date mate datg
of the of the
phase be- phase
ginning end
22. |France 1285 Beginning of the  |1665- |Colbert's reforms.
reign of Philippe IV [1683  |Beginning of
the Fair France's transformg
tion into a mature
state during the reig
of Louis XIV
23. |Spain 1479 Unification of Cas- |1834- |The third revolution
tile and Aragon 1843 |formation of the
constitutional mon-
archy regime. Be-
ginning of Spain's
transformation into
mature state
24. |Portugal 1385- Reign of Juan | 1850s |Saldanha's liberal rg
1433 form
25. |England 1485 Beginning of the Tu{1688 |Glorious Revolution
dors' dynasty Beginning of Eng-
land's transformatio
into a mature state
26. [Sweden 1523- Reign of Gustavus [|1771- |Reign and reforms
1560 Vasa 1792 |Gustavus lll. Begin
ning of Sweden's
transformation into
mature state
27. |Austria 1493- Reign and reforms (1780- |"Enlightened Abso-
1519 Maximilian | 1790  |lutism" of Joseph II.
Beginningof Aus-
tria's transformation|
into a mature state
28. |Russia 1547 Coronation of lvan |{1801 |Beginning of the
IV ("the Terrible") reign of Alexander |
Beginning of Rus-
sia's transformation
into a mature state
29. |Poland Late 18" [Formation of the [1795  [The third division of
—early |szlachta'constitu- Poland
16" cent. |tion" (the "Nobles'
Commonwealth"
30. |Denmark 1536 Royal reform in 1849 |July 1849 Constitu-
Denmark tion. Denmark's
transformation into
mature state
31. [USA 1776 Beginning of the In-{1829- |President Jackson's
dependence War |1837 |reforms. USA's
transformation into
mature state
32. |Prussia First half |Formation of the |Late Beginning of Prus-
of the 17" |Brandenburg Prus- |18" sia's transformation
cent. sian state cent.  |into a mature state
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# State Note Approxi- |Marking event Approxi- |Marking event
mate date mate datg
of the of the
phase be- phase
ginning end
33. |The Mughal 1556 Beginning of Akbar'{1707 |Aurangzeb's death.
State in India reign Beginning of the

Mughal Empire's
disintegration

34. |The Ottoman 1520 Beginning of the  |1908 |Revolution. Begin-
Empire reign of Suleiman | ning of Turkey's
the Magnificent transformation into
mature state
35. |The Netherlands 1579 The Utrecht Unity 011815- [Final delimitation of
the northern prov- (1839 |the Netherlands' bo
inces of the Nether- ders; transformatior|
lands into a mature state
36. |lran 1587 Beginning of the  [1925 |Reza Shah bemn
reign of Abbas | proclaimed the Shal

of Iran. Beginning o
Iran's transformatiol
into a mature state

37. |Argentine 1826 Declaration of the (1853 |Adoption of the con
Federal Republic of stitution of the Ar-
Argentine gentinean Confed-

eration; beginning 9
transformation into
mature state

38. |Brazil 1822 Declaration of inde-{1889 |Declaration of the
pendence of the Brg Brazilian Federative
zilian Empire Republic; beginning

of transformationni-
to a mature state

During the whole of the®*imillennium CE the number of developed states and
their analogues fluctuated significantly in connection with the rathat w
known complex and dramatic events of world history (the falhefWest Ro-
man Empire, the Great Migration, Arab conquests etc.). However, in general
their number remained rather small, whereas the territory under theirIcontro
sometimes decreased signifidgntThe same can be observed with respect to
the world urban population and urbanization rates. All this is rather congruen
with those theories that maintain that tienillennium CE is a period of deep
gualitative transformation of the World System and the whole historical proc
ess; the first millennium CE was a period of preparation for a natlitajive
(and quantitative) breakthrough in the field of technologies anduptioth as a
whole (for more detail seépurnn 2003, 2003, 2006)."

A new qualitative breakthroughor( what the first author refers to as “the
transition to a new production princip)ecan be dated to the mid"L6entury,

* We mean the so-called early industrial revolutiohthe first half of the 2 millennium CE; see,
e.g, Bernal 1965; Braudel 1973, 1982, 1985; Xumt 1947; Johnson 1955; Ucnamos, dpelinzon
1986: 84; I'ypeBuu 1969: 68; see also [murpues 1992: 140-141.
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though some if its signs can be discerned in tHE @ 14' centuries (see
I'puaua 2003, 2003, 2006 for more details). Taking into consideration the
expected time lag, this correlates rather well with a significant acceleration of
the world urban population growth observed in the latt darid 16' centuries.

The same dynamics can be traced with respect to the number of pdelelo
states and the territory controlled by them (see the next article in thetpresen
Almanac).

The subsequent growth in urbanization (caused by the transition te-indu
trial production) led not only to the "victory" of the developed states over the
early ones, but also to the formation of a new evolutionary ¢fptate the
mature state, which astightly connected to industrialization and an industrial
economy. The first such states developed in the Idfecgftury. Yet, already
by the 19" century they had become dominant in Europe and the New World
(see Table 2 and Diagram 1). Finally, by the end of tifec2@tury this type of
stak was prevalent everywhere, except possibly certain parts of Tropical Africa
and Oceania.

Diagram 1.  Growth of the Number of Developed States
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Conceptual scheme of the characteristics of the early,
developed, and mature states

Let us present now a conceptual comparative scheme of the characteristics of
the early, developed, and mature states.
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Early State

The early state is acategory, with which we denotespecific form of politi-
cal organization of a sufficiently large and complex craft-agrarian society
(or a group of such societies/territories) that controls its external policy
and, partly, social order; at the same time this political form is a poweor-
ganization separated from the population and which a) possesses seve
eignty (or, at least, autonomy); b) is capable of forcing the population to
fulfill its demands, change important relationships and introduce new
ones, and redistribute resources; and e) is not built (basically, or mainly)
on kinship principles.

This definition does not mention professional administrative and control
apparatus, regular taxation and artificial territorial division as necessary traits of
the early state. The point is that in the early states those traits a akwer
observed in their entirety. Thus, we maintain that these three traits ase nece
sary characteristics for the subsequent evolutionary type of the-stiatede-
veloped state.

The state as a form of political organization of the society reflectsothe s
cial construction of the latter. Our analysis of the traits typical for the sty
indicates that this state should be regardeid@smplete This incompleteness
implies that there are certain restrictions within the system of relationsiips b
tween the state and society that block the further development editlyestate.
These restrictions mean thatch arelationship between the state and society is
retrospectively (from the point of view of the evolutionary potential ofdhe r
spective system) inadequate in comparison with what we observe within more
developed system§hus, it is in no way strange (what is more, it is perfectly
normal) that most early states never evolved into developed state®.(see,
Claessen, van de Velde 1987a; 1991; Skal®96; Shifferd 1987; Tymowski
1987; Kouakoa 1995), whereas those that did usually only achieved this
through painful crises and cataclysms that caused a deep reconstréickien o
entire system.

The restrictions manifest themselves in different ways. Sometimesthe p
litical form of the early state turned out not to be sufficientljattigconnected
with the society. In such cases it did not "matter" (for a state supetstr)
what it controlled. Take, for example, Central Asia where interstate borders did
not get stabilized for centuries, they changed constantly in connection with
purely military circumstances and the luck of a hew conquerorigthilso a-
ther typical for West Asia and North Africa). As another example, takéeved
val Europe during the 1~ 13" centuries, where huge areas were transferred
from one ruler to another, and from one polity to another as a resuitecs’
marriages/divorces, deaths and inheritance cadses.

15 Suffice to mention just one example. In th& t2ntury the French King Louis VII obtained the
largest (within France) Duchy of Aquitaine and @munty of Poitou through a dynastic marriage to
Eleanor of Aquitaine. However, he lost them ratloemsas a result of his divorce with Eleanor. A
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Europeat this time is an example afpolitical system witha weak adnm-
istrative structure. However, we also find such cases of "incongrudece
tween the state and society when the political system of a state poss#sses a
veloped administrative apparatus that is able to control and regulate differen
territories. This could be observed in Mesopotamia where states frequently
changed their borders, grew and shrank in a rather fast wayh whi accm-
panied by a fast dynastic change. However, the principles of statebeood r
mained the same as the bureaucracy easily imposed itself over dayidérr
configurations.

However, in some early states the above mentioned limitations expressed
themselves in the fact that the links between the state and society were too
tight, that is, some state form was appropriate only for a giveiatgoAs a e-
sult such states were incapalgie performing qualitative transformations. A
good example is provided here by the organization of the Guelshs® that
failed to transform themselves even when their independence was ribckate
"A paradox of Greek history is that its main tendency was the contiraraus
generally unsuccessful aspiration to overcomepities: it was continuous d>
cause of the incongruence of sometime establiplodid principles... with the
subsequent social progress, whereas it was unsuccessful becaattentpés to
overcome thepolis were undertaken on the very basis of piodis’ (dponos
1979: 6).

The first author of this articlel puaun 2001-2006; 2006, 2006, 2006)
has identified the two main types of incongruence between dlitcgl and
structures of the ancient and medieval states.

The first and the most wide-spread incongruence is when the admsi
trative structure of the state is underdevelopedAs was mentioned above,
early states did not possess the complete set of important features of the deve
oped state, or had not developed all (or some) of them up to a suftleigree.

In fact, some of these features could be rather developed, whereas thereest
underdeveloped (and some could just be absent). First of all, this is tdt@van
such statehood attributes as: (1) a professional administrations
trol/oppression apparatus; (2) taxation; (3) artificial territorial division; and (4)

few months later she married Henry Plantagenet (Cafuinjou who also controlled within France
the Duchy of Normandy, as well as the Counties@ifrdine and Maine). Consequently, Aquitaine
fell under Henry's control. The further developmehevents was even more interesting. Since the
conquest of England by William, the Duke of Normgnithe kinship networks of the Englishdca
French nobility got intertwined very tightly, whidad to Henry's becoming the King of England.
Consequently, all the above mentioned French tee#tdstretching from the English Channel to the
Pyrenees and exceeding the size of the royal doofidire King of France) fell under the control of
the King of England (who still remained formallyassal of the King of France) (seeg, Kupu-
noBa 1980: 216217;Konecuunukuit 1980: 194 Trobmunckas 1972: 97).

16 Note that the second author of this article avoidetieg most of the classical Grepkleis(in-
cluding Athens) as "states" (seeg, Korotayevet al.2000).
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the presence of written law and written administrative documentatider&r
directives, reports, archivesic)®’.

Thisis easier to understand if we recollect that in some early states we find
natural rather than artificial territorial divisions, or such divisions as based o
clans, tribes, or local communities (seey, Korotayev 1995, 1998} in some
early states we find tribute, gifts, temporary loans rather tharrégular taa-
tion, etc. Frequently taxes were irregular; for example, often they were only
collected during wars. In some cases they could be absent all togettier, as
government could have other sources of revenue, such as niesaposome
types of trade (including foreign trade), or some types of econacticities
(e.g, extraction of salt and other minerals), special lands and territoriesewho
revenues were used to support the ruler (thus, in medieval Europeeswan
the royal domain were frequently the main source of the state finaribate
and contributions paid by subjugated areas; compulsory paymemtesf(as,
for example, within the Atheniaarchg and so on. In the early Roman Rbpu
lic a very important source of public financing consisted of revefroes the
public lands that were rented out, whereas taxes were only collected irrextrao
dinary circumstances (see.g, Ierpymescknii 2003 [1917]: 86§ It was not
always the case (especially in the Ancient period) that early states hdak reg
armies, whereas rulers relied on levies as their main military force. Also, police
systems were seldom found in these Early stites.

Frequently early states had a rather weak apparatus of administration and
oppression. Sometimes this weakness was combined with a primitiacterar
of social stratification, as, for example, could be observed in tmepEan
"barbarian kingdoms" of the early Middle Ages. On the other hand, estase-clas
stratification could be expressed in a rather distinct way, whereas the ssdmini
trative apparatus was weak and non-bureaucratic, as could be found is,Athen
Rome and other states (or state analogues) were professional adipirss
were either absent all together (and magistrates occupied their positions in tu
or by drawing lots), or they did not receive salaries and were elemtethdrt
periods of time (see.g, Osborne 1985: 9; Finley 1977: AHraepman 1989)

Such incomplete early states were often just imposed over societies-and r
stricted themselves to military and redistribution tasks, collection of trilmate a
duties without penetrating deeply into social life. Ancient Russia was auch

It is not infrequent when the social stratificatiorthe early states is not sufficiently pronounced
(seee.g, Mapernna 1987; see alsKy66ens 1973: 232 Tomanosckas 1973: 280).

18 Many examples of this can be found in Tropical Afiisee e.g, Ky66ems 1988: 132gtc).

19 A rather telling statement is made by Trouwborst (1988) who notes that the states of tHe A
rican Great Lakes region did not create a full-fledigaxation system and adds that if they had
created it, this could have been gl of the early state.

2|t is not surprising that with respect to the earlyestahe data on the presence of police forces
are extremely scarce. For example, among two dozenstatés surveyed by Claessen (Claessen
1978: 560) he only managed to find some evidenceeoptbsence of police systems in fous-ca
es.
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state for a rather long period of time as well as many states created bysnomad
many early states of Tropical Africa and so on. It was not raenwahyoung
state nourished a vigorous layer of new nobility that stopped takingec-
count the interests of the very state that had created it and began tesatiape
processes for on their own. A clear example is provided here byldoentitbl-

ity of medieval Europe that transformed service fiefs into private proprty,
slaved peasants, stripped the kings of their tax-payers and soldkf&maly
transformed kingdoms into nominal entities. Similar processes couldbe o
served during certain periods in histories of many other countries stiaing
rather ancient epochs (for example in China of the Choacp&acunses 1993:
187-189; see alsBprokos 1974: 1415; Kpun 2001).

The process described above is representative ofyflieal early state
phase and turned out to be a period of feudal decentralization. That thavhy
following statement makes sense: "Political decentralization of the eadslfeu
epoch is not a symptom of the state's weakness, but a natural condition (withi
the observed circumstances): this was a hierarchicized alliance of vassals and
seniors based on a system of personal links that were the prevalemf ferm
cial relations in this societyTypesuu 1970:60).

In small (and to some extent in medium-size) states the administrptive a
paratus was usually underdeveloped and insufficiently separated frowmptre p
lation due to their sizes. Indeed, within such a scale many problems can be
solved in a rather effective way by means that are different from aidees
and controls (they could be solved, for example, by private pgerémough the
direct expression of the population's will, or through the activitiedaofs, po-
fessional organizations and social groups). Here the growth of statelasod
connected first of all with the necessity to wage successful warsparaisies
to organize foreign trade. An important role could be played by the stdte in
settlement of social conflicts, as this was observed in Athens, someCodede
poleis and to some extent in early Rome (with respect to the conflict betwee
plebeians and patricians). As a result of such conditions, some featgtag-of
hood were strengthened and others lagged behind. The particularsldémpn
the peculiarities of concrete polities. Spartan, Athenian, Phoenician (as well as
Roman and Carthaginian [naturally until the respective polities remained
small]) ways are just some versions of such development.

On the other hand, large early states of the impgymee that originated
as a result of conquests were bound to disintegnate get radically reduced
in size. Empires ratg remaired powerful for more than 100 consecutive
years (seee.g, Taagapera 1968, 1978a, 1978b, 1979). Numerous ais#s
falls of Assyria in the 18— 7" centuries can serve here as a clear example of
this (seege.g, Camaes 1979). However, even when an early state was sufficien
ly militarily strong to keep its provinces under its control for Igagiods of
time, it usually still turned out to be insufficiently developed to integeéfee-
tively its constituent parts. There was usually a pronounced imbalanceeetw
the statehood of the center and its periphery @ge,Thapar 1981: 411). The
second author of this article maintains that a typical early empire wasta
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polity, that is, a political system consisting of a state in its center and variou
non-state polities at its periphery (seqy, Korotayevet al. 2000: 2324). And

such states as republics of Rémer Carthage were not tightly integrated-sy
tems, but rather conglomerates of territorial polities. They possessed spétem
special links between the center and every people, every region, eviéoyyter
whereas some peoples/communities had more rights, some others lead few
rights, some were almost equal to the center, and some had an extmely
status.

The second kind of incompleteness of the early state was opposite to
the first and by far less frequent.We are referring to those states thas-
sessed a developed bureaucratic administrative apparatus while, at the same
time, possessing an underdeveloped social structure. Such states l#tked s
cienty distinct forms of social stratification (that is, they did not have glearl
expressed classes or estates, and lacked sufficiently mature land property rel
tions). What is more, an overdeveloped administrative apparatus could block
the formation of a sufficiently developed and stable social system.

Examples of the above situation are: Egypt of the Ancient Kingdoen; th
Inca Empire; Sumer of the Third Dynasty of Ur (thé'2&ntury BCE, when, in
Vitkin's words Butkun 1968: 434; the state acquired an antisocial form); and
the subsequent state of Hammu ébThus, it may be said that, in such states,
bureaucracy (notwithstanding all its organizational importance) wastamal
superstructure over society. In other early states, military nohiitty its ret-
nues was imposed over society. However, these elites possessed different
methods for exploiting and influencing the society (Sg@iun 2006 for more
detail).

In the first case weak governments sometimes failed to sufficiently- mob
lize a country's resources as they dealt with self-willed nobility and ¢meal
ernors; in the second case, the state suppressed the society dpyamgntrg-
ture it entirely to meet the needs of the state. It took upon itself the funciion
resource redistribution and production organizer/controller. Such a state hype
trophy developed within the conditions aksubsistence economy (as wds o
served, for example, in the Inca Empire). However, an obsessiomegitia-
tion and control could alsbe found in societies with commodity-marketael
tions if state duties in kind were also prevalent there; for example, the-colle
tion, transportation, storage, and redistribution of duties kind are moocd m
arduous and cumbersome than the accumulation of money.

However, overdevelopment of the bureaucratic administrative apparatus
within the state of the Third Dynasty of Ur and the kingdom of Harahiu
sharply distinguished them from the rest of the archaic states. Hence,,though

2L Note that the second author considers Rowigitas as a state alternatives (Korotayetval.
2000).

2 See on the Inca Empire: Bepeskun 1991; 3y6pumxuii 1966; 1975; Unka Tapcumaco 1974;

Kysemrmes 1974; Mason 1961; Schaedel 1978n Ancient Egypt: Ilepenénkun 1988; 2001;

Bunorpanos 2000; 3a6nonxka 1989; bpecren, Typaes 2003; XKak 1992; on Mesopotamia: J[psSiIKOHOB

1983: 370; 3abnorka 1989; Kozsipera 2000: 83; Onnenxeiim 1990: 66, 67.
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on the one hand, these states could be considered early states, on thieegther,
could also be regarded as developed state analogues (we have taken this into
account both in Table 1, and when calculating the territory under the cohtrol
developed states and their analogues).

Developed state

First of all, it is necessary to note that the developed state is more organic for
society; to be more exact, the state becomes its natural political fornghthou
the fitting process could proceed painfullydaarbulently. The road to theee
veloped state was lengthy and complicated as the developed state was a result
of numerous transformations, upheavals, splits and reintegratiohin triese
processes there was a natural selection leading to more effective types-of inte
action between the state and social/ethnic structures. Significant progress i
state political, administrative and legal arrangements as well as ideology was
needed so that the developed state could appear. On the other hand, a certain
level of ethnic, social, economic, and cultural development was necessary a
result of which society becomes sufficiently consolidated socially andcethni
ly. It is rather essential that the developed state ismigttightly connected with
the society's social and corporative structure and formatieses in political in-
stitutions, but that it also influences them much more pefpthg and actively.

The developed state is centralized and completéhat is, it has albf the
state attributes. Such a state is formea essult of a long period of devede
ment of administration techniques, expansion and professionalization bf-adm
istrative structures, and the coordination of the state agencies to perform their
various designated tasks. Thus, many features (professional administr
tion/oppression apparatus, regular taxation, artificial territorial division, written
law) that could be absent in the early states, are necessarily predenidn
veloped states.

Hence the developed state ia category that denotesnatural form of po-
litical organization of a civilized society (or a groupof such societies) that is
characterized by a centralized organization of power, admistration, coer-
cion and order maintenance in the form of a system of ggial institutions,
positions (titles), organs, laws (norms) and that possses (a) sovereignty;
(b) supremacy, legitimacy and reality of power within acertain territory and
a certain circle of people; (c) and has the capabilityo change relations and
norms.

We have also formulated timinimumcharacteristics of the developed state
that distinguish it from the early state.

a) The developed state has more statehood attributes, and these dttri
utes are more elabora¢d. The developed state has all the statehood features in
a rather clear and systematic form: a special professional administr
tion/coercion apparatus separated from the population; regular taxation; and an
artificial territorial division. It also always haswritten law and a special Eu
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ture of written documentation, registration, and corfit@uch a state cannot
rely on levies and has a regular professional standing army. It hassadenor
veloped taxation system. Archaic duties and revenues (tribute, gifts;riaiter
revenues from state-sponsored plundering and contributions) disapppkay
subordinate roles. Taxation becomes more regular and ordered.

b) The developed state is an estate-corporative stafEhe social structure
of the developed state becomes represented by large social groups, aypd not b
numerous tiny social layers or socio-territorial units (like autononodgies or
temples with special privileges) as it is for early states. Large ethnipgb-
velop in place of conglomerates of tribes and small peoples. As a result, society
becomes sufficiently consolidated socially. The estate consolidation is tonnec
ed with a decline in the isolation of areas and territories, with esicnmifica-
tion of the society, and with more intensive contacts within the etfmesetr
ing different parts of a country. With respect to states one cannot hetp-bu
tice that the activities of a developed state are directed toward the legal shaping
of estates, at making the society more stable, at ordering socialtynddii the
other hand, both the state structure and its policies reflect the peculiarities of its
social (and ethnic) composition; the state actively influences the social structure
of society and acts as an intermediary between various estates/corpoYaons
can frequently observe a process of more distinct shaping afy/gtem of titles
and officials' ranks (in the latter case it is especially relevant when lihg ru
class is identical with the officials' corporation (what is denoted as "state-class"
by Cheshkovemkos 1967: 243245]).

c) The developed state is always a centralized state; generally, it is
much more durable and stable than the early stateThe developed state
cannot be a political conglomerate, as was frequently the case with respect to
early states. This is not just a set of territories that disintegrate as stdan as
central power weakens. Of course, the disintegration can be experienced by th
developed states rather regularly (especially, during the transition fiar pr
tive to typical developed statehcddd However, if the further development of
such a state occurs it is always connected with a new and tighteofocen-
tralization within more or less the same territory. This is accounteblyfoine
fact that the state is formed within a definite, historically prepared (bothimater
ally and culturally) territory with a common culture, ideology, writiagd with
the development of communications, trade, a certain unification of money
types, measures, law, and so on. Hence, the higher the level of stateheled dev

% Note that it was not infrequent when in the earyjest (even when the writing was available) not
all the state acts were written. Many (and sometimes rao&)remained oral. For example; a
cording to Jacques Le Goffi¢ l'odd 1992: 45), this was the case in the empire of Charlemag

% They were also regularly observed at the end ofigalidemographic cycles. It should be noted
that pre-industrial socio-demographic cycles usualjeenwith a political-demographic collapse,
after which a new cycle normally began (see, Turchin 2003; Nefedov 2004; Turchin and-K
rotayev 2006; Korotayev, Malkov, and Khaltourin0@B).
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opment, the more stable it is with respect to the destabilizing influnesi-
ous crises (including the socio-demographic crises), and the imd®trans
tion to the recovery growth phase (seqy, Korotayev, Malkov, and Khtdu-
rina 20065°.

d) The developed state is characterized by a more developed economic
base.In particular, unlike the early state, the developed state cannot fohm wit
out cereal production (let alone the fact that it cannot develop on the basis of
animal husbandry), whereas some early states (first of all ipicEloAfrica)
were formed on the basis of such agriculture domestiesgams, bananas,
manioc, peanuts etc. (semg, bonmapenko 1995: 103). The developed state
cannot fail to possess an internal market, it cannot be based on sufesiste
economy, unlike some early statesg( the Inca Empire, or Egypt of the Early
Kingdom period). At least some development of market relations is negcessar
There should be not only some craft specialization, but also some regienal sp
cialization, that is an integrated economic organism should start stion
within the state?®

e) Many early states existed in the form of barbarian societies, whereas
developed state can only be based on a civilized socieTiat is why such
states only develop in the areas of rather advanced civilizations (and thgquen
on the basis of leading ethnic groups).

f) The developed stateonforms significantly better than the early state to
the definition of the state as organization of coercion functioning in order
to keep the lower classes under the domination of the higher classes and to
secure the exploitation of the former by the latter The social role of the
state changes. The developed state, being an estate-corporative stateawith a st
ble social order, performs its role of an organizer of coercion mucé dfec-
tively than the early state; this coercion serves the interests of upper strat
(classes) in a more effective way, which makes it possible for them tatexplo
the lower strata and to keep them under a tight coffrahereas in many early

% However, the transition to the mature statehoodh@transition from a primitive mature state to
a typical mature one) was quite frequently conneuiigld profound social upheavals, social and
political revolutions, as this was observed in Englamdnée, Russia and other countries, wher
as sometimes such crises resulted in temporary state breakdmsahis happened, for example,
in China in the first half of the 30century.

% On the formation of such a market, for example, in Ry&tina, Japan, and England see respe
tively IlpeoGpaxenckuit 1967: 2528; Xpomos 1988: 148152; Cumonosckast, Jlamnaa 1987:
119; l'amsriepun 1958: 27;Kysueros u ap. 1988: 115Bunokypos 1993: 48;JlaBpoBckwuii, bapr
1958: 72.

|n fact, Claessen and Skaknemphasized this point when they noted thatmature state
becomes an instrument in the hands of the social cldbe ofvners of land and other means of
production (Claessen and Sk&li1978a: 634). Howevethis emphasis on the private ownership of
the means of production replicates the mistake of viMgaxism that insisted on the presence of
economic classes in all the complex agrarian societieseaéan most of them the private owne
ship of land played a subordinate role that was nahportant in comparison with a person'sipos
tion within the state hierarchy.
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states exploitation was not very pronounced (geg, Trouwborst 1987: 131;
Service 1975)As the state itself takes the functions of maintaining soctal o

der, it reduces the possibilities of the upper strata to solve the protfiews-

cive support of their position by themselves; for example, throluglprohil-

tion for them to have their own armed forces, to build castles atrddses, to

apply certain coercive measures to those dependant on them (which increases
the importance of law-courts and state administrafitis (in addition to other
factors) contributes to the more pronounced role of the state coerciorewith
spect to various social groups in the developed state, as compared with the ea
ly one.

g) The presence of a new type of state ideology and/or rebg. Political
ideology in the wide sense of this term develops in ptdgerimitive ideas of
royal power (based on notions of mythical ancestosglrsupernatural capabil
ties and so on). A telling example is provided here by the C@fism in Cli
na Bacumees 1983; Jlarmuna 1982). However, such an ideology usually had
certain religious forms, like the T&entury Russian treatment of Moscow as
"the Third Rome" (se&laiinc 1993: 306307). As a result, in many developed
states (as was observed in China and other East Asian countries artordin
Martynov Mapteiros 1982: 6-7]) the state became sacred by itself. In areas
with church-type organization of major confessions this deledan allianced
tween the state and the official church (with respect to samapEan states see,
e.g, Jle Pya Jlagropu 2004: 8).

It is quite natural that different states entered the developedpiase in di
ferent ages. Hence, it makes sense to outline a chronolagncrete statese
tering this phase (a more comprehensive [but less detailed] chroreainogye
found in Table 1). However, the indicated dates refer to the beginning of the
transitioninto developed statehood, with the main transformations taking place
later, sometimes much laférFor example, the Roman state reached this level
by the late 1 century BC, with the formation of the emperor's power. However
it is only by the late "8 century that the Roman Empire distinctively demo
strates all the features of the developed state. In this case thosaidéstin-
tures are manifested in a "hierarchical system of estates, hereditary ascription of
people to their professions and statuses, a huge elaborated police-bureaucratic
apparatus, 'theocratic' power of the Emperor, the state religion that wes- oblig
tory for all the subjects and that sanctioned the official ideolog¥ytag¢pman
1968: 659; see aldderpymesckuii 2003).

In a few cases it appears possible to speak about the beginniginitial
phase of the developed state only retrospectively, taking into considetfaio

% |n Table 1 for the sake of formalization we had toream such transformation to certain dates,
which, of course, oversimplifies the situation, as itugejclear that such serious transformation
could not take place within a single year (howewapartant it was), but usually occurred in the
span of decades. In addition to this, some of the @agedisputed; yet we did not find it appr
priate to discuss various hypotheses on concrete ddtes thie present context.
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further evolution of the respective statelcl$ changes are described by Lako
in (JTyxoumn 1987: 141, 137) with respect to Iran in the following way: "The
early Sassanid monarchy in its essence was not very much diffesvemtiHe
Parthian one, however, the changing circumstances helped to graduald+ centr
ize the state. Theolis is replaced with the 'royal city’, the system of semi-
independent kingdoms is replaced with the unified state administratiteemsys
the religious tolerance of the Parthian kings and multiplicity of religionseare
placed with the unified state religienZoroastrianism....The Sassanid period is
characterized by a constantly growing tendency towards centralization".

Egypt entered the developed state ptatighe beginning of the New K@i
dom Age in the 18 century BCE. In this period we observe major changes in
the Egyptian economy as it becomes more intensive and productive, among
other things through the use ahew type of plough, hydraulic devices, and the
execution of large-scale irrigation projects. There is a considerableepsog
crafts, proliferation of bronze tools, development of private profartytrade
(Bunorpanos 200Q: 370-372;Iepenenkun 2001: 259280). In fact, it was just
at this time when the evidence on market transactions and commxalignge
appeared and become numerous, when silver began to supplaningtiaén
function of money, though incompletely (seeg, Mour> 1989: 167168).
Considerable changes also took place in socio-political Heudrpazos
200(: 370-372; Iepenenxkun 2001: 259280). Centralization increased and
the monarch's autonomy decreased radically. A large military empire esas cr
ated, which was accompanied by the formation of new layers of stateiadm
trators (in particular, military and civil administrators of a new type) arel a r
distribution of material resources in their favor. The working populdtien
came freer compared to the "king's servants" of the Middle Kingdom Age,
though many things regarding agrarian relations during this peziodin un-
clear, including information about what rights peasants had with rtefgpte
land they tilled and how they were connected to the land itSelféckuit
1982: 118; 1966). Within the New Kingdom we see quite a cleanafiion of
corporate structure and a higher separation (including the hereditaactenar
of the occupations) of various social strata: priests, warriors, craftsh#fi o
ferent specializations, which became even more pronounced in subsequent
epochs. This brought the structure of Egyptian society closer irtiure of
estate societies and, as we have mentioned, the presence of large a#l-state e
tates is a very important feature of the developed states.

China reached this stage as a result of its first unification in the'faten3
tury BCE under Qin Shi HuaAY Changes that had taken place in the country

2 However, in a few Chinese states of the Zhango péeisecially within the Qin state itself [that
became the unification core]), as a result of thestegiforms (with respect to Qin these are the
Shang Yang reforms of the 350s BCE), we can observe afsmansition to polities that can be
already regarded as developed state analogues (seeljallete that we have taken this point
into account below when we calculated the sizedefterritory under the control of the déve
oped states and their analogues.
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were enormous, as Qin Shi Huang's reforms had changed the admieistrativ
system and territorial division of the country. These reforms unifiedlgigin,

the writing system, and the system of measures and weights; tiey isgstem

was reformed, the Great Wall was completed, and so on. These reforrieslalso
to enormous social transformatiori§pfoxos, Ilepemomor u mp. 1983: 1721;
IMeperomon 1962).

Byzantium was a developed state from the very beginning, bedaufe-t
man tradition was not interrupted there. Thus, it is not strangentlcampar
son with contemporary Barbarian kingdoms, Byzantium stood &en the
point of view of its regular and unified legislation and legal systé&wosording
to some estimates, by th& @entury the population of the Byzantine empire
reached 5065 million (Yaanemosa 1988: 34, 15).

By the 3% century CEJran can already be regarded as a developed state with
the consolidation of the Sassanid dynasty. Already sinceeiba of the first
Sassanid king, Ardashir | (22241), major transformations took place in this
country (they were caused both by purposeful governmental aethshspo-
taneous social processes); these transformations included the abolishment of th
vassal kings and their replacement with governors, the strengtrefriegtrd
ization, adoption of a new religion, formation of new estates, refdiimeae-
ritorial division, change of ethnic characteristics of the population, litiguis
and cultural consolidation of the counttyykonun 1987;Hosocenbies 1995:

24, 31; see als@®paii 1972; Konecuukos 1987). Note for example, that the
Shahinshah appointed the heads of the four estates, which contpeisedion,
at the level of the whole statEdqnecaukos 1987: 185 )

It may be suggested that Japan entered the developed state phase by the ea
ly 15" century, wherShoguns of the Ashikaga dynasty managed to strengthen
therr control over centralized power and, as a result, they came close tarbeing
the position of absolute rulers of the country, though the period of riegir
power was not longToncroroysos 1995: 561;Kysueros n ap. 1988: 895°.
Centralization attempts were undertaken in Japan already sincetoertt@ry,
which among other things manifested themselves in the formatitre ofery
institution of shogunate (1192 CE). However, it was only in tH& déhtury
when one could detect contours of the socio-political system thdteats
maturity two centuries later, during the Tokugawa shogumadeified Empe-
or who does not actually rule; concentration of real power bysthgur his
reliance on the military servant estate of shenuraj concentration of regional
power by the local rulersdg¢imys) who, however, were controlled by the
Shogun in a variety of ways. Naturally, the overall system was based-on r
sources extracted from the tax-paying estates of peasants, ergfemd me
chants. Thesamuraiestate was already formet a sufficient degreby the

%0 As this happened frequently at the first phase ofitheloped statehood, the political centializ
tion declined some time later, and the internal wararted. The second phase of centralization
was over by the late f&entury.
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14" century when it was finally separated from the peasantry, wheredsi-
myo estate began its formation just in th&" century Kysmewos u ap. 1988:
73, 89;CrieBakonckmii 1981: 1217).

France entered this Phase in the lat® @&ntury during the reign of Philip
IV the Fair (12851314}". By this time in France, due to the activities of his
predecessors and favorable economic development, we observe the formation
of a sufficiently developed administrative apparatasaxation system, court
system, and the general strengthening of the state. The royal duadasioif-
icantly grown, though the level of political centralization was still ratber
We can also observe the formation of estates and their political representation
(les états ggnéraux) (JTrobmuuckas 1972: 94109; Laryposa 2002: 1213; Hay
1975: 138). However, the Hundred Years' War retarded the procebe of
French statehood development. Afterwards, since the first half of theetfsi-
ry, they had to restart the political centralization process from an etyréon
benchmark, when the main issue was the very survival of Franceesnd h
French king (Hay 1975: 15360).

Spain entered this phase in the lat& tBntury (as a result of the union of
Castile and Aragon). The joint reign of Ferdinand and Isabella {14504)
was a turning poinin Spanish history. They managed to unite the country, to
strengthen the order within it, to undertake important reformestablish an
effective control over nobility, though its strength had not been eexhtill
the end (Johnson 1955: 1d%6). The discovery and colonization of the New
World accelerated the development of Spain.

England entered this phase in the lat8 ¢&ntury and the early T&entury
(after the end of the War of the Roses and the Tudor dynasty ctorjogver).

It was already Henry VII (1488.509) who achieved much with respect to the
political centralization of the country; in general, as a result of the Tud@sdy
ty reign that lasted more than a century, a new political sy&bsolute mn-
archy) formed and flourished in England (§&eurpuesa 1993: 163), though
English absolutism was significantly different from it French (let alBus-
sian) counterparicfr. Canpeikua 1991: 207208; Kapes 1993: 166161).

For many European countries the™l&ntury was a "period of staterzo
struction” (Elliott 1974: 80). But this century also served as artgnpoint for
the political evolution of such countries as Russia, India and IrdRugsia the
developed state formed in the second half of tHeckitury during the reign of
Ivan the Terrible (15471584). Changes in political and social life of Russia
that took place in this period are well known. lvan revised the law (&odsvn
as Sudebnik created a standing army (te&reltsy. He reformed the central
and regional administration by establishing #emsky Sobofa legislative
body of parliamentary type), the council of the nobles (known as thee@h

%1 He became famous because of his confiscation of the &sgpts of the Knights Templa&¥a(-
peres commilitones Christi Templiqgue Solomgniahd the movement of the official seat af p
pacy to Avignon.
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Council), the local self-government in rural regions. Then he anrtbeela-
zanand Astrakhan Khanates ése.g, llImuar 1999).

In India the developed state formed some time after the creation of the
Mughal Empire, in the second half of theé™&entury, during Akbar's reign. In
contrast to its predecessor, the Delhi Sultanate (tHeab 14' centuries) a
number of whose achievements were applied within the Mughal statetténe la
was a much stronger and more centralized erffpiédsbar who ruled for half a
century (15561605), united under his rule the main part of the Indian territory
and conducted important reforms of state administration that in many tespec
continued the line of Akbar's grandfather, BabAsymmkanosa 1977:152).
However, the further development of Indian statehood met with coabider
difficulty, though in some respects (in particular with respect to the eféidiora
of the administrative system) it reached a considerable degree of matasty (
e.g, Ampadsu 1987: 230). India remained at the level of a primitive developed
state, and, as a result of the long and cruel reign of Akbar's granéigrarg-
zeb, (16581707), the Mughal Empire began to decline and virtually self-
destructed AnTonoBa 1979: 213225, 233241).

An inability for further development also manifested itself in Iran. After
centuries of foreign rule, crises and stagnation, in the ldfecéstury and the
early 17" century, during the reign of Abbas | (158529) and his suessors
Iran became again a large and powerful state. Important reforms weretondu
ed. At this time we can say that Iran entered again the developed state phase.
However, subsequent rulers turned out to be not sufficiently atdejnathe
late 17" century and the early T&entury, economic situation in the country
became critical, trade (including the foreign trade) declined, the tax burden i
creased, social relations between the populace and state became aggravated,
and rebellions began. A political and economic crisis developed, whglagaya
gravated by Turkish and Afghan invasions, as well as interferdepdereign
powers; these resulted in the extreme devastation of the country andnécono
stagnation. Even a temporary strengthening of Iran during tbe ofiNadir-
Shah who became famous due to his successful wars, includingptiveecaf
Delhi in 1739, did not change the situation for long. At the endsolife Na-
dir-Shah himself conducted such an irrational internal policy that aftelelath
the country experienced political disintegration, internal wars, power struggle
between various cliques. Iran virtually disintegrated agalerymesckuit
1977;Kysnenosa 1986: 229). And as in the $&nd 14 centuries the country

%2 The Delhi Sultanate "was a weakly centralized festite" Aupadsan 1960: 74). It achieved the
peak of its might during the reign of Alauddin Kh{{i296-1316). However, his huge empire was
an unstable military-administrative formation, from whichonsiderable number of principalities
split by the end of Alauddin's rulé\(upadsu 1960: 228). The Mughal Dynasty was founded by
the famous Central Asian warrior and poet Babur (fromuFis lineage) who started his conquest
campaigns in India in 1519. He conducted a numbempbrtant reforms (especially, witle+
spect to taxation) in the conquered part of India fsgivmxanosa 1977).
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was under the strong influence of Russia and the Europeanspadiseiurther
independent development was greatly hindered.

The entrance of the Ottoman Empire into the developed state phase can also
be dated to the I6century. It appears that this transition took place during the
reign of Suleiman | Kanuni (the Lawgiver) who was called the Magnifibgn
the Europeans (1520566)% By this time we can observe the formation of a
sufficiently effective military fief system that provided the Empiréhva rather
battle-worthy and large army. The Ottomans developed a system of itamistra
of fief-holders (thesipahs). Suleiman elaborated it by forbidding the govesnor
to distribute the fiefs and to confirm the rights of the fief heirs.alde can-
ducted a number of important reforms with respect to administrativaodiyis
taxation ordering, relations between landlords and tenants. Numerousnaws
the administration of various provinces (that regulated administrative oaganiz
tion, taxation, property relations and so on) were worked T level of d-
ministrative organization also was rather high by the contemporargastin
(seee.qg, Findley 1989).

During this time Turkey can be considered to be a sufficiently centlalize
empire, whose backbone was represented by the militarytifefirf system
(see.e.g, Opemkora 1986), whereas its center was one of the largest wd¥ld ci
ies of the century, Istanbul, whose population in 1550 is estimateal/®obeen
between 400 and 500 thousait{pocsa 1990: 7273, 103)>*

Turkey was the only Eastern empire that managed for a rathettifoag
(and not always without success) to compete militarily with some pearo
powers and even their alliances.

Mature state

We believe that the mature state (as we define it) is a result of the development
of capitalism and the Industrial Revolution; thus, it has a radichffgrent
production basis than previous state types. In addition to this, the transition
the mature statehood (or its analogue) is connected with the demogeoh

lution. Depending on concrete circumstances it could take place durieg diff
ent phases of the development of the mature state (that is, durigtitsrf

33 However, it cannot be excluded that the formatiothefdeveloped state may be dated to the end
of the reign of Bayezid Il (1481512), or the beginning of the reign of Selim | (251520). A-
ready during the reign of Bayezid Il the Ottomaniegmlitical and economic institutions were
put in order, a rather clear religious-legal wasetlgped for them, which was connected with a
tivities of a large group of the Ottomamama’. In general, during the reigns of Selim | ang S
leiman | Ottoman state institutions acquired that deweldprm, which afterwards was csid-
ered as a classical standartk{nos, Opemkosa 2000: 76).

34 Note that if the tradition maintaining that Selinobk the Caliphal title from the last Egyptian
Abbasid Caliph after the Ottoman conquest of Egyptlsiitl some substance (though it is gene
ally regarded now as the late™&entury fabrication [see.g, Sourdekt al. 1990]), this could be
regarded as a rather logical measure, as it would stesfegthened the power of the Ottomah su
tans providing additional legitimization for theirvger over their subjects most of whom were
Muslims (lerpocsu 1990: 5869, 72).
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second phase, or even during the final phase of the developed sftéfeto

in almost all the industrialized countries a very rapid, explosive population
growth was observed (semg, Armengaud 1976; Korotayev, Malkov, Khait
urina 2006a; with respect to Russia S&e1apcknit 1973;Hedenos 2005)°.

Table 2. Estimated Populations of Various European Countries from
1800 to 1910 (in millions) (Armengaud 1976: 29)

1800 1850 1900 1910
Denmark 0.9 1.6 2.6 2.9
Finland 1.0 1.6 2.7 3.1
Norway 0.9 1.5° 2.2 2.4
Sweden 2.3 3.5 5.1 55
Belgium 3.0 4.3 6.7 7.4
Holland 2.2 3.1 5.1 5.9
Great Britain 10.9 20.9 36.9 40.8
Ireland 5.0 6.6 4.5 4.4%
France 26.9 36.5 40.7 41.5
Spain 11.5 15.5° 18.6 19.9
Portugal 3.1 4.2° 5.4 6.0
Italy 18.1 23.9 33.9 36.2
Switzerland 1.8 2.4 3.3 3.8
Geamany 24.5 31.7 50.6 58.5
AustriaHungary 23.3 31.3 47.0 51.3
Bulgaria - - 3.7 4.3
Russid* ~56 ~76 133.1 156.4

% As is well known, this was the result of the first phasthefdemographic transition. The point is
that during the first phase of this demographic ttaorsi rather sharp decline in mortality rates is
observed. Indeed, when technology starts growing fignily faster than the population (as in
the 19" century Europe), this results in a significant growthGDP per capita, and hence, per
capita consumption, improved health care, sanitatieater supply, population health status,
growth of life expectancies, and hence the decreaswdhlity rates. This is followed by ad
cline in fertility rates (through the introductiofi family planning practices and technologies as a
proximate cause), but with a substantial time lag. fesalt, for considerable periods of time we
observe pronounced trends in the rise of the populaiowth rates against the background of
growing population. This, of course, produces justehyolic effect- the higher the population,
the higher the population growth rate. Since th& d@ntury more and more populations of the
world entered the demographic transition. Till t®&0as the number of populations which entered
the 2 phase of the demographic transition did not comperisatbe hyperbolic growth of the
1* phase populations; hence, the hyperbolic growihdtsgas characteristic not only for individ
al populations, but also for world population as a whidr more detail sees.g, Korotayev,
Malkov, and Khaltourina 2006a: 9204).

%n 1855.

"1n 1845.

% Note, however, that in order to have a more souaidifg of the overall Irish population dyma
ics one should take into account such facts as thadrding to the 2000 census, the total number
of the Irish living in the United States exceeded3aillion (U.S. Census Bureau 2006).

#n 1857.

“°In 1867
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It might not be coincidental that MalthuEssayon the Principleof Population
was published in 1798 (that is, just during the British Industrial R&ool).

The mature state significantly surpasses the developed stare with respect to
the complexity and efficiency of its political organization and legal system; it
necessarily has a professional bureaucracy, distinct mechanisms and elaborated
procedures of legitimate power transition. We usually observe the \gookin
of constitutions and the division of powers, and the rolawf(especially civil
law) significantly increases. In general (with the exception of totalitaiah
auhoritarian states), in mature states the systems of law and court pexcedu
reach such a level of development and elaboration that it appearsltditficu
compare them with the ones of earlier epochs. As a result one imlostam-
portant functions of the mature state is to secure not only the sodé| but
also the legal order, which was often paid little attentignthe developed
states.

Thus the mature state can be defined as category that denotean or-
ganic form of political organization of an economically and culturally ab-
veloped society, a system of bureaucratic and other specialized politicat i
stitutions, organs and laws supporting the internal and external political
life; it is an organization of power, administration, and order maintenarce
that is separated from the population and that possesses: a) sovereignby;
supremacy, legitimacy and the reality of power within a certain territory
and a certain circle of people; c)a developed apparatus of coercion and
control; d) the ability to change social relations and norms in a systematic
way.

It makes sense to pay attention to the point that the developed state is d
fined as anatural form of the political organization of society (that is, though
the developed state is necessary to sustain social order in a supercomplex agra
ian society, in principle, its main agricultural population could do witteout
state, let alone a large state if there were no threat of external irsjadion
contrast, the mature state is defined asmanic form of the political orgain
zation of a society, that is, such a form without which a respectieedfypoc-
ety (and its population) could not reproduce itself in principle.

In the meantime, statehood itself becomes virtually separated fromrhe co
crete persons. In the monarchies of the initial period of the mature atates
monarch (like Louis XIV) could still claim: L'Etat, c'est moil"** (note, hev-
ever, that this was the $7not 20", century), whereas in the constitutionet r
gimes this became just impossible. We could also observe the devatopime
certain autonomy of the bureaucratic apparatus and army that more and more

“1 As Armengaud's population data with respect to Russitiappear reliable, we have chosen to
reproduce Shelestov'HIenecros 1987: 156, 166) estimates for this countiy.G., A.K.
2 0r such claims could be meaningfully attributed ta biy his opponents.
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act as an abstract mechanism of civil se/fic&ll these serve as a basis for the
formation of civil society.

With respect to the relations between the state and secibt is, the state
and the person we find it necessary to speak about the formation of a new
type of ideology that can be denotedcasl ideology, because it explained the
relations between the person and the state from the point of vithe person-
citizen who had equal legal rights and duties and lived in a nation-state. As a
result of revolutions, reforms and proliferation of education this civil idgolo
gradually replaced the sacred traditional ideology of the developed state that
implied the sanctity of the monarch's power and the inviolability efettate
social orderNationalism can be considered as the most universal type of civil
ideology. Liberalism, democratism, revolutionism, andmmafem can be igard-
ed as other influential ideologies of the age of classicétiatiam. The later pér
od observed the formation of imperialism (as an ideolagynmunism, fascism,
and anticommunism. As a result, the very criteria efdtate’'s dignity changed.
The splendor of the Court was replaced with the econoaonieipof the nationa
more just social order, and, subsequently, the qudlitiyeolife of the population
as criteria for judging the level of state development.

In the mature state, administration institutions, as well as the apparatus of
coercion and control, are both more elaborated and more specialized tihen in
developed statavhile in the latter those organs and institutions did not always
have clearly demarcated functions. In the developed state both supreioe and
cal administrative organs were often multifunctional and indefinite with respec
to their task$? Real bureaucracy was only concentrated primarily within ce
tain spheres that were different in different countries (for example, in taxation
or courts of law), whereas it could be absent in the other sphelits espe-
cially at the level of local governmefitAnd such a situation did not always
change immediately at the level of the primitive mature state (cf., for égamp
the situation in France in the i&entury Manos 1994: 140]), whereas this is
only changed in really systematic way at the level of the typical mature state.

France can be regarded as a mature state since the fatedfury (the
reign of Louis XIV). Let us mention just one telling example: by théy "

43 Even in totalitarian countries their rigid ideologigsppular" ruling parties, and other institutions
existed formally "for the well-being of the people aatiety”, which restricted significantly the
opportunities of the officials' personal self-enrichment.

“ For example, in the f6century in France (as well as in Russia and othemtdes) we find the
"narrow" council of the king whose composition was firdee and whose functions were rather
vague. The same can be said about the representativee abmtemporary administratien
bailliages sénéchaussées, prévéts, gouverneursvith "their extremely indefinite administrative-
judicial and military-administrative jurisdiction'Cgaskun 1972: 170, 171). "Outside the court
and government the classical monarchy is characterizedpartial, and sometimes weaklynee
tralized system of administration”. The situation opégan to change in the 1 €entury, esp-
cially under RichelieuJ{e Pya Jlagiopu 2004: 15).

5 Even in pre-Modern China the bureaucratic apparitlisot penetrate the local level where the
administrative functions were performed by the "litéretee,e.g, Hukudopos 1977: 211213).
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century there were 8 thousand officials in France, whereas by the7thizbi-
tury their number grew to 46 thousaib(iocos 1993: 180).

In England the mature statehood formed in the first decades of theer1-8
tury, that is, some time after the Glorious Revolution when a rysters of
state government started to develop: constitutional monarchy, two-party sy
tem, one-party government.

In Prussia the mature statehood had existed since the fateefBiry. By
the early 18 century "within military, as well as civil, administration it dsta
lished standards for whole Europdlapconc 1997: 100). In Russia it hag-e
isted since the early I®century-since the reforms of Alexander | and Spera
sky. In Japan it appeared in the last third of th& déntury (after the "Restar
tion of Meidji"). The USA became a mature state after the period thahit-de
ed as "Jackson's Democracy" after the name of President Andrew Jackson
(1829-1837) when we observe the formation of the two-party systesnthe
abolition of the electoral qualification systéh.

China can be regarded as a mature state analogue since thé"le¢atd/
or the early 18 century (the final period of Kangxi's [1661722] reign). This
state managed to organize politically an enormous (even from the p(?ent-
point of view) population against the background of its very (fastthe 1
century) demographic growth (McNeill 1993: 28@4). During the 18 centu-
ry the Chinese population grew from 120 to over 300 millionKprokos u
ap. 1987: 6163; Korotayev, Malkov, and Khaltourina 2006b:-88; McNeill
1993: 240). In Qing China we can also observe a rather high level afigdm
trative technologies, a number of social innovations atypical for developéd (bu
not mature) states (for more detail $pernn 2006, 20068).

The main characteristics of the mature state:

a) it is already an industrial or industrialized state in which a unified ec
nomic organism integrated by effective communications is formed. The-en
ing of its normal functioning becomes a more and more important tetble of
state. An important role is also played here by military needs;

b) it has a sufficiently high level of administrative organization, a developed
system of laws, or state regulations (as was found in the states ofdire "C
munist Block™);

c)it is based on a nation (or a set of nations), that is why it can only exis
within a society with a unified national (or supranational) culturer(fore ce-
tail on the tight relations between the nation and the state see Arms88®2g
Gellner 1983:®peiinzon 1999: 16-12; I'punun 1997; 2003 201-203, 222
235). That is why such a state is concerned with its influenceltures, inclu-
ing control over language, religion, education and so on. Hence, theematu

“6 Naturally, in theinitial (primitive) phase of the mature statehood we find some archaiadeatu
that are inherited from the earlier epochs, a cer@iakness of the state. For example, in France
in the 18" century the sale of governmental posts continueal,internal customs remained,
whereas in Russia the serfdom survived till 1861. Lateh suchaisms disappear as a result of
evolutionary and revolutionary transformations.
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state ideology always includes some nationalism (or some other idehs on
superiority of the given state's population; for example, their speciategrog
siveness, revolutionary spirit, love for democracy/freedom, speistdrical
deedsgtc);

d) in connection with the growth of the role of property relationsgtie-
lishment of legal equality of the citizens, the abolishment of estate privileges
the mature state is gradually transformed from the estate-class state taethe pur
ly class-corporatestate, in which the main role gradually begins to be played
by industrial classes (the role of estates gradually dwindles tpvwbkeseas the
role of property relations and one's place within the state/party systeeast
es). As the class division is mostly economic (&g, Weber 1971Be6ep
2003), and not juridical, it becomes necessary to have organizatibes@gmn-
rations that express the interests of certain parts and groups of certads class
(and sometimes interests of a certain class as a whole). These are various o
ganizations and political parties of both workers (seg, Bergier 1976) and
bourgeoisie, as well as other social stfata;

e) in the developed states mass literacy was almost nesewvet, writtenri-
formation sources were controlled by the elites, eaeithe mass literacy isrno
mal for mature states were written information sources becamilable to the
general population already in the™#nd 19 centuries and where the importance
of mass media grew enormously. This stimulated radical changhks forims,
styles and directions of administration and contacts between thenguser
and the people;

f) finally, the mature state bases itself on new types of infrasocietal links:

— material links- unified economic organism and unified market;

— cultural links— unified culture-information organism;

— national links—- consciousness of national unity and development of new
symbols of this unity: nation, national interests, supreme interests;

— consolidation on the basis of ideology: cult of law and constitution, tult o
nation (or cult of party, idea, leader);

— consolidation on the basis of participation in-pational organizations and
corporations (trade unions, parties, movements) ganticipation in pan-national
elections.

47 For example, in Britain the first national federatiof the entrepreneurs' unions appeared in
1873; in Germany 77 various entrepreneurs' organizatvens created in the 1870s, whereas in
the 1890s 325 new organizations of this type appe@igtdopresa 2001: 25) It is necessary to
take into account the fact that within the conteixa developed class stratification even purely
economic corporations cannot remain politically neutraparticular, the trade union movement
with its growth and strengthening “inevitably triesinfluence the state and its economic aod s
cial policies" (ILnennep 1959: 386).
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Table 2. Chronological Table of the Mature States' Formation

Year Mature states and their an States in the phase of transition t
logues the mature statehood

1500 0 0

1600 0 0

1650 0 3 (France, Britain, China)

1700 3 (France, Britain, Chirfd) 0

1750 3 (France, Britain, Chirfg) 4 (Austria, Prussia, Russia, 8w

den)

1800 7 (France, Britain, Austria, Gh|6 (Denmark, Italy, Spain, Pot-
na°, Russia, Prussia, Sweden/gal, the USA, the Netherlands)

1850 14 (France, Britain, Austria, |6 (Argentine, Brazil, Mexico, Re
Chin&? Russia, Prussia, $w |tugal, Chile, Japan)
den, Belgium, Denmark, Spaif
the USA, Piedmont [Italy],
Switzerland®, the Netherlands

1900 25 (France, Britain, Austria, ’A|19 (Australia, Vietnam, Egyptnt
gentine, China, Russia, Prussi|dia, Iran, Ireland, Canada, Korea
Sweden, Belgium, Brazil, De |Cuba, New Zealand, NorwaypP
mark, Spain, the USA, Italy, |land, Rumania, the South African
Switzerland, the Netherlands, |Union, Turkey, Uruguay, Finland,
Bulgaria, Germany, GreecealtPhilippines, Iceland
ly, Mexico, Portugal, Serbia,
Chile, Japan)

The overall dynamics of the number of mature states are presented-in Di
gram 2:

48 A mature state analogue according to the first authtis article.

49 A mature state analogue according to the first authtis article.

0 A mature state analogue according to the first authtiis article.

5L It may be maintained that with the Napoleonic conguisttaly and the formation of a united
Italian state (first a republic, and then a kingdemnder the French protectorate) Italy began to
move rather fast towards mature statehood. We believehiharansition of a number of Italian
states (Venice, Florence, Genoa) to developed statétzmbdlready taken place in the"intu-
ry, but because of constant wars, invasions, intenflalences, instability of interstate boarders
and states themselves the political development ofdtatyed down in subsequent centuries.

52 A mature state analogue according to the first auhtis article.

%3 According to the second author of this article,obefthe 1840s the political system of Switze
land represented an alternative form to the develspste, whereas it was transformed directly
into the mature state in the 1840s, as a result olghygrassion of th&onderbundebellion.
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Diagram 2. Dynamics of the Mature States' Number
(1500-1900 CE)
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Mature state transformation in the 20" century

The mature state phase is connected with the formation of classes ofesntrepr
neurs and workers, and thdevelopment of the class-corporate statd-or the
mature European states this process was completed approximatéky layet
19" century. The first author of this article has already expressed théhatea
the fuller the legal equality of human rights, the weaker the botudrgeen
social classes that tend to get disintegrated into smaller and less consolidated
groups: strata, factiongtc. (for more detail se€punnn 1997a: 6162). This
occurred in Europe in the first half of the"2€entury. Such a transformation of
the mature state is connected with very fast changes in production and relate
spheres, including acceleration of migration processes, creation of conveyor
production, explosive growth of the education subsystem, the servieeesp
women's employment, and so on (on some of these processesgsedap-
mrautr 2005: 23). Suffice to mention that the world industrial producti@wgr
between 1890 and 1913 four tim&®fosses, Erzepos 2001: 280).

The most important features of the new social structure are as follows:

— formation of the so called middle class that gradually becameerically dominant
(Dumrep 1999: 89);
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— growth of the importance of such factors of social stratification as gdocand an
increase in social mobilitydumep 1999: 91). Consequently, the proportion of "white
collar" workers grew in the most significant way;

— growth of the importance of social legislation and the laws limiting social rg)dlem'za
(such as the ones introducing high income taxation, inheritanceoaxeatil so orif;

— growth of the importance of such factors that were not significefatré on the a-
tional/pan-state level (though they could have been rather importahe dével of
smaller social units): gender, age, and professional group characseristi

During the 28 century social policy experienced radical changes. We ban o
servethe transformation of the class state into thesocial state, that is the
state that actively pursues a policy to provide support for poor, socially
unprotected groups and that places limits on the growth of inequalityThis
process started in the late™®entury, it became visible after the First World
War, and it produced salient results after the SeconddWdar>. Actually, the
whole of the first half of the 2Dcentury can be characterized as a period of
struggle for the introduction of the most important social lavie fespective
views and ideologies were changed dramatically by the global social and ec
nomic events: revolutions, the example of the USSR, the world etorasis
and so on. Later this course was strengthened and developed until Western E
ropean and other developed countries became "welfare states” (on this dyna
ics of social development sdamiep 1999: 335351). Immense changes took
place in the sphere of income redistribution. This was achieved, in particular,
through the progressive income taxation (seg, ®umep 1999: 8687) and
social welfare programs for low-income groups. As a result ofiévelopment
of social programs the taxation rates grew significantly in compaviginthe
period of classical capitalism (reaching 50% and more of personal iné6mes)
When in the 1950s and 1960s the USA and a number of Europeatnies
becamewelfare states/mass consumption societiethis implied that the &
ture state had acquired some features that were not typical of its earlier version,
and that a new form of state had developed.

* In the last decades of the'26entury in some developed countries the lower classishos5%,
the upper class constituted less than 5% of the togallation, whereas the rest of the strata
could be attributed to the middle or lower-middlesskes (se@umep 1999: 89), whereas in the
early 19" century up to two thirds of the total populatiaidnged to the lower clastbiden).

% In some cases the first laws of this kind were alreadgquhin the 19century. In particular, in
Germany the first social insurance laws were passed WBiderarck {"puropsesa 2001: 23,
Tarpymes 2001: 76;'penswn 1999: 17). In Britain the first social insurance fiarticular, pe-
sions) laws were already begun to be passed in the edrlye2@ury (se€lonomapes 2003: 171).

% They only began to be reduced since the 1980s inextion with the introduction of the neaeo
servatist course (that corrected the previously domiaghesian one) into the economic ipol
cies of a number of the leading states, such as the BfAjn and so on. In particular, in the
USA in 1986 the upper limit of personal income taoativas reduced frorfi0 no 28%, whereas
the maximum rate of taxes on the corporations'tsrefas reduced from 46 to 34 %ofanuxuna
2002: 434).
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In the 1960s new changes in all spheres of life (especially in connection
with the new [information-scientific] production revolution) begbmparticu-
lar, one could mention the growth of the role of various non-ctassal
movements in the Western countries (student, youth, race, "greenienwo
movements, consumers' organizations and so on). The class charactaistics
came more and more vague, among other things through tleegiispofown-
ership (seee.g, Dahrendorf 1976), whereas the social structure became dete
mined more and more not only by economic ownership, but Br pérane-
ters, including education and popularifyWe believe that all these features
cannot be regarded as characteristic of the mature state; the same can be said
about enormous social guaranties provided to the commoner population.

There are a number of interesting features that are not characteristic of the
typical mature states. The most salient among them is a perfectlgntevery
important phenomenon a partial renunciation by many states of their sove
eignty as regards the determination of their internal taxation, custoersjve
and social policy, their right to wage wars and so on, due to tbkintary
joining of regional and global organizations, the recognition of th@ityr of
international law over national law (for more detail $pauun 1999; 2004,
2005). It is also necessary to note the formation of various supnzelatigan-
izations and the growth of their importance.

Thus, many present-day characteristics of the Western states caneet be r
garded unconditionally as the ones of the mature state. Hence, ®nte6is
and 1970s the United States and the leading European states (Germany, France
states of Northern and Northwestern Europe) could be regardeshagional
mature states, within which some traits of the future supranationagssaie
political forms emerge (for Japan and some European countriesemtioned
above this is relevant since the 1980s and 1990s). This impliethéyahave
some features that are not characteristic of the state as a form of polgena or
zation. That is why there are certain grounds to expect that the erelprtod
of the mature states is forthcoming, and the world is entering a phaseefv
(suprastate and supranational) political organization (for more detdipgaen
1999; 2003: 159-165; 204-206; 234-235).

In this respect the simultaneity of the change in the basic features oathe m
ture states and the radical changes in the world demographic dynamicedbse
in the recent decades (segj, Korotayev, Malkov, and Khaltourina 2006a) do
not appear coincidental.

Finally, let us analyze the dynamics of the territory controlled by dp&élo
and mature states and their analogues.

" Seee.g, Mapconc 1997: 27; Beprep 1994. The works of the first author of this article proviate
analysis of the contemporary social processes, in partitubde connected with the so-called
"celebrities" ['punun 199%: 50; 2003: 220-222; 2004; 2004).
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A preliminary mathematical analysis of the dynamics of
the territory controlled by developed and mature states
and their analogues

A general picture of this dynamics up to 1950 can be presented as f(dlesvs
Diagram 3):

Diagram 3. Dynamics of Territory Controlled by the Developed and Ma-
ture States and Their Analogues (millions kmz), till 1950
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NOTE. The dynamics of territory controlled by develd@ad mature states (and their analogues)
have been determined on the basis of Tables 1 andv2 ab conjunction with Taagapera's afat
base (Taagapera 1968, 1978a, 1978b, 1979, 1997), Qpen History databas®
(http://www.openhistory.net), as well as t#hitas of World HistoryfO'Brien 1999).

These dynamics are described rather Rk (0.835,R* = 0.697,p < 0.001) by
an exponential model (see Diagram 4):

%8 This database has been developed by us with finaswjgort of the Russian Foundation for
Basic Research (ProjecO8-06-8045%).
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Diagram 4. Dynamics of Territory Controlled by the Developed and Ma-
ture States and Their Analogues (millions kmz), till 1950: correlation be-
tween predictions of linear and exponential models and empirical esti-
mates
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NOTES. Black markers correspond to empirical estimat@gear regressionR = 0.566,R* =
0.343,p < 0.001. The thin light grey best-fit line has bemmerated by the following equation:
X, = 14.3038 + 0.01%8The best-fit parameters here and elsewhere have ke&amded with the
least squares methdExponential regressiorR = 0.835,R% = 0.697,p < 0.001. The thick dark grey
best-fit curve has been generated by the followingagon X, = 2.4422x e %8 _|n order to make
the exponential regression possible we ascribed to tiedgmeceding the formation of developed
states (and their analogues) the value of 0.0001.

At first glance, a high correlation between the empirical estimates of the variable
under consideration and the exponential model does not appear to tie coin
dental. Indeed, one may suppose the presence of a positive febdtvaekn the
territory controlled by the developed states and the rate of the deveiaed
hood territorial expansion (the larger the territory controlledHgy developed
state, the more resousdéwill have at its disposal; hence, the higher the territ

rial expansion rafé). This statement can be expressed mathematically inlthe fo
lowing way:

% This is, for example, the logics of the exponential rhoéi¢the world political centralizationyd
namics suggested by Taagapera (1968, 1978a, 1978h, 11997). In addition to this, one should
take into account the factor of cultural influentte borrowing of the developed states' tecbnol
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dX

—— =kX (1)

dt ’
where X is the territory controlled by the developed states. As is well known,
such differential equations have a solution of the following form

X=axe® 2

However, one may suppose that expansion rates of developed statehioed
rally, if a vast periphery not yet controlled by the developed statefsavaia-

ble) depend not only on the size of controlled territory, but atsthe level of

the development of statehood itself, that is on the level of the development of
political technologiesT):

d—x =alX 3)
dt '

On the other hand, in order to describe mathematically the dynamics of politica
technology development one may apply Kremer's general eqilatiscribing
technological dynamics:

QI:bNT 4)

dt '
Let us recollect that in this equatidbhdenotes the total number of peoplpo-
tential innovators- within the respective system. With respect to the equation
describing the political technology development dynamcshould be inte
preted as the number of potential agents of political technology innosAte,
the professional administrators. Further assume that the number of dgéets o
state apparatus is proportional to the territory controlled by ttee@tganization
(the larger the territory, the higher the number of state agents necessdry to
minister it). Hence

gies in religious, political, military, production amther spheres, as well as modernizatioo- pr
cesses that both facilitate the developed/mature séaggshsion and accelerate the early states'
transformation into developed states (as was observedx&onple in East and South-East Asia,
or Europe in the millennium CE. It should also be taken into accouat thilitary activities
conducted by developed/mature states against othdepdaén contribute to the expansion of the
developed state type. This is so not just in case afdheloped states' victories, but in the case of
a prolonged struggle the necessity to counteract elajged state could lead to the start of the
modernization of a country that lacks developed statghwhereas in case of a developed state's
victory some elements of developed statehood tend boftewed by the defeated state. Howe
er, the time lag between the fall of developed staesthe rise of new ones could be rather long,
which is clearly evidenced by thé& dnillennium record.

% The justification for this equation can be foundtle following publications: Kremer 1993;
Padlazov 2004; Tsirel 2004; Korotayev, Malkov, and Kbarina 2006a, 2006b.
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N=cX. (5)
By inserting equation (5) into equation (4), we obtain
dT
—— =k XT (6)
dt 1 i)
wherek; = cb.
Thus, we arrive at the following system of equations:
d—x =alX 3)
dt ’
dT
—— =k XT (6)
dt 1 .
Hence
dt a a a dt’
consequently
dT dX
= —k, == 7
dt 2 dt’ @
k
where Ko = =

Hence,T can be expressed throusfin the following way:

T=Ty+k,X. (8)
Inserting equation (8) into equation (3), we obtain

‘z'j)t( — aTX = a(Ty + kX)X = aTyX + ak,X 2,
kl

and, taking into consideration thlﬁz =

a@xzzagxzzﬁx%

hence



Leonid Grinin and Andrey Korotayev 103

dT:aRX+hX? ©)

Thus, if the assumptions above are correct, the general dynamics of the size of
the territory controlled by the developed and mature states and th&igaes
should be not exponential, but rather hyperexponential, and sheddtter d-
scribed by a hyperbolic rather than exponential model.

Indeed, the hyperbolic model demonstrates a much better fit with thei-empir
cal estimates (see Diagram 5):

Diagram 5. Dynamics of the Size of Territory Controlled by Developed
and Mature States and Their Analogues (in millions of square kilome-
ters), till 1950 CE: the fit between predictions of simple hyperbolic model
and empirical estimates
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NOTES:R = 0.979,R? = 0.958,p << 0.0001. Black markers correspond to empirical estimates. Th
solid grey curve has been generated by the followingtion:

16260
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Parameterg’ (16260) and, (2080) have been calculated with the least squardwnohet
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We would like to emphasize that this model only describes the genedabfren
the variable's dynamics, whereas a more accurate mathematical description of
these dynamics should also take into account the evident cyclical component,
which, however, is beyond the scope of this article.

To start a preliminary analysis of the fine structure of these dynathas (
will be continued in the next article of this Almanac) it makes sense todeonsi
these dynamics in logarithmic scale (see Diagram 6):

Diagram 6. Dynamics of the Size of Territory Controlled by Developed
and Mature States and Their Analogues (in millions of square kilome-
ters), till 1950 CE (logarithmic scale)
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As we can see, this diagram detects essentially the same system of attractors an
phase transitions that was found in the previous article with respeet wothd
urbanization dynamics. A more detailed study of the relationship bettieen
dynamics of the two variables will be performed in the next article of thimA

nac.
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The Urbanization
and Political Development of the World System:
A comparative quantitative analysis’

Andrey Korotayev and Leonid Grinin

Because the relationship between urbanization and the evolution of statehood
a rather voluminous subjeatre shall only consider a few aspects of thisrel
tionshiff. First of all, it appears necessary to note that the very formation of the
state is connected with urbanization directly, or indirécfiynong factors that
contribute to both state formation and urbanization the following, appear to
have been especially importan) population growth (sees.g, Claessen and
van de Velde 1985Chase-Dunn and Hall 1994; Fried 1967a, 1967b; Service
1975; Korotayev, Malkov, and Khaltourina 2006a, 2006fiHuH 2006); b)
development of trade (Ekholm 1977; Webb 1978hd 9 growth of wealth.

It also appears necessary to note that the "urban" way of the early state
formation was one of the most important ones (for more detail sunin
200&). Urbanization was connected with the concentration of people @s a r
sult of the compulsory merger of a few settlements due, usuallgressure
from a military threatSuch a situation was typical for many regiofts An-
cient Greecel{nyckuna 1983:36, see als@bponos 1986:44; Aunpees 1979 20-

21), Mesopotamia, in particular in the lat® illennium and the 8 millenni-
um BCE (Ipsixonos 1983: 110, 2009 1: 46), a number of African regions; for

! This research has been supported by the Russian Founfdatiasic Research (Projec06-06-
8045%) and the Russian Science Support Foundation.

2 This issue has been also considered in some previousgtignlicby the second author of this a
ticle (seeg.g, I'punun 1999, 2006; see also Grinin 2006

% The factors of state formation are very numerous (forendetail sed purna 2006) and their
analysis goes beyond the scope of this article.

* The role of transit and external trade in the dmwelent of many early states was very important.
Many of them, like medieval Ghana, were (to use Kubbgsession) "huge foreign trade supe
structures" Kyo66ems 1990:72). The state monopolization of the trade sources, ekoports, and
trade duties was a very important accumulation sourt@msuch states, according to Chase-
Dunn and Hall (1997: 236).

® For example, Diakonoff maintains that in the laterdillennium BCE "the Sumerians began to
get fabulous (by the standards of that time) yields fioeir fields. The well-being of the oo
munities grew fast; the concentration of the popufatib each canal area around its cult center
grew simultaneously. Thus, the settlement pattern chastggly— it seems that it was safer for
the people to keep together: wealth appearedpitidee robbed, and it made sense to defend it".
As a result, the resettlement of inhabitants of smakgis to the area around the wall of a-ce
tral temple became a characteristic process of thisg@fksxonos 1983: 110).
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example, in South-East Madagascar in th® déhtury a few small states of the
Betsileo originated in this way (Kottak 1980; Claessen 2000, 20043 rdérce
this process was callesynoikismos

Population concentration contributed in a rather significant way both to the
urbanization and state formation process and developmerparticular, the
density of contacts within a polity is a very important factor of statadtion
(Cpunun 2001-2006; 200G). And, as this density is higher in urban than rural
societies, the politogenetic processes within them have certain peculiarities in
comparison with those societies that lack cities

Thus, state formation is connected rather tightly with city formatiane
though the correlation between the presence of the state and the presence of the
cities is still far from 100%, though it is quite high as some schdtarsxan-
ple, Adams (1966) believed. Adams, in fact, considered the preseaitieot
necessary characteristic of the st&d course, this relationship is not cainc
dental as economic, social, and many political processes (including thenenes i
volving the institution of the state itself) of the state are intertwined wiibn-
ization processes; to some extent they are based Om ithe other hand, the
state influences urbanization processes. The stateosplex integrative inst
tution that concentrates the development of many relationships within itself
Similarly, the city also implies a complex concentration consisting ajrggo-
ical, social, political, and sacral, resources and asSédie city is a direct teir
torial concentration of a multiplicity of heterogeneous forms of humémiac
ties" (Axuesep 1995:23).

Hence, most factors of politogenesis and state formation are connected
with urbanization The development of religion and the rulers' sacralization is
inevitably connected with the development of temple systems, temple aities,
cities that acted as centers of religious. [lfee immense role of the military in
the formation of the state is very well known (Ambrosino 1995né&ies 1970,

1978 Southall 2000), and it is not coincidental that fortress cities were-a pr
dominant type of cities in the period in questi@n the other hand, military
devastation was one of the most important causes for the destruction and death
of cities and the decline of a city's populatidhe formation of an elite played

a pivotal role in these processes, but the elites tended to concentrate jtist in Ci
ies It is also quite clear that the processes of social stratification and ctass fo
mation proceeded in many ancient agricultural societies under a considerable
influence of the "urban revolutionAfexmin 1986: 22).

The state is impossible without centralized power, (@@&g Claessen 1978
586-588; Claessen and Oosten 1996: 2; Claessen and van de Velde 1987: 16;
Ember and Ember 1999: 158, 380; Fortes and Evans-Pritchard 1987H®s
2001: 235; Spencer 2000: 1%f¢; see alsd'punun 2001-2006; Grinin 2003

® The population concentration leads to the spatiakturization of settlements, to which so much
attention is paid by modern archaeologists (geg, Anamc 1986). And the higher the dem
graphic density, the more pronounced the structimizaiincluding the spatial structurization)
(TCupenko 1991: 91).
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2004. Hence, we believe that the relationship between urbanization and the
evolution of statehood is especially transparent with respect to the formation
and development (as well as the influence on social life) of the central settl
ment of the state (that is, its capital [see below for more detdib§t frequeir

ly centralized power is geographically materialized as the main settlement of a
country, its capital (though there were some exceptions like the eor@ie-
lemagne that lacked a real capital cjfipguc 2005: 221]) The role of centra

ized power is especially significant in large developed st#tés difficult to
overestimate the role of such gigantic urban centers as Rome, Comstantin
ple/lstanbul, Moscow and so on in the life ofithespective empiresnd it is
important to note that the population concentration of these cities was-ex
tionally high.

It is also necessary to note that the vector of the state's activities ldegely
termines the process of urbanization: its intensity and direction, assviie
concrete transformations of concrete citiBy "concrete transformation” we
mean the construction of fortresses, the destruction of cities during wars, th
creation of cities as base stations or trade factories in conquered ter(asries
was done, for example, by Alexander the Great), as well as withizatiom
activities (as was typical for the Phoenicians, Greeks, Genetse,Sone-
times the destruction of and enemies' cities and deportation of theiapopu
fed the growth of the victors' capitasss this happened, for example, in the' 14
century with Samarkand (to where craftsmen from conquered cities were d
ported by Timuren masg

In a number of early and developed states, political changes were £onnec
ed with the transfer of the capital from one city to another, exctimstruction
of a new capital. For example, in Japan in 639 CE the capital wastraalsihy
Emperor Jomeilf{ackos 1987: 34); Sargon the Great made a previouslgnuni
portant town Akkad his capitallésxkornos 200®: 57). Andrew the Pious edta
lished his capital in the Vladimir-Suzdal Principality in a new town, Vladimir-
naKlyazme Pribakos 1966: 617). One can easily recollect cases when capitals
were erected "at a blank space", as happened, for exampiey the formation
of the Golden HordeAs an example from the history of the developed states
one may mention the transfer by the pharaoh-reformer Akhenatbe &fgyp-
tian capital to the newly-built Akhetaten ("Horizon of Aten") named after the
newly introduced single deity Aten (semg, Trigger 2001: 78Bunorpamos
200 377-382). Another famous example is the erection of the new Russia
capital Saint Petersburg by Peter the Great

The processes of the growth and development of capitals (as el as
banization as a whole) could be also affected by such political factors as the
struggle against separatism and other activities aimed at strengtheningd centra
ized power For example, for these purposes the center tried to attract tHe nobi
ity to the capital, and sometimes their representatives (or children) were kept in
the capital as honorable hostages to insure the loyalty of their parentsand rel
tives; some ancient Chinese states of the Zhou period (Johnson andOB@rle 2
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294, Pokora 1978: 203) or Benibdunapenko 2001: 222223) could be me-
tioned here as examplddowever, such phenomena could be found not only
among early states, but also among developed. dr@sexample, Qin Shi
Huangdi, the founder of the first centralized Chinese empire, depbid
thousand families of hereditary aristocracy, high-ranked officials and rich me
chants to his capital Xianyang during the first year of the countmfigation,

221 BCE {Jepenomos 1962: 154). In the 17— 19" centuries thé&hsgun gov-
ernment of Japan had to look constantly after the activities adaimyo (the
local rulers) and to keep them as hostages in the capitalnepun 1958 To-
mexa 1958 I'ybep u np. 1982 Cabypo 1972: 142 Creipumein 1987: 149151,
Kysnenos u mp. 1988: 116112). On the other hand, in Ottoman Egypt, the
mamlukbeys and other member of the top echelon of the Egyptian elite were
"virtual hostages of the capital”, as they were afraid to leave Cairo fpibkn
cause of the constant intrigues and acute competition amongathtukhouss
(Kimche 1968: 457). In addition, their obligatory participation in dnans
(governmental councils) demanded their presence in the capiRdissia Peter
the Great in order to develop the new capital demanded from the topreohelo
the elite to build houses in Saint Petersburg and to spend their consigerable
riods of time.

On the other hand, the development of cities is a necessary coridition
the formation and growth of developed states (for more detail seeun
2006; 2006). In particular, the developed statehood implies some regional
economic specialization, that is, the beginning of the formation of feedini
economic organism in the respective counfigr example, the formation of the
"all-Russian market" began in the second half oflffécentury {Ipeo6pasen-
ckuit 1967: 2528; Xpomor 1988: 148152), whereas in China "the economic
specialization of individual cities, areas and regions had become cleage by th
16" century" CumonoBckast, Jlammaa 1987: 119). In Japan in the M Zentury
we find some definite specialization of regions, in particular with respect to
some industrial crops indigo, cotton, flax, sugar-cane and so-omhich terd-
ed to be cultivated in particular regiodsufsnepun 1958: 27). There was also
some regional division of labor with respect to indakproducts: various e
tiles, metal and lacquer products, paper, ceramicselaimc and so on. Osaka
hosted not only the central market of the country, butalsce exchange center
which bought rice from local and regional farmers gade credits against sec
rity of future crops Kysueror u ap. 1988: 115). In Britain the unified national
market had already formed by thé"idntury and it developed actively thrdmg
out the whole of this centunBfiokypos 1993: 48;JIapoBckuii, bapr 1958:
72). Naturally, such specialization influenced the dynamicarbén develp-
ment.

Industrialization is a necessary condition for mattegesdevelopment. &u-
rally, industrialization is intrinsically connected with vigos urbanization pr
cesses including, among other things, the development of witiesnore than
one million inhabitants and internal migrations to cities from the coung&ysid
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(see,e.g, becconoB 1999; JImurpuesckas 1999) In addition to this, mature
statehood is intrinsically connected with nationhood, whereas the latter is i
possible without the effective exchange of information and commoditits;
out a deep division of labor within a society, without a unified enoa space

Let us consider now the relationship between the size of the territory co
trolled by the developed and mature states and their analogues, on the gne hand
and the world urban population, on the other (see Diagrams 1 and 2):

Diagram 1. Dynamics of World Urban Population (thousands) and the
Size of the Territory Controlled by the Developed and Mature States and
Their Analogues (thousands km?), 1000 BCE — 1900 CE
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NOTES Data on urban population for cities with10,000 inhabitantsData sourcesfor the city
population (for all the diagrams used in this articledee Korotayev's article in this issue of the
Almanac The dynamics of the size of the territory controllgdtire developed and mature states
and their analogues have been calculated on the diafables 1 and 2 of the article by Grinin and
Korotayev in the present issue of the Almanac, Taagapelatabase (Taagapera 1968, 1978a,
1978b, 1979, 1997), the databadistorical Atlas of Eurasighttp://www.openhistory.net), and the
Atlas of the World Histor¢O'Brien 1999) for all the diagrams of the present lertic
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Diagram 2. Correlation between World Urban Population (thousands)
and the Size of the Territory Controlled by the Developed and Mature
States and Their Analogues (thousands km?), 2100 BCE — 1900 CE
(scatterplot with fitted regression line)
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NOTE: r =+ 0,916 p << 0.0001.

As we see, we do observe a really strong positive correlation betweewothe t
variables in questiorHowever, the relationship between them is in no way
identical with a simple linear relationship, which is especially clear if we co
sider the dynamics of the respective variables in a logarithmic scale @ee Di
grams 3 and 4):
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Diagram 3. Dynamics of World Urban Population (thousands) and the
Size of the Territory Controlled bzy the Developed and Mature States and
Their Analogues (thousands km®), till 1900 CE. (logarithmic scale)
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Diagram 4. Correlation between the World's Urban Population (thou-
sands) and the Size of the Territory Controlled by the Developed and
Mature States and their Analogues (thousands km? ), 2100 BCE -
1900 CE (phase portrait in logarithmic scale)

1000 000

1800 CE

100 000 + Jv

10 000 !30 CE _‘%
| /

~ * 4 650BCE

100

1900 CE

~

1400 BCE

analogues (thousands sq.km)

<mw#

Size of territory controlled by developed and mature states and their

100 1000 10 000 100 000 1000 000

World urban population (thousands)




122 Urbanization and Political Development of the Word System

As we see, the formation of the first cities and the first phase of fasttgof

the world urban population was observed in thedd early % millennia BCE

well before the formation of the first developed states and were conmethed
the development of early states and their analoddewever, already the fo
mation of the first developed state (in Egypt in the niftirgillennium BCH
affected the World System urban population dynamics in a rather sighifican
way. Indeed, after the millennial stagnation of the world urban populatidreat t
300-500thousand level, in the third quarter of tH8 @illennium we observe a
period of relatively fast growth of the world urban populatiwat,taccording to
Modelskis (2003) estimates, in the 12entury exceeded (for the first time in
the human history) one millioriNote that this was, to a very considerabée d
gree precisely due to the growth of Egyptian citiesvdsin Egypt where the
largest world cities were localized in the second half of tHenfllennium
BCE.” On the other hand, the decline of the developed Egyptian state in the late
2" millennium BCE contributed in the most significant way to the dedine
the world's urban population that was observed at this time

In general, with respect to the dynamics of the territory controlled bst-dev
oped and mature states and their analogues, we find the same syat&a-of
tors and phase transitions that was found earlier (see Korotayev's arthike in
almanac) with respect to the world's urban population, literacy,patitical
centralization With respect to this variablave also observe a phase transition
in the £ millennium BCE as a result of which the size of the territoryneo
trolled by the developed states and their analogues grew by an orderndf mag
tude up to around 10 million Kimand had found itself in a new basin ofatt
tion, within which it fluctuated till the phase transition of the Modern Age.

On the other hand, notwithstanding all the impressive synghobrthe
phase transitions with respect to all the above mentioned indicators of the
World System development, it is impossible not to note here a fewrtampo
time lags during the phase transition of tAenfillennium BCE the surgm the
size of territory controlled by the developed states (and, in general, thie trans
tion from the early to developed statehood at the scale of the World $ystem
lagged behind the phase transition in the dynamics of the World Sydbam u
population and urbanization

" In the meantime this was also connected with the grofittiecarea of early states and the general
strengthening of these states as a result of the developireinze metallurgye(g.,in Achaean
Greece, West Asia [Urartu, Mitanni, Assyria], and @)irThus, we observe close links between
the development of new technologies, on the one l@amtstatehood and urban expansion, on the
other. We also observe close links between the developof the early state and urban growth.
However, the fact that the largest world cities wenecentrated in the third quarter of tHd @il-
lennium precisely in the first developed state, in Eggpygests that the links between urbaniz
tion and statehood acquired new characteristics nsteden the correlation between the-fo
mation of megacities and the developed state. Notaftedbrmation of the mature state also-co
related with the formation of megacities with an ordemagnitude higher population than the
one found in the megacities in developed states.

81.e, size of the territory controlled by developed amature states and their analogues.
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This lag can be interpreted as evidence for the fact that at this timeothe ec
nomic development of the World System temporarily advanced betund
World System's political developmeh€onsequently, the transition of amu
ber of early states to developed statehood (or its analogues) can be considered
as dragging the level of political development up to the level of socio-etono
subsystems that had advanced beyond the political ones with resykeir to
complexity. We believe that the formation of both early statehood anceof d
veloped/maturetatehood implies a certain basis without which its development
becomes impossibf8.

In the meantime one should take into account the following pointsathat
count for the lagn the growth of developed states alsb account for theda
vance of economic subsystems over political subsystems dugntj' thillen-
nium BCE

1. The growth of developed statehood (and its analogues) is onlgdan (
vanced) component of the whole politogenesis process of the respeciie per
Political change (as well as charnigeother World System characteristicg}-o
curred unevenly. Some societies develop early statehood whereas otliers mo
to the chiefdom level of political organizatidm the period in question a very
substantial part of the World System (especially at its peripheryhbadae-
hood at all. Further growth toward developed statehood became pastible
after the formation of early statehood in stateless parts of the \Bigstdm (for
example in most areas of EuropEpwever, for a long period of time this was
not possible due to the lack of some necessary technologie®ffitthe -
velopment éiron technology.

2. However, the slow down of political development was not total. On the
one hand, between the"™L@nd 7' centuries BCE we do not observe the-fo
mation of newy developed states (see Table 1 in the previous article ofehe pr
sent Almanac); on the other hand, this was a period in which arargber of
new early states and their analogues were formed €ggeGrinin et al. 2004,
2006). What is important is that within the World System of2feand £' mil-
lennia BCE, early statehood could not develop without being basedan-ur
zation, trade and crafts

On the one hand, this led to the lag between urbanization and developed
statehood in the world. On the other hand, the transition of thesestatdy to
the developed statehood could not take place due to the underdevelopment of
crafts and market©ne of the most important factors was the absence of true
money whose presence would have enormously facilitated theatiormof

°®Note that within the theory developed by the secamthor of this article, the economic-
technological component of the World System is denatetheproduction principle whereas its
political component is denoted as tiipe of political organization of societiéseel punua 2000,
2003, 2008, 2006; Grinin 2006).

12 As was noted above, in most cases such an economic basisheaslieitctly connected with the
city formation, growth, and concentration (and thbamization process as a whole), or it was
connected with such processes that contribute torf@nization in some way or another, @&-d
pend on it.
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trade connections throughout very large territories. Another (and even more
important) factor was the absence or underdevelopment of new tedesolog
(both military and non-military}- first of all, of iron metallurgy

Naturally, it appears necessary to take into account the fact that the trans
tion to iron metallurgy did not lead automatically to the transition to developed
(and even early) statehood, because this transition can only takemplenea
number of conditions are preséhtdowever, without iron metallurgy thece
pansion of developed statehood was strongly hindered; consequerttijs at
time, the formation of developed statehood was only observed undgtierce
al circumstances

As was mentioned in the previous article of the present Almanac, the first
states appeared within the World System (as well as, naturally, in the world in
general) in the % and early % millennia BCE (seeg.g, Busorpagos 2000:
150-151; Issixonor 200Qx: 45-56; Baines and Yoffee 1998: 199; Wright 1977:
386; 1998;lambepr-Kapnoscku 1990: 7). They appeared on the basis ofninte
sive irrigated agricultureThus, there are certain grounds to connect state fo
mation with the finalization of the agricultural revolutioddowever, an m-
portant theoretical clarification is necessary at this point, as this clarification is
important for the explanation of the above mentioned time lag between the
World System phase transition along the urbanization dimension and héong t
dimension of the expansion of developed statehood. We believe thgraie a
an revolution is one of three major production revolutions (in additiothe
industrial and information-scientific revolutions). These revolutionsewike
most important technological and economic benchmarks of the World System
developmentHowever, at the World System level each of these revolutions
occurred in two phases (for more detail see Grinin 2006). As retierdgrar
an revolution, its first phase was connected with the transition imitjme
(hoe) extensive agriculture and primitive herding, whereas its sexdusd m-
volved the transition to irrigated mon-irrigated plow agricultureln general,
the second phase of the agrarian revolution may be regarded as the trémsition
the intensive and/or partly labor-economizing agriculture, that ibetagriclt
tural systems that radically increased the productivity of land and/or the
productivity of labor in the land cultivation during critically important ("bupy"
seasons of the year. For the sake of brevity this second phtdgeagricultural
revolution will be denoted below simply as "intensite”

™ Including new administrative and political technaésg a certain level of social and ethnie- d
velopment, elaborated law and court system, propeetiors, developed ideologies, strongec
nomic links and so on. Thus though iron items began heird occasionally rather early (for-e
ample, among the Hittites), among other things for mjligurposes, this was not sufficient for
the transition to the developed statehood.

12 |rrigation made it possible to increase in a ratadical way the agricultural output from thergi
en territory. This was not accompanied necessarily byrthetly of the productivity of labor that
rather tended to decrease due to the growing populptessure and diminishing returns.vido
ever, this decrease tended to be compensated bydfease in the working hours per day [see,
e.g, Boserup 1965Koporaes 1991]). With transition to non-irrigated we obsettie growth of
productivity of labor in the land cultivation, asedto the use of the energy of draft animals one
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Note that the gap between these two phases occupied a few milleenia (b
tween the 8 and %h millennia BCE). Primary state formation should be-co
nected with the second ("intensive") phase of the agrarian revoldtitowev-
er, a theoretically important point is that in the areas of large sibtrop
calltropical rivers and soft soils the transition to irrigated agriculture (that
formed the economic basis for the development of states and civilizadidns)
not generally need any specialized new tools and materials (for kxamgp-
als). What is more, the tools themselves sometimes remained rather primitive
In such cases the most important component of the second plzasecoltural
revolution was connected not with the tools, but with irrigation techsjcjoe
proved domesticates, agronomic know-how that made it possible to ®riite
lands under cultivation, or to increase significantly the produgtofitand On
the other hand, in thé"millennium BCE (or even a few centuries earlier) new
tools (as well as the beginning of the economic use of a new erenge}sstill
in the form of primitive scratch-plows and the use of oxenh(whe help of
yokes) for plowing and transportation (seey, Uybapos 1991, Kpacuos 1975;
Muaupensman 1988). Of course, this was a very significant technologidal a
vance However, it appears necessary to emphasize that the primary state fo
mation was not strongly connected either with the invention of the plothe
use of the energy of the draft amds.**

However, natural environments with soft and fertile soils that are liable for
irrigation where productive agriculture (that is able to support supetegmp

person turns out to be able to cultivate much more Veithin the given period of time than when
he or she relies on his or her own energy only. Thigelver, could lead to a certain decrease in
the productivity of a given unit of land, as thentiacultivation of land tended to be more tho
ough. A radical increase in the productivity of lazath be achieved in numerous ways; however,
for the given period of time such an increase (thalaribpossible to move to a higher level of
complexity) was achieved within sufficiently large @emainly through the introduction of ael
tively large scale irrigation schemes. In some regions (fanpha in certain areas of Central and
South America) the transition to the intensive agtizel was achieved through the selection of
especially productive varieties of domestic plants. gkigicant increase, in the productivity of
labor could be also achieved in a variety of ways, ev@n, the way that was particulariy-i
portant for the transition to a new level of soeiatl technological complexity (that could serve as
a basis for the development of civilizations, statesthen analogues) was the way of "mechan
zation", that is the use of plows with the metal (aghecially, iron) working part and draftian
mals, that made it possible to bring under cultivation nmohe amounts of land (including very
substantial portions of marginal lands). Naturally,olserve a very considerable number of local
variations of both the first and second phases ofgheuwdtural revolution; what is more, in some
places we find three phases (and just one in still atheas). It is at the scale of the WorldsSy
tem as whole that it turns out to be appropriate talsp@out just two phases of the agricultural
revolution.

3 Ernst Gellner (1984: 115) believes that a large gatpiden beginning of food production and
state formation is "specifically disastrous"” for those theothat connect the state formation and
the agricultural revolution. Note that the abovecdssed point eliminates this objection.

% The fact that states and civilizations existed for mzemturies supports this statementprinci-
ple, in specific environments the state formation and primaognization could take place Wit
out metal tools and draft animals, on the basis of varioigation and agricultural selection
techniquesd.g, Kyssmumes 1985: 126).
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political structures) is possible without metal tools are rather limiad what
was possible in some Near Eastern areas on the basis of simplmipaatty
non-metallic tools (the formation of civilizations, cities, early, and laterleeve
oped, states and their analogues) was simply impossible in most otreofirea
Asia, Europe, and Africdn most of these areas the formation of supercomplex
political structures became possible only after a qualitatively new levetiof
nological development had been achieved (in particular, after the introduction
of the iron metallurgy)Thus, the spread of civilization, urbanization, andestat
hood to many territories was hindered by the lack of iron metallurgys@me
other technologies)These technologies were invented in the Idfeand £
millennia BCE, and diffused throughout the World System in thenillenni-
um BCE (note that they only reached many of its peripheral pattig isecond
half of this millennium)™

Only the introduction of plows with iron ploughshares in conjunctidth
effective draft animals and harnesses made it possible to carry out the seco
phase of the agrarian revolution in most parts of Eurasia. The new civilization
only proliferated to most parts of the Old World with the inventiomasf me-
allurgy; for example, in Sub-Saharan Africa civilizations only developed after
the introduction of the hoes with iron working parts which, using Sat{@a’-
ton 1982: 131) expression, led to prosperity (see Hlsmuu 1982;Ky66emnn
1982; Sellnow 1981). Effective agriculture only occurred in the Ganges Valley
with the introduction of iron tooldIlapma 1987: 363).

In most parts of Eurasia the second phase of the agrarian revolution wa
connected with the introduction of iron tools, heavy plows (ot fdbws with
iron ploughshares), as well as effective harness for draft animalse very
principle of plow agriculture was borrowed by Europeans fiiest Asia, but
in Europe the plow was significantly improved. This version & $econd
phase of the agricultural revolution was prevalent in Eurasia and Nottta Afr
in the areas of noirrigated agriculture

Yet, when these technologies (and with them the early statehoodsand it
alogues) spread to new territories, the above mentioned lag betweerzawbani

% Occasional iron production was already known in fAenllennium BCE, however, more or less
effective technologies of low-quality steel productioere developed in the mid°@entury BCE,
most likely in Asia Minor (seeg.g, Uy6apos 1991: 109). The iron metallurgy got some deve
opment within the Hittite state that kept its monopmker it; however, this technology remained
rather primitive. The breakdown of the Hittite Kiragd led to the end of this monopoly and to the
beginning of the diffusion of the iron metallurgydhghout the World Systeni’faxos 1977: 17;
Tmopramse 2000: 122123; Jlsaxonos 2004: 400). In the early*Imillennium BCE (and espetia
ly in the first half of this millennium) the iron metattyy already diffused rather widely thrdug
out the Middle East and Europ8ypapos 1991: 109, 114{pakos 1977: 21;Konocosckas,
[Ikynaes 1988: 211212; [Issuc 2005: 613narkosckas 1971: 47). In particular, Greece became
a major iron producer within the East Mediterranegiorealready in the f0century BCE Au-
npees 1988: 221).

16 There were other versiarBor example, in pre-colonial Tropical Africa we ohaethe combia-
tion of the iron metallurgy and extensive hoe agtigel However, the latter slowed down the
statehood development in a rather significant way.
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tion and developed statehood was temporarily amplifiedording to the the-
ry proposed by the second author of this article (see the preaiticie in the
present issue of the Almanac), developed statehood can only apfi@arawi
territory that has been prepared for this historically, culturally, and eticde
ly; and such a preparation needs a considerable period ofQinjectively, u-
ban growth prepared the formation of developed statehood andliferptmn
to new territories, whereas cities, serving as economic and political centers,
created a network that was necessary for a new phase transitionvthatdn
the rise of the World System to a qualitatively new level of complexity

Let us return now to an earlier period when the proliferation of deselop
states lagged behind the formation of new early states and their @esiog,
between the ¥ millennium BCE and the®1half of the £ millennium BCE)
Already in the Bronze Age, in the lat& nillennium BCE we observe in the
Near East a complex model of cultural interaction between societies stretching
from the Mediterranean to the Indus Valley, and the Central Asia to temfer
Gulf (see,e.g, Jlambepr-Kapaoscku 1990: 12). As a result, we observe the
formation of cities, early states, and their analogues in territories thatadere
jacent to the centers of first Near Eastern civilizations (and first developed
states and their analogues) on the basis of soils that were relatively eaky to cu
tivate, copper and bronze metallurgy, international division of labor, trade
so on However, the formation of developed states in these territories was still
highly problematic without the wide proliferation of iron metallurgy, itaily
modernization (based on iron), and other technological and econamic i
provements

It appears necessary at this point to answer the following questigrdur-
ing this period did a developed state appear in Egypt (and its analegues
Mesopotamia)? One has to mention here, first of all, the extrehigly
productivity of agriculture that tended to result in very high population idens
ties, implyng the need for a mode of administration relying more on lhudrea
cratic processes rather than on a military apparatagifferent situation was
observed in the World System semiperiphery and periphery, neithanich
possessed such productive agricultural resourteshese areas the military
component of the state played a more important. i©@nsequently, developed
states (and their analogues) could only appear here when there was @nhew p
ductive basis that necessitatedreater economic consolidation of the respe
tive territories. Other versions of developed states could appear eithee on th
basis of profitable trade and the creation of considerable wealth in non-
agricultural sector (that made it possible to import food resources &idewm
ble guantities as it was observed in Athens), or on the basis of considerable
technological improvements in agriculture that could make it as productive as it
was in Egypt and Mesopotamia in tH& &nd 2% millennia In most places ik

" A significant role was also played by the special gaaigic position in the large river valleys
(with respect to Egypt see the article by Grinin aratdtayev in the present issue of the Aim
nac).
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only became possible after the introduction of iron instruments inudtgrie,
crafts, and military sector (that was accompanied by a considerable number of
other technological and strategic innovations), as well as vigorous developmen
of trade (that also implied a qualitative development of money and credit i
struments) and sea transportatton.

Thus, in the % millennium BCE and the first half of th& tillennium BCE
the potential of economic and military-technological basis for the formation of
new developed states without iron metallurgy and other new technologies turns
out to have been entirely exhaustedhereas it took the new technologies a
considerable period of time to diffuse throughout the World Systemsebins
to partly account for the developed statehood formation (and diffusigging
behind the world urbanization processes

During the Modern Age phase transition, the rapid increase in the size of
territory controlled by developed (and mature) states had begun a considerable
time beforethe start of an equally rapid and impetuous growth in the world's
urban population. This increase in territory and urban population lgrbevt
comes especially clear if we consider the dynamics of these variablestivéhin
2" millennium CE (see Diagram 5):

Diagram 5. Dynamics of the World Urban Population (thousands) and
the Size of the Territory Controlled bg/ the Developed and Mature States
and Their Analogues (thousands km®), 100-1900 CE
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8 As was mentioned above, this process also implied theopevent of new administrative-
political technologies, social, ethnic, and ideolobretations.
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As we can see, during Phase Transition A3 the impetuous growté tertib-

ry controlled by developed states had begun two centuries before a camparab
impetuous growtlin the world urban population begarhe impetuous growth

of this territory in the 18— 18" centuries was connected, first of all, with the
formation of the developed statehood in the Ottoman Empire, Mugt, In
and Russia, the restoration of the developed statehood in Iran, aswéth a
vigorous territorial expansion of the developed states of Asia (Qing China,
Mughal India, Sefevid Iran, the Ottoman Empire), as well as the expansion of
Russia (that put under its control immense territories in Siberia) and\&/éstv
European states (note that some of them were already being traedsfiomm
mature states) that began an active overseas expansion (which we will consider
in more detail below).

This lag needs special comments as it is connected with some spegific fe
tures of developed stateg3n the one hand, these states create solid political and
non-political links within the respective societies (for more detail I'pe@ua
2006; 2006s; 20061); within these networks an especially important nobs
played by large cities, and especially capitals whose population could be very
high for agrarian societies. For example, Istanbuyl1500 the largest city in
Europe, had "achieved the size of the largest city in East Asia (Beijing) b
1550 (Chase-Dunn and Manning 2002: 387), with a population betw86n
500thousandIferpocsu 1990: 7273, 103) Note, however, that the population
of the largest world cities of thé"@and 9" centuries, Chang'an and Baghdad,
appear to have been even larger (Modelski 2068:151,184).

On the other hand, one should not forget that the developed states ef this p
riod were predominantly agrariafihat is why the leaders of such states were
frequently interested in the creation of cities as military centers and outa®sts (
was done, for example, by the Russian state during its soutlexpansion to
the steppe regignand were not always interested in the further extensive
growth of thér urban populations, especially in capitals where unruly elements
of the swelling urban population could threaten state stabilityddition to
this, developed states usually have a high military potential that makesiit poss
ble for them to undertake vigorous expansion to underdeveloped p&fpher
However, such expansion frequently involves underpopulated territ@ses (
e.g, with the Russian expansionanSiberia, or the Qing expansion to Eastern
Turkestan and Tibet); these territories, it goes almost without saying, suere u
ally either underurbanized, or totally unurbanized.

The most important point is that in these states the main product was still
agricultural produceAccording to Neomalthusian models, the population of
such states teed to ther carrying capacity. Their political-demographig-d
namics are characterized by the so called "secular cyttest include reco

% As these cycles are of an order eRlcenturies, it was suggested by Turchin (2003, 20@5b)
denote them as "secular cycles".



130 Urbanization and Political Development of the Word System

ery phases, phases of relative overpopulation, and phases oftgboliti
demographic collapses that resulted in state breakdowns and precipijpods po
lation declines (seee.g, Goldstone 1991; Turchin 2003, 2G052005b;
Turchin and Korotayev 2006; Nefedov 200Mankos u ap. 2002; Mankos,
Cenymnckast, Ceprees 2005; Korotayev, Malkov, and Khaltourina 2006a, 2006b;
Korotayev and Khaltourina 2006). The second author of this ah@decome to

the conclusion that though the carrying capacity was always linthedabove
mentioned distinct secular cycles were typical precisely for the developed states
(and much less typical for the eadtates ['punun 20065]). This is accounted

for by the fact that, in contrast to early states, developed states aralljorm
able to support order within large territories, as well as economic devehbpm
trade, and monetary circulation for long periods of time. This makessilge

for the respective populations to approach rather closely the carrying gapacit
celing.

These political-demographic cycles produce an ambivalent influence on u
ban population dynamic©n the one hand, during the relative overpopulation
phases, a considerable part of the rural population tends to be pushetderom
countryside to the cities, which stimulates urban growth. As has heam sy
Nefedov (2004) with respect to China, relative overpopulation led to land
shortage, and to the loss of their land by considerable number ofniseasa
However, only some peasants who lost their lands became tematgsd) it
does not make sense for a landlord to rent out his land in platly Isufficient
to provide subsistence for a tenant and his family. As the stanelatrdate in
China was 50%, such plots would be at least twice as large. Hence, if two poor
peasants having minimum size plots each have to sell their land, anlgfon
them will be able to accommodate himself in his village as a tenant. The other
will have to accommodate himself in some other ways. One of $mhjildies
was to find alternative employment in the non-agricultural seetgr,in cities.

As was suggested by Nefedov, the very process described above would in fac
tend to create new possibilities for such employment, as landowners were m
likely than poor farmers to buy goods produced in cities. Thimidirmed by
historical data indicating that the fastest growth of cities (and, hence, loveral
sociocultural complexity) tends to occur during the last phasesliical-
demographic cycles (see.g, Nefedov 2004Korotayev, Malkov, and Khait

urina 2006b: 86). On the other hand, in the supercomplex agrarian societies
during the recovery growth phases (or in cases of significant lgmivaarrying
capacity) the overall demographic growth rates were much fasterhaatés

of the urban population growtRreindustrial cities (and especially large prei
dustrial citie} were characterized by the commoner mortality rates that were
much higher than the ones observed in rural areas, whereas theediferag
pectancies in the cities were significantly lower than in the countryisidact,

in many large preindustrial cities mortality rates exceeded fertility rates, in such
cities the natural population growth rates were negative, and their demographic
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reproduction took place due to the population influx from the coud&ysee,
e.g, McNeill 1976; Storey 1985: 520; Lee and Wang 1999; Diamond 1999;
Maddison 2001: 34). Consequently, when the rural populatiadsacceptable
levels of life (which was observed during recovery phases, or wiheortant
technological innovations raised the carrying capacity shattmyrural popud-
tions tended not to move to the cities, and the proportion of the cityedsvii

the overall population tended to decline (as was observed, for examRlgs-in
sia, or China in the 8Bcentury Hegenos 2005: 188; Korotayev, Malkov, and
Khaltourina 2006b]).

The proliferation of developed statehood was an important component of
the phase transition of thé' iillennium BCE and contributed in a ratheg-si
nificant way to the surge in the worldigbanization to qualitatively higherue
els Indeed, developed statehood makes it possible to sustain, withinra give
territory, a higher population (thus, it actually increases carryimmaty
[Turchin 2003: 120122]). Developed urbanization also "allows" the papul
tion to approach rather closely the carrying capacity ceiling, whichaas+
ed above, within the conditions of supercomplex agrarian societies stimulates
urbanization As a result, developed states are typically characterized by such
values of both the overall urban population and urbanization level (that is, the
urban population proportion within the overall population) that arefgigntly
higher than those typical for the early states

On the other hand, the "secular" political-demographic cycles that are so
typical for developed states create, to a considerable degree, an "attfactor e
fect". Indeed, at those cycle phases when a rather fast overall poputatigh g
was observed, cities grew relatively slowly, whereas urban growtlesatien
was normally observed within those cycle phases when the ovepailagtion
growth rates declinedOf course, the results of such urban growth differed
dramatically from the one observed during the phase transition perlosls w
urbanization growth was observed against the background of accelenading
all population growth rates (which, in fact, produces just the phasdéitrare-
fect). In addition, during political-demographic collapses the urbawilption
declined in an especially dramatic way; all these taken together prodeice pr
cisely the effect of "wandering" around the B2 attractor, the attractapef-s
complex agrarian society (that is typically organized politically just asith
veloped state).

In general, during th&6™ — 18" centures developed states could not secure
such an urban growth that would match the extent of their territoqpansion
It is also entirely clear that at this time a solid basis for a phase-transition type
of urban growth could only be created by a new, industrialjymtion pring
ple, and not by the old craft-agrarian odes its formation and proliferation
took a considerable period of time, urbanization was bound to lagdotten
territorial growth of the mature statégowever, it should be taken into account
that the accelerating growth of both the overall and urban populatioim with
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developed states (even when it was not accompanied by a significant increase
in the proportion of the urban population to the overall population),etisas/

the creation of a considerable number of new cities created a solid bakks for
forthcoming industrialization phase and the concomitant explosive ugbaniz
tion.

The growth of the developed states' territory was observed not onlyawith
spect to the Asian states, but also the European ones (first of allesg#kct to
Russia, Spain, Portugal, Austria, the Netherlands, and England). Noia that
the last case this expansion is directly connected with the begirfning twan-
sition to the industrial principle of productiofpaur 2003; 2006). And d-
ready the first phases of this transition led to a rather significagtgqa® pe-
cisely in those spheres (such as seafaring and military technologies) rihat co
tributed to the acceleration of territorial expansion of developed (let alane m
ture) states

Notwithstanding all the apparent asynchronicity of the two procdsses
guestion, they were tightly interconnect&dr example, the European colonial
expansion played a critically important role in the introduction of Newl&Vor
domesticates to the Old World agricultural systems and the processénaf p
ry accumulation of capitalhese processes directly prepared the World System
to agricultural modernization and the industrial revolution that began iatthe
18" century. Precisely the combined actions of agricultural modernizatidn a
the industrial revolution led to the explosive growth of the world ugzgrub-
tion during Phase Transition A3.

The tight interconnectedness of the dynamics of developed statehdod an
the urbanization of the World System looks especially salient if we conséler th
population dynamics of megacities (that is, cities with more than 20Gaimolu
inhabitants eagh(see Diagrams 6 and:7*

2 Rather large cities occasionally developed alsoériew World. For example, in the" 6entu-
ry in Bolivia a rather large city, Villa Imperial deotosi formed as a center of silver amalgam
tion industries (according to some estimates, its populatiots peak could reach 120 thousand
[Bakc 1986: 123)).

2L Note that, due to the fact that in this case we tmauensiderable number of data points at our
disposal, we can observe better the cyclical and astichcomponents of the dynamics of the va
iables in question during the era of supercomplex mgrasocieties, that is, their fluctuations
around AttractoB2.
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Diagram 6. Dynamics of the World Megacities' Population (hundreds)
and the Territory of the Developed and Mature States and Their Ana-
logues (thousands km?), till 1900 CE
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Diagram 7. Correlation between the World Megacities’ Population
(hundreds) and the Territory of the Developed and Mature States and
Their Analogues (thousands km?), 2100 BCE — 1900 CE (phase por-
trait in double logarithmic scale)

1 000 000

1800

\ 1900 \
4 —_—
100000 1= .00 p e

1700 —

430 BCE

“ 800
10 000 *

%
| \_ 1500
210 BCE J 900
1 000

1000 10 000 100 000 1 000 000
World megacities' population (thousands)

(thousands sq.km)

Territory controlled by developed and
mature states and their analogues

As we see, the synchronism of the phase transitions is expressedvéiere e
more clearly Cities with more than 200 thousand inhabitants first appear in the
second half of the*imillennium BCE quite simultaneously with the impetuous
growth of territory controlled by the developed states that was observee-in pr
cisely the same period of timBtabilization of the size of this territory ates-

el around 10 million krhin the early T millennium CE was accompanied by
the stabilization of the World Systefif'smegacities’ population at a level
around 1 million Thus, both variables found themselves simultaneously in the
attraction basin of the supercomplex agrarian society (B2). What is theye,
started their movement from this basin of attraction in a rather simultsneou
way, in the second half of the L8entury (to a considerable extent in corne
tion with the beginning of the World System transition to the industréad yor

tion principle [seee.g, I'punun 2003; 20086]).

2 Note that all the world megacities (that is, theesitivith more than 200 thousand inhabitants)
were always situated just within the World System.
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We believe this synchronicity is not coincidental atBlle point is that the
preindustrial megacities were, to a considerable degree, a creation of the deve
oped statehoad

Developed statehood is generally impossible without megacities that act as
its core (for more detail sdeunun 2006). On the other hand, these were just
the large developed states that could support the megacities' reproduction in the
preindustrial epochWhat is more, such states naturally created megadities
deed, the formation of developed statehood implied growth of the athainis
tive apparatus complexity (including, naturally, the complexity of the alentr
administrative apparatus) by an order of magnitude

Hence, the capital of a large developed preindustrial state had to aceomm
date this complex central apparatus, which implied the presence in sudh a cap
tal of not only a very large number of administrators and auxiliary keshn
staff, but also of an even larger number of craftsmen, meclzanat service
providers who were necessary to support the functioning of theefoAs was
mentioned above, such capitals tended to concentrate a substantial mart of n
bility (including even those of its members who were not at the stateeer
and military In addition to this, developed statehood implies thasyseem of
resource accumulation and redistribution through the administrative center is
also more developed by an order of magnitude than in the early, stdiieh
led to a sharp increase in resource concentration levels within such cEsters
pecially high levels of resource concentration were observed in the adaiinistr
tive centers of the largest developed states, which attracted considenable nu
bers of people even if they were not engaged directly in servingetus of the
central administrative apparatus of such a st&gainst this background it does
not appear coincidental at all that the majority of megacities registered by
Chandler's database prior to 1801 were nothing else but capitals of laeye dev
oped/mature states-"empiredlote also that in general, out of 152 megacities
(with > 200 thousand inhabitants) registered by Chandler's database prior to
1801, 134 megacities.€., > 88%) were situated within the territory controlled
by developed/mature states and their analogues (Chandler 198748851
which can be considered as additional evidence supporting the statement that
the preindustrial megacites were created up to a very considerable degree just
by the developed statehaod

Let us consider now the correlation between the dynamics of territary co
trolled by developed/mature states and the world's megaurbanization dynamics
(that is, the dynamics of the world megacities' population as a propofttbe
total population of the world) (see Diagramsl 8):
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Diagram 8. Dynamics of World Megaurbanization (proportion of meg-
acities' population in the total population of the world, %.) an the Territo-
ry Controlled by Developed/Mature States and Their Analogues (millions
km?), till 1950
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Diagram 9. Dynamics of World Megaurbanization (proportion of meg-
acities' population in the total population of the world, %.) an the Territo-
ry Controlled by Developed/Mature States and Their Analogues (millions
km?), 1250-1950 CE

120 /
110 /
100
== \egaurbanization ,-/
9 /
80
70 === Territory of /
developed/mature /
60 states f
50 /
40
30 /
20 /
’ -
0
1250 1350 1450 1550 1650 1750 1850 1950




138 Urbanization and Political Development of the Word System

Diagram 10. Dynamics of World Megaurbanization
(proportion of megacities' population
in the total population of the world, %o)
and the Territory Controlled by
Developed/Mature States and Their Analogues
(millions km?), till 1950
(phase portrait in double logarithmic scale)
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As we segthe sharp increase in the territory controlled by developed states o
served in the second half of th& rillennium BCE was quite predictably-a
companied by the formation of the first megacit®g the end of this millerin

um the world's megaurbanization rate had approachedol%®%.), whereas

the developed states' territory had reach@dhillion km?. After this the respe

tive variables remained around this level for about a millennium and.ahalf
World System found itself within the supercomplex agrarian soeigtsiction
basin The territory of the developed states started its movement from this basin
of attraction in the late f5century that is, 300 years before the megaurbaniz
tion. This does not contradict the fact that the megacities' overall population
started growing rather rapidly simultaneously with the start of ipeiuous
growth of the developed states' territory in the lat® déntury Let us recollect

that those processes took place against the background of the hypedaslit gr
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of the World System's population (Korotayev, Malkov, and Khaltourina
2006a). As a result, even though the world megacities' populatem lgy
215% between 1500 and 180i@s proportion in the overall population of the
world (that is, the World System urbanizajidncreased by less than 50%.
Thus, by the early #century with respect to its megaurbanization rate, the
World System still remained within the attraction basin of the supercomplex
agrarian society, which it only left and began its unequivocal mewé (=
phase transition) towards the next attractor in tHecttury

This is quite explicable, because the second phase of the industrial-revol
tion (the actual industrial breakthrough) had only begun, and bjrtiésit had
only embraced just one countryEngland (for more detail see,g, Knowles
1937; Dietz 1927; Henderson 1961; Phyllys 1965; Cipolla 1976; Stear3s 199
1998; Lieberman 197Manty 1937) hence, it had not proliferated sufficten
ly. In the meantime, the World System could only reach a qualitatinvgher
level of megaurbanization through adopting a new economic basis, whegeas
development of this basis had not reached a necessary volume by thé8arly 1
century It somehow resembles the situation of tfi&illennium BCE when
the territories where the developed states could appear with the available (at
that time) limited technological basis had been exhausted; similarly the- pote
tial of the megacities' development on the old supercomplex agricukanal
nological basis had been almost entirely exhausted by fheerury and the
further megaurbanization breakthrough became only possible gthrthe
World System transition to a new production principle, the industrial on

Note that a similar picture is observed with respect to the overall world u
banization dynamics (that is, for the dynamics of the proportion oflatqu
living in cities with > 10 thousand inhabitants in the total populatiothef
world) (see Diagram$1-12):
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Diagram 11.  World Urbanization Dynamics (= dynamics of proportion
of population of cities with > 10 thousand inhabitants in the total popula-
tion of the world, %) and Dynamics of Territory Controlled by Devel-
oped/Mature States and Their Analogues (millions km?), till 1950
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Ouarpamma 12.  World Urbanization Dynamics (= dynamics of propor-
tion of population of cities with > 10 thousand inhabitants in the total
population of the world, %) and Dynamics of Territory Controlled by De-
veloped/Mature States and Their Analogues (millions km?),
900-1950 CE
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We would consider as a correlate to the urbanization explosion of thanto
20" centuries in the sphere of political development, not the growth oéitire
tory controlled by the developed/mature states, but, instead, the wdke of
formation, proliferation, and strengthening of the mature state that lvas o
served in these centuries and that in th& @ntury engulfed almost the whole
of our planet (see Table 2 in the article by Grinin and Korotayé¢veirpresent
issue of the Almanac). As regards the territory controlled by the devedmoked
mature states, already in the latd” t@ntury it came rather close to the satur
tion point (corresponding just to the territory of all the inhabitable lansimias
our planet), which quite predictably led to a certain slow dowthe rate ofr-
crease in the value of the respective variable.

Finally, we would like to stress that, from our point of viewhanization,
on the one hand, and the growth of developed and mature statehood, on
the other, are not just mutually connected and do not just influence each
other (as was shown above) but they are two different aspects of one mr-
cess, the process of the World System developmemihat is why it makes
sense to conclude this article with a consideration of their interrelationiships
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the framework of the general process of the development &/t System
as a whole. The World System is an extremely wide suprasocietal fystem
unites a very large number of societies with various links that at the eady stag
of its development were mostly information (and only partly technolodiéal
fusion) links®. However, at later stages we observe the growth of rhe i
portance of political-military and economic linkecidentally, the latter is ¢&
nected with the development of new communication technologmssequei

ly, the transition of the World System through each new stags evolution
was connected with the development of the weddonomy, trade, diffusion
of new technologies and so on, and all of this, taken togethen tesirt waves
of city growth We can observe the following general regularities of Worlsl Sy
tem development:

a) The very transition of it from one stage to another was prepared every
time by such phenomena of its political and urban organization thatneere
systemic for an earlier stage of its developmand this is quite explicable, as
new phenomena must develop within an earlier stage creating a nevioco
the diffusion of new systemic characteristidsnong other things this accounts
for a considerable time lag between the formation of the first deve kipetsbs
and the proliferation of the developed statehood throughout the Wystdn$
In some areas (as in Egypt and Mesopotamia) a lead in the development of the
political system relative to the overall level of World System development wa
possible; however, the further political development needed a considerable
change of the World System as a whole.

b) The World System transition to a hew stage produces a cumgéfidod
of the diffusion (through borrowing, modernization, forced ¢farmation and
so on) of new phenomena to those territories that failed to develogpbech
nomena independently.

¢) The development of political and urban systems mutually reinforced each
other, whereas for some period the lead belonged to the political development,
while in the other periods it belonged to the development of the urbamsyste

The first stage of the World Systemcorresponds to the period of the
World System formation and the developments of the first cities and complex

% The following commentary appears to be necessary Béreourse there would be no grounds
for speaking about a World System stretching from tHanéit to the Pacific, even at the begi
ning of the T millennium CE, if we applied the "bulk-good" critem suggested by Wallerstein
(1974, 1987, 2004), as there was no movement of ldkigat all between, say, China ang E
rope at this time (as we have no reason to disagréeWallerstein in his classification of thé 1
century Chinese silk reaching Europe as a luxury rdttzer a bulk good). However, thé ¢enu-
ry CE (and even the®Imillennium BCE) World System definitely qualifies as sifcive apply
the "softer" information-network criterion suggesteddhase-Dunn and Hall (1997). Note that at
our level of analysis the presence of an informatidwokk covering the whole World System is
a perfectly sufficient condition, which makes it posstioleonsider this system as a single evol
ing entity (see Korotayev, Malkov, and Khaltourina0@8, 2006b). Yes, in the*Imillennium
BCE any bulk goods could hardly penetrate from thefieaoast of Eurasia to its Atlantic coast.
However, the World System had reached by that time auekel of integration that iron méta
lurgy could spread through the whole of the Wondt8m within a few centuries.
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polities on its basis; it ends with Phase Transition Al to the complex agrarian
systems It appears logical to connect it with the first phase of the agrarian
revolution and the diffusion of its results. It corresponds approxiynatethe
period between the foand 4" millennia BCE (including¥* At the end of this
period we observe the formation of the first states and a whole sybtEties,
whereas we find a rather complex urban society in the Near Easte(gee,
Jlam6epr-Kapnoscku 1990: 4). However, a real proliferation of both cities and
statehood (as well as its analogues) is observed during the next stage.

The second stage of the World System developmeobrresponds to the
second phase of the agrarian revolution, or to the attraction basin of complex
agrarian societyB1) and the beginning of Phase Transitid® to the supe
complex agrarian society (th& 3nillennium-— the first half of the I millenni-

% Naturally, we are speaking about the most advaness arf the Near East for whom we date the
first phase of the agrarian revolution to the petietiveen the 149" and &' millennia BCE (see
I'punna 2006 and Grinin 2006 g). It is quite clear that for titeer regions these dates are quite
different, but this is not important for us in the et context, as these areas were outside of the
nascent World System during the period in questionatifimore important looks as follows.
We know the first stage of the World System developmemst of all (at least due to the total
absence of written sources for the period in questldeice, this stage has been singled out just
preliminarily. In reality, we appear to be dealingrda with a few (or, at least, two) stages, that
could be subdivided into substages. Indeed, thereeat@rt grounds to suppose that the history
of this period of the World System development (whesgyth exceeds the one of all the other
periods taken together) had a rather complex strudémreexample, one could suggest to single
out the stage of the World System genesis (roughly @e-16" millennia BCE). As was nme
tioned above, it could be connected with the fitsage of the agrarian revolution in the Near
East. The second stage (roughly the-6" millennia BCE) is connected with the wide diffusion
of the agrarian revolution achievements, the pronedirexpansion of the area of the agrarian
production principle, the production diversificatjaignificant growth of sociocultural compiex
ty, increase in the quality and density of the Wdlgstem links. It may be considered as th
stage of the finalization of the World System formatiom the other hand, within the period-b
tween the 19 and 4" millennia BCE one can tentatively detect a cersgistem of attractors and
phase transitions. First of all, in the™and ¢ millennia BCE in the core of the nascent World
System (within the Fertile Crescent) we are dealirty Wie phase transition from the intensive
foraging societies to the simple agrarian ones (forréggon in question the period of simple
agrarian societies roughly corresponds to the Preslpdtteolithic period) that took place (see,
e.g, [luupensman 1986: 251; Kottak 2000: 28282; Diamond 1999: 131.36; Kuijt 2000; C.
Ember, M. Ember, and Peregrine 2002:-16836). However, the World System protourban agra
ian cultures of the'8— 4" millennia could already be hardly called "simples has been oe
vincingly shown by Berezkin (1995, 2000), we aréneatdealing here with medium-complexity
agrarian societies the transition to which (very rdygiorresponding to the transition from the
PrePottery Neolithic to the Pottery one) in the Wo8gstem core areas appears to have taken
place in the # and &' millennia, when we observe the formation of a numbetpaftocities”
(CAin Ghazal, Beisamoun, Beida, Abu Hira, Catal Hiiyiik) with the estimated population of
around 2000 (or more) each, which by an order of ntageihigher than the settlement size that
is typical for simple agrarian societies (seg, Murdock 1967; note that this is why we prefer to
denote those cultures that are typical for Attrac@asin B1 as "complex agrarian societies”,
whereas the ones typical for Attraction Basin B3 amotied by us as "supercomplex agrarien s
cieties"). Note also that if the hypothesis on the presef the above described system of ettra
tion basins and phase transitions of the World Systetheérld — 4" millennia BCE is co-
firmed, it will demand the reconsideration of not otilg periods of its development, but also of
the designations of its attraction basins and phase trarssiti
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um BCE) During Phase Transition A1 we observed the transition to intensive
irrigation agriculture that provided a basis for the formation of the firstsstate
and the growth of citiesThe processes of the new states and cities' formation
(as well as processes of their disintegration, which created the attractdy effec
continued during the whole of the B1 peridd the end of this stage, during
Phase Transition A2, the agrarian revolution was finalized through fsidif
of effective plow agrarian technologies employing iron todls a result we
observe the proliferation of economic links throughout very large pattse
World System, the extension of those links, and the formatitergé areas of
intensive growth. New political structures were developed, includingathe f
mation of the first really large-scale empires

In the 2% millennium BCE the first developed states appeared. However,
their productive basis was restricted to a few river valleys which had aerery f
cund and thus special ecological environment

The third stage of the World System developmenis a period where the
of the agrarian civilizations' maturity, which correspond to the end a$éh
Transition A2 and the attraction basin of the supercomplex agrasi@etys
(B2). This is a period starting in the second half of thenlllennium BCE and
ending in the first half of the ™ millennium CE At the beginning of this stage
the proliferation of developed statehood eliminated its lagging behindizaban
tion, and we see that in the process of Phase Transition A2 (irf tnél@nni-
um BCE) it acquired a solid territorial basis and a considerable degrebibf st
ity. Indeed, notwithstanding the breakdowns that a number of devestgied
experienced within Attraction Basin B2, during the respective period fthe 1
millennium CE and the first half of thd“millennium CE) the overall territory
(and population) controlled by the developed states remained within tlee sam
order of magnitudeThis suggests a state of relative stability of the Worlg-Sy
tem as a whole, notwithstanding all the dramatic perturbations that Wwere o
served in its various constituent pards a result the World System fluctuated
in the vicinity of Attractor B2 up to Phase Transition A3.

However, at the end of this period we observe important changebamn
development in cities of the World System the first half of the %' century
CE this is clearly manifested in the appearance of a very largeemnuohbew
cities in Europe (both in its West and East) and a rather intensive overall urban
growth in this part of the World Systeitt should be noted that in many parts
of Europe cities developed as autonomous settlements specializing in alafts an
trade, and this played an important role in the further developofi¢me World
System However, the cities grew not only in Europe, but also, for exarple,
Central Asiaa long-term term trend towards urban growth can be traced in the
10" — 16" centuries in Chin& cities appeared and grew in many areas that
were integrated in the World System during the period in questionJapan

% On the other hand, it is necessary to note the absémry significant urban growth (even as a
trend) during the whole period in question in some ranstent World System centers, for exa
ple, in Egypt and Levanbfnsuiakos 2001).
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South-East Asigat the East African coast, in the African regions immediately
Southof the Sahara, and so on (seay, Chandler1987 Wilkinson 1993).A
system of land trade routs (that effectively connected most constitaisitab

the World System) was established throughout the territory of the Mongol
States. At the end of the peridd,the 13-15" centuries for the first time after
the breakdown of the Roman Empire, we observe the formatidevafioped
states (that played a very significant role in the subsequent develophibat
World System in Europe Protoforms of a new type of economy were formed
in a belt stretching from Northern Italy through Southern Germattyetdeh-
erlands (seee.g, Bernal 1965; Wallerstein 1974).

The fourth stage of the World System developmeris a period from the
15" century up to the early T&entury, which corresponds to the final period
of the World System development within the attraction basin of the superco
plex agrarian societyBR), the period of the completion of accumulation of
those conditions that were necessary for the start of Phase Transitidimnis3
stage is connected with the start (the first phase) of the Industrial Rerolu
and the great geographic discoveries that gave a powerful impetus to World
System development. First of all, the World System experienced a radical terr
torial expansion; secondly, it transformed into what Wallerstein (19980, 1
1987, 1988, 2004) denotes as the capitalist world-sysésmits constituent
parts started to be connected more and more with the bulk commadity e
changesDuring this period the main World System changes were directly co
nected not so much with the growth of the cities as base stations and memmu
cation network nodes within the old borders of the World Systéutsrather
with sea-born expansion to new lands, which became only po#isibugh the
development of ship-building and navigation technolagies

During this period urban growth appears to have been connecteaf bt
with political processes, especially with the above mentioned proliferation and
strengthening of developed statehood (i.e., the formation of devetapddls,
growth of regional megacities, and so on). Urban growth wascalsoected
with the formation ofa developed statehood and the strengthening of internal
markets; whereas the Modern Age formation of developed statehoodralso i
plied a certain industrial development in connection with the so-called- "Mil
tary Revolution" of the 18and 17" centuries (see.g, Henckoii 2005 Duffy
1980; Downing 1992).

At the end of this period we observe the formation of the first raatiates
and the first industrial zones

The fifth stage of the World System developmentorresponds to the first
part of Phase Trangiin A3 and is directly connected with the second phase of
the Industrial Revolutioni.g., with the industrial breakthrough of the"™.&nd
19" centuries), but especially with the development of transportation ane co
munication technologies that raised by orders of magnitude the degree of the
World System integration, which became integrated by powerful andacbns
currents of commodities, information, and services that stand in sharpston
with previous discontinuous and fragmentary technological diffusiovesva



146 Urbanization and Political Development of the Word System

The World System became firmly integrated by the international divigitaro
bor. The second phase of the Industrial Revolution was indissobanigected
not only just with the growth of cities, but also with a radical grooftthe db-
gree of urbanization (that is the proportion of city-dwellers endterall pop-
lation), because during this period industries developed mostly withéas
This situation was accompanied by (and in part a result of) the gravitie i
productivity of labor in agriculture (up to a very considerable degreédodiiee
introduction of urban industrial productsvarious agricultural tools, machines,
mineral fertilizers, pesticides and so on). This increase in the grofithe
productivity of agricultural labor pushed the excess populatitm the cities
where the representatives of this excess tended to find that it wsgtsget
jobs there just because of the impetuous growth of thenuniastries anda
companying service sectors that demanded more and more working ha
whom, however, the new economy managed to feed quite succepstdig-

ly due to the growth of agricultural productivity. Naturally, & tone hand,
such developments led to a vigorous increase in world urbanizatibagainst
the background of the hyperbolic growth of the world populatioridesh e-
plosive, quadratic-hyperbolic growth of the world urban populatiea oio-
tayev's article in the present issue of the Almanac), and explosive grothih
number of megacities and their sizes; on the other hand, theseglaents ka
socontributed to the radical transformation of statehood and its phase transition
to a new levein its development to mature statehooth its turn the transition
from developed to mature statehood contributed to the amplification of the
world urbanization processes.

The six stage of the World System developmeid connected with thani
formation-scientific revolution of the second half of thé"a@ntury (which
corresponds to the second stage of Phase Transition A3); howevadesn
tion of this period, as well as tifie seventh stage of the World Systemed
velopment (corresponding to the epoch of the World System entering cAttra
tion Basin A3) go beyond the scope of this article
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Experiencing History Small:
An analysis of political, economic
and social change in a Sri Lankan Village

Victor C. de Munck

Descriptive statistical methods are frequently used to track social change at the
community level. Thus even idiographic theories, those specific to a cammun

ty or society, can be supplemented with the use of simple mathenmaétal

ods. It is likely that, despite the obvious problems in applying matleahat
formulas to the analysis of individual beliefs and behaviors, in the forae

the happenstance and improvisational quality of human behavionsresint

a new opportunity and challenge for the mathematical modeling ofomi
dynamic systems. The paper below does not represent an advance nor is it
unique in its application of simple statistics, but it does suggest the orega f

plying more sophisticated mathematical models than those used in order to d
scribe and analyze social change at the micro-level of the community. aFhe st
tistical methods employed herein can only be used as snapshots bywehich
can compare static patterns, what is needed is to describe and understand the
dynamics that related these cultural snapshots with one another.

This is a study of the process of diachronic cultural change &idhklevel
and over a span of approximately 50 years. Ethnographic researctonvas
ducted in the Village of Kutdij located in the South-Eastern Uva Bintenne
Province of Sri Lanka. During the main period of my research, between J
1979 and February 1982, the village was undergoing rapid, visiblexgtidit
structural and cultural changes in its economic, political and social sydBym
structural change | mean that "traditional" ascriptive and hereditary foundations
of local political and economic structures were being replaced by actseved
tus based structures; by cultural change | mean that, coterminoustnwittural
changes, changes in values and norms with regard to social relatiorslseere
manifestly changing.

Rural Sri Lankans live in what Daniel (1996: 175) calls a "land-centered"
culture— in contrast to the "cash-centered" culture of the West, but as | shall
empirically demonstrate these two systems were not in an oppakibion) a-
ther complementary relationships with each other in Kutali village. Mgaion
then is with significant changes as they odousitu and over a relatively short
period of time. As many chapters in this volume show, chanchuman life
ways across the world is changing at an accelerating pace, so evaeaces

! Kutali is a pseudonym | have used elsewhere.
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of 3 years is enough to describe and anticipate significant changesritibe
level. It is the challenge of macro-researchers to account for these micro-level
changes in their dynamic macro-models of human history. Historyiftemvr
large, but experienced small.

In this study, | describe how three variablethe influx of cash into theot
cal economy, government regulations, and population increaswe affected
chenacultivation practices in Kutali. These three variables are intertwined like
a Gordian knot. Though each is discussed, my primary focus wiil describe
how the influx of money has affected labor practices and, more axtbnshe
cultural milieu of Kutali village. | begin with a brief description of thkage
of Kutali. Next, | present the "expected" or "traditional" modetloénaculti-
vation practice$.Third, | describe recent adaptations to government regulations
and population increases. Fourth, | will compare and describe the uge of e
change and wage labor for prepargfenafields. | conclude with a discussion
of the "disintegration” of kinship as a basis for perceiving and regulaitigl s
relations.

Kutali Village

Kutali Village is located in the Moneragala District just southeast of thenmou
tainous vertebrae that runs north-south through the center of i@ LAlong

the western edge of Kutali lies the Nilgala forest which extends nearly to the
eastern seaboard 60 miles away. In the other cardinal directions teeresta
hamlets of Sinhala Buddhist farmers. In 1982, the village populaticsisted

of 1000 Muslims and 100 Sinhala Buddhists who lived on the otgaifirthe
village. Rain-fed rice paddy arahena(i.e., shifting or swidden) cultivation are
the mainstays of the local econonBhenafields are situated in the less dasir
ble and less fertile highlands away from water sources whereas paddyafield
located in the more fertile lowlands. Land holdings are small, with ndyfam
owning more than 15 acres of paddy land; the mean being 1.5 acfamjgr’
Chenafields are more uniform in size, with 90% of families cultivatirey b
tween one and two acrédlillagers considered rice their primary crop arhe-

na crops {.e. finger millet and maize) of secondary importance. Livestock,
hunting, timber, and the gathering of various forest resourcésafter provided
additional economic outlets.

2 Unfortunately, 1 do not have at my disposal these fbatall thechenatracts.

3 Acreage is a tricky business to estimate and | uskajeifs assessments which were based on the
number of bushels of paddy they used to broadcass seedss their fields, with four bushe[s-a
proximating one acre.

* There are disputes over ownership to particch@nalands, most frequently between new Sinhala
settlers to the area and Kutali Muslims. Because of thkergment movement towards regutari
ing lands through deeds, some people have lost trstorizal legitimacy tachenalands. Ds-
putes over claims tchenalands are infrequent but highly volatile and wilely increase as aff
cial land titles replace historical claims to ownership.
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The adult literacy rate of Kutali was 31% (119 of a sample of 384); with
65% (110/158) of the males and only 7% (9/126) of the females inample
being literate. This compared poorly with national literacy averages of 86% for
adult males and 71% for adult females. By Sri Lankan standards, the villagers
are poor. Except for the three school teachers, only five adults weteyeah
full-time: three as store clerks, one as a bus mechanic, and one as a driver.

Demographically, Kutali is an atypical village. 90% of the Moneragada Di
trict's population is Buddhist and 2% Muslim, compared to national averages of
67% and 7%, respectively. Kutali is the largest Muslim settlement in the di
trict. Villagers are not only isolated from other Muslim populations, but feel
threatened by a growing Sinhala population. Nearly all of the 100 Sinhdla Bu
dhists living on the village periphery are post-1970 immigrants attragtéioe
availability of cheap arable land.

In a microcosmic sense, Kutali had an urban-like energy that was lanking
neighboring Sinhala communities. | suspect that this was due prin@itihe
Muslim heritage of trading which the adults (including women) toolwith
enthusiasm. Male villagers worked as seasonal laborers and traveledi-on bus
ness throughout the island; outsiders arrived daily to buy raw resounclealsSi
folk healers were called on to cure illnesses and local Sinhalese came by to chat
or find work. Nevertheless, Kutali was a poor village: villagers walkeeé-bar
footed and, in lieu of a flashlight, held a candle in half a cocomlt tshreflect
light when they walked about at night. Pandanus leaves were used as ugnbrellas
only six villagers owned bicycles, and there was no electricity or plumbing.

The villagers of Kutali, like other Sri Lankan villagers, farm both a rice
paddy and ahenafield. In an earlier publication, | referred to tbkenaand
paddy cultivation periods as "seasonal cycles" withctienaseason beginning
in August and ending in November-December, just when the "pselagon™
was starting up (de Munck 1993). | have also described a "festivah$d¢hab
occurs in the lag between the rice harvestlay/April—and the beginning of
the chenaseason. Each of these seasons has developed its own distinttive pa
tern of life; its own culture.

Chena culture: new and old strategies

Chenafields differ from rice paddy fields in a number of important waisst,
chenafields are located on highlands or other lands that are not near a water
source, paddy fields are on lowland and near water sources. Seitiagers

have leases or deeds for paddy fields, but usually do not have fdeetiena
fields, which they lay claim to through historical rights. Thitdenalands are

left untended for a number of years and revert to scrub lands (hesces-

ferred to as "shifting cultivation"), paddy fields are cultivated annaadty used

for grazing when fallow. Finally, except for the initial clearing bé tscrub
brush, most other tasks orchenafield are performed by women and children,
who weed, guard and harvest ttteenafields— in contrast to the paddy fields,
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which are the domain of males. Maize (called "Indian corn" by villagei$) an
kourakkan(finger millet) are the two maichenacrops; beans, manioc, sesame,
and vegetables are grown as supplementary crops.

In 1981, only 8 of 203 Muslim households did not cultivatehanafield
and all 33 Sinhala families farmedcaenafield. A land survey | conducted
with the help of A.A. Salaam, the local school principal, showed that theee wer
approximately 700-800 acres of land potentially availablelfi@nacultivation
(including 224 acres that had been leased or deeded). Ideally, landtated r
every three to five years to maximize yields. If we take the minirestimate
of 700 acres and the total of 203 households, then there was enoudbrland
every family to rotate between three or four one-acre fields, fheatysize of a
chenafield. However, of the 203 Muslim households, only 38 (18.78tgted
between three fields, 124 (61.1%) rotated between two fields, aif2041%)
households said that they did not rotate fields at all.

One reason for the disparity between the optimal and actual modeldf f
rotation was that the village population had increased 43.4%, from 7600p 1
between 1971 and 1981. Villagers worried that someone, possibly setidey
to the area, would claim an abandoned field for permanent occupatichen
villager who previously cultivated that plot could do nothing about ie gadv-
ernment has also encouraged villagers to claim permahents and abandon
shifting cultivation practices, which erode soils and lead to the illegal clearing
of forest lands.

To claim a permanérchenaa person must either build a fence around the
land or erect a durable dwelling on it. Next, permanent crops such asaban
coconut, lime and orange trees, or tubers, such as potato and maoidg, e
planted. After staking a claim to a permanelmenafield, the villager must lo-
tain a letter of recommendation from the village head ngaanfa sevakaor
agricultural officer yel vidang. The recommendation must then be approved
by the Assistant Government Agent (A.G.A) or the District Revenue Officer
(D.R.O.).

Historically, villagers adapted to local population increases by going further
into the Nilgala forest and clearing land. In 1979, the Sri Lankan goeertnm
passed a law prohibiting the clearing of jungle/forest lands without raitper
While this law remained ineffective in remote areas such as Kutali, it motivated
villagers to apply for land deeds or long-term leases of governmaatg. [#n
February 1981, the last larkhcheri was held in Kutali. Previously, land
kachers were held annually for the purpose of "regularizing" government
lands. Villagers were allowed to claim two acres of lowland and one &cre o
highland and paid a nominal fee of two to five rupees for &-Jeases. The
kacheriput some teeth into the 1979 law by confirming the governmeauwid's
tion that no land could be cleared without first obtaining a permit.

Increased government regulations and the ability to enforce those-regul
tions, in addition to population pressures, forced villagers to adopstiagr
gies for acquiring and cultivatinghenalands. Many villagers cultivated both a
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permanent and a shiftinthenafield and reduced the period of rotation from
approximately 4 years to 2 years or less. Ultimately, the net effebesé d-
justments was greater socio-economic differentiation, an increase ircémea
flicts and ethnic tensions, and the creation of a dependency relatioreship b
tween villagers and government agents. Further, a family'®fiskt meeting
their subsistence needs increased by reducing the amount of lancothidy
cultivate. Hence, these constraints reduced villagers' reliance on a ldaceden
economy and motivated them to seek employment and opportunities ¢ash
sector of the economy. While there was (between 1979 and 1988w of
villagers to the cities, most of the younger adults worked as temporargisabor
in nearby towns.

Selecting a chena field

Selection of a&henafield is as much a group decision as an individual one. One
man explained that, "The clearing othenafield must be done at about the
same time by everyone for protection from wild animals and thief/gsulon-

ly have one solitarghenafield, then you must keep an eye on it at all times.
Not only will people know when the field is not being watched, but athef
wild animals in the area will concentrate on that field.

Typically, achenatract consists of ten to twenthenafields, ranging from
one to two acres in area. Tracts are always bounded by a makesistftiroly
wooden fenceChenatracts demarcate a social as well as an agricultural space,
with the members of the households expected to work togethercamdinate
their activities. For example, one typical tract ofch&nafields consisted of 19
households connected through either a sibling or parent-child died @-
ble 1).

Table 1 reflects the predominance of kinship as a criterion for selecting
chenafields and as a basis for cooperation. Table 1 also further substantiates
Obeyesekere's (1967:75) assertion that the idiom of Sri Lankan kinaigpds
to express (and | would add, organize) property relations. A land-cemigred
ture is, in this instance, also a kin-centered culture with land asthigime-
works woven together by the exigencies of work without capital.

Table 1. Relations among Households Cultivating Chena Fields

in One Tract
PA-CHILD SIBLING DISTANT
Pa-Da Pa-So Bro-Si Bro-Bro Si-Si KIN
3 3 7 3 0 3
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Recruiting labor for chena work

Malleyar ("Mountain-man") offered me a vivid portrayal of the problemd
tasks that go with farming@henafield. He said,

If you begin too early, before the rains, then the seeds will di@wmwill
get weeds and will have to turn them up again, doubling the Woyku wait
too long, you can't burn the vegetation; you will have to wait fperod of
sunshine. After burning, you weed and then sow the seed&dtan corn, you
have to dig small holes, eight inches apart and put two seeds in daclf ho
one seed is bad, the other will germinate. Sometimes the holes magdkedt
by white ants. If the plant is healthy, it will grow six to eight feetaight. On
one acre you can plant about five hundred Indian corn seeds, whiglyive
you a harvest of thirty to forty bushels. Between the cornbroadcaskou-
rakkanand cover the seeds lightiourakkangrows up to two and a half feet.
With an exceptional crop you may harvest 100 bushels. If the gistnadi, the
yield will be badly affected. Neither corn nkourakkanrequires much water,
and no manure or insecticide is used. Once that is over, ydwecadcast some
gingelly (sesame seed) which grows to three feet, and for one acoayda-
vest forty to fifty bushels.

There are two ways to recruit labor for these taaksm waeddreciprocal
labor exchange) and daily wage labor. Btam waedga person will recruit a
number of people to help workcaenafield. In return, that person will work on
each of those people's fields approximately an equivalent amount ofSigne.
nificantly, atam waedealoes not involve cash and the relations are usually long
term, rolling over from task to task, year to year, and fotv@nato paddy clt
tivation. Regardless of labor type used, laborers have to be provittetbay
betel chew and lunch. The table below provides a summary description of the
acreage, variety of crops, and forms of labor used ortlo@eatract containing
twenty-eight fields.

Table 2. Acreage, Type of Labor, and Variety of Crops Sown
on Chena Lands

Field# | Acreage | Atam waede| Wage Léor Variety of Crops

1 2 yes yes Indian corn (IC),
kourakkan (K),
manioc (M)

2 2 yes yes IC, K, cow peas
cocaut

3 1 yes no IC, K, M, banana

4 3 yes no IC, K, long bean
banana

5 1 ? ? IC, K, cow pea
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Field# | Acreage | Atam waede| Wage Ldor Variety of Crops

6 2 yes no IC, K

7 1 ? ? IC, cow pea, long
bean

8 1.5 yes no IC, cow peas

9 1 yes no IC, K

10 1 yes no IC, K

11 5 ? ? IC, K

12 15 no yes IC, K, pumpkin,
cucumber

13 2 yes yes IC, K long bean,
Cow pea

14 15 yes no IC, K, M, long
bean, cow pea

15 1 yes no IC, K, M

16 15 yes no IC, K, M, cow pea,
long bean

17 .75 yes no IC, K, cow pea,
long bean

18 15 yes no IC, K, M, pumpkin,
cucumber

19 15 no yes IC, K, pumpkin,
cucumber, banang
paddy

20 1 no* no IC, K *did all the
work on his own.

21 1 yes no IC, K, long bean
paddy

22 2 yes no IC, K, sesame, coV
pea

23 2 yes no IC, K, pumpkin

24 15 yes no IC, sesame

25 2 yes no IC, K, sugar cane

26 1 no yes IC, K, cucumber,
sesame

27 1 yes yes IC, K, long beans

28 1 ? ? IC, K

avg=1.42 | y=20;n=4 y=7,n=17

These crops are divided in to crops used for domestic consuriptigen corn
(or maize),kourakkan beans, peas, and a few crops which are sold at market
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sugar cane, sesame, banana and sometimes coconut. Chesrgcultivation
is primarily used for domestic, that is traditional, consumption.

In terms of recruiting labor, of the twenty-four families thhale data for,
sixteen (66.7%) relied exclusively atam waedgfour (16.7%) on a mixture of
atam waedeand wage labor, and three (12.5%) used exclusively wage labor
(one person worked thehenafield alone).

Table 3. Comparing Modes of Recruiting Labor

WAGE LABOR
yes no
ATAM yes 4 16
LABOR no 3 1

Unfortunately, | did not systematically inquire into the relations betviiedh
owners and laborers as it was taken for granted thattaih waedeelations
were between kin. On the other hand all wage labor was betweem distant
kin. It was unlikely, indeed improbable, that individuals would actuliig
their close relatives facthenawork, that would be both unnecessary andran i
sult. Clearly, the prevalence afam waedelemonstrates that the local culture
was centered around land and kinship. However, the use of capiaes a
viable alternative route for recruiting labor as evidenced by the seva¥4(R9.
families who used wage labor.

The socio-cultural implications of the difference between these two tecrui
ing policies are significant. Wage labor offers a contractual definitioneoiet
lationship between an employer and employees. In the case of wagethabor,
rate of pay for a particular amount of work is precisely specifidireas in
atam waedehe exchange of labor for labor is always approximated. Fonexa
ple, the minimum wage in the U.S. specifies that a minimum wage laborer
earns precisely $5.15 per hour, not a penny more or less. Bt ffielp your
friend move and later he helps you move, the exchange is considerety rough
and appropriately, equivalent. However, the formula for converting the eélu
labor into a cash value is necessarily arbitrary, as both measures of \alue ar
independent of one another. Consequently, wage labor and retiplmraex-
change systems are inversely related in terms of what is approximatedhand
is precisely measured. With wages, the conversion of values is apptexim
but, once determined, it is measured precisely as is the duration of thenrelatio
ship, which terminates upon completion of the work or amount wfshioired.

With labor exchange, the value is precise (work for work) but the measu
approximate and the relationship stretches both backward in time (as lan esta
lished relationship) and forward in time (to be activated the ctexthaseason).

Once the value of cash to labor is established, favoring those land owners
with surplus capital to spend on wage labor, then the benefislafid/kin-
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centered culture become dubious and, often, avalanched by its attendant cos
People no longer just fight with or cooperate with particular kin, bginb®
guestion the whole enterprise of kinship.

Even though only a minority of villagers hire labor, one can sat ¢ven
for crops that are used for domestic consumption and not for prafity vi-
lagers have begun to practice wage labor rather than the traditional reciprocal
labor exchange system.

In the political structure of Kutali we also see an erosion of the traditional
power structure which is based on hereditary, ascriptive status in which the
leaders of the mosque were also the political leaders and members of the
wealthy families in the village. This sort of condensation of powelonger
holds completely.

The structure of leadership

Mahroof (1979) wrote that at the turn of the 19th century, Muslllage leal-
ership was entrusted to mosque administrators caikikars; the headnair-
kar was given the title trustee. Though nominally an elective post, atigeat
tends to devolve through descent. For example, the current trustee, Hassan, r
placed his elder brother, Mohideen, who had succeeded his elder sisser's hu
band, Adam Marikar, who succeeded the father of Hassan and Mohideen. T
primary function ofmarikars is to administrate mosque activities and religious
celebrationsMarikars mediate in the various stages of the marriage selection
process, particularly dowry negotiations; they are also called on toeeswl
flicts involving pre- or extra-marital relationsarikars, as well as other iel
gious personages, served (and in Kutali still serve) as the socio-moral guardians
and leaders of the village.

From my perspective, there were definite village leaders who | recognized
through the exercise of political rather than religious roles. Those wnduix-|
oned as leaders held political offices, acted as village spokesman wien go
ernment representatives visited, and, most importantly, demonstrated dbe cap
ity to obtain and manipulate government and national level resources and age
cies. From this perspective, Pitchai and Mohideen were the most visible and
powerful local level leaders. Mohideen was the Village Council representative
and had been the mosque trustee. Mohideen was one of the three largest land-
owning villagers with approximately 15 acres of paddy land; he owred th
longest-running and probably most successful village store; andgtinrois
wife, he loaned money to villagers. But a large source of Mohidesrtsnie
and clout came from his capacity to obtain contracts for governspensored
development projects. Pitchai had also become a wealthy man. Though he

5 The role of moral guardianship was increasingly tléng to more réigiously trained statuses
such as Maulevis, who had received instruction in Iskch Arabic. None of thenarikars had
received such training.
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owned far less land than Mohideen, Pitchai owned a village storesaandd
much of his income by buying local foodstuffs and goods s&liihg them to
large merchants at nearby fairs. Mohideen and Pitchai were also the respective
leaders of the two rural cooperative societies through which fundsclane
neled for local development projects.

Pitchai and Mohideen were the official village representatives for thie Uni
ed National Party (UNP), the political party in power at the time. Wheri-polit
cians or government officials came to Kutali it was usually Pitchai who hosted
them and acted as the village spokesman. Pitchai and Mohideen competed with
one another for political resources, but they could cooperate against a gommo
foe. For example, when tl@@rama Sevakathe government appointed adnsini
trator for the village, had confiscated timber valued at 10,000 rujpess
Mohideen, Mohideen and Pitchai had joined forces and visited the megion’
UNP Member of Parliament (MP) in Colombo to petition for the return of the
timber. Their petition was successftthe timber was returned and the Grama
Sevaka was shortly thereafter transferred. Pitchai and Mohideen fit the classical
ethnographic descriptions of political middlemen or gatekeepers who bridge
and manipulate both local and national level political structures. For treese re
son, | took them to be the village leaders.

To discover the villagers' perceptions of the local level leadership structure,
| asked 42 adult male villagers to name 5 village leaders and to discusgtheir s
lections’ For the sake of brevity, Table 4 presents only the 9 most freguentl
named individuals and the leadership qualities attributed to them. Tlgp-cate
ries of leadership attributes were derived from the villagers' responses.

Table 4. Village Leaders and their Attributes

Freq. H
Name Cited K R P W HV M GC | SD
1. AdamMarikar | 25 | 10 | 25 1 0 8 2 3 14
2.H. Trustee 21 |10 |21 0 0 10 | O 3 3
3. Pitchai 19 |13 3 7 9 10 |7 3 2
4. Mohideen 18 | 13 7 15 6 5 5 1 2
5.Yassim 14 8 12 0 10 5 7 6 0
6. W. Mahatteya | 13 9 12 0 0 12 |1 1 0
7. Koostapel 11 9 1 3 2 2 1 1 1
8. Lebbe 9 9 9 0 0 3 2 4 0
9. Hamsa 7 5 7 0 0 4 4 3 1

KEY: K=kinship; R=Religiosity; P=politics; W=wealth; Hihelps village; HM=helps me;
GC=good character; SD=settles disputes.

The four individuals most frequently cited as village leaders represent-a co
junction of Mahroof's analysis of traditional Muslim villages and my @ln
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servations. AdamMarikar is the retired Mosque trustee and the "uncle"
(maama of Hassan and Mohideen. Note, in passing, that Adam was the on
leader cited for resolving disputes; this, | think, is due partly todpistation as
trustee "emeritus" and to the increasing effectiveness of outside agenaies
judicate local conflicts.

On the basis of attribute frequencies, the top four leaders (Adam, Hassan,
Pitchai, and Mohideen) neatly represent two distinct forms of leaderssiip. R
gious reasons were most frequently cited for selecting Adam and Hasdan
political clout and wealth were most frequently cited as reasonslfectisg
Pitchai and Mohideen. Mohideen also received religious citations, due to his
previous position as trustee and his genealogical connections with the position.
Except for Mohideen receiving some religious cites, due to his connexitio
the post, the criteria used to attribute leadership were bifurcated with Igtle di
persion across leaders. This implies a dual conception of leadership at the
community level, with one kind of leadership form linked to the religji@alm
and the other to political-economic realm of village fife.

Table 5. Frequency Sums for Leadership Attributes.

K R P W HV HM GC SD

86 97 26 27 59 29 25 23

Table 5 presents the cumulative count each criterion was cited by the 42 i
formants. Kinship was one of the most frequently cited attributes &ntbph

four leaders were also the four receiving the most kinship citeshiirtbat is,
village ancestry, remains a minimal and necessary condition for attpiosing
tions of local leadership. Cumulatively, Adam and Hassan received 47.4%
(46/97) of all religious citations, while Pitchai and Mohideen cumulatively
ceived 55.6% (15/27) of the citations for wealth and 84.6% (22/26) cisaftbo
political clout. The low number of citations for political clout (26) isgioly
similar to the frequency of citations for "settles disputes" and confoitngmy
earlier observation that funds of political power have been transferrea/io g
ernmental departments. The cumulative score for political clout also irglicate
that Pitchai and Mohideen monopolize links and access to governmental funds
of power.

Adam and Hassan represent a Muslim socio-religious identity through
which reputation and honor are claimed through adherence to Islamic codes of
behavior, beliefs and values. They symbolize the Islamic code of ohiself-
similarity, as expressed in the conceptysima— the community of believers.

In lives that accommodate the mosque and the market Adam and Hassan lead
by example, balancing prayer and labor. Control efforts are directeddew
uniformity in behavior and exacted on those who breach Islaminsid&San-

tions are usually collectively implemented. For example, the parents af-an u
married woman with a one year-old child had petitioned the mosquec® fo
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the father, who had recently found a gem which he had softhf600 rupees,
to marry their daughter even though he had been voluntarily pakitdysyp-
port. The man had used his new-found wealth to open a snogllasid had
agreed to the marriage stating that if he refused no one would shisgstire.

Control efforts are derived from and enforced by a socio-religiouisusab
repertoires of social action that is consciously recognized only when étis n
glected by some individual. The degree of control co-varies withpitead, or
dispersion, of the particular socio-religious habitus. Thus, the fpeaple are
disposed to a said habitus the less effective the control effortsndsgue, -
cated in the center of the village, is the metaphorical site of power andyidentit
Its centripetal pull is manifest through its "role” as the place wheramall i
portant family and collective events and rituals are ultimately validated and that
those who pull out of its orbit are punished or ostracized. AglagrHassan are
the "trustees" of that role and, in that sense, also represent soaifieation of
a social form.

Pitchai's and Mohideen's claim to leadership is instrumental in that it is
grounded in their respective abilities to substantially affect the political and
economic fortunes of members of the community. They represestteepe-
neurial identity, one that moves confidently and competently in thédl veer
yond the village boundaries. They occupy a connective kind of soaafian
because for politicians their power is derived from their capacity to ¢dotro
cal voting blocs, while for villagers their power is derived from their apac
to control politicians. Pitchai and Mohideen link disparate social units together
into a social formation where the character and actions of identities arensubsta
tively different. The principle of self-similarity is reduced to the articulatibn
complementary resources, as in the case of buyers and sellers. Afeoecial
mation emerges that negates the individual as the unit of identity asti sub
tutes the '(weak) tie-as resource-conduit' as the salient unit ¢itydéshentities
inhere not in the people themselves but in the coupling and uncougling o
matching interests. Pitchai and Mohideen represent a very differentftgpe o
cial formation, and power structure, then Adam and Hassan. Ftattieit is
important that they look like, act like, inhabit the same places, and sloace br
ly similar perceptions as their "clients." Their power is constituted ottedf
mirror-like reflection of the community; it is narcissistic.

Pitchai and Mohideen represent a social formation where control efforts are
based on the relative capacities of ties to channel resources. Interactians gene
ate a long tendril of complementary ties (like the tail of a kite) so that villagers
are linked, as clients, to Pitchai and Mohideen who, as political middlemen, are
linked to politicians (the MP) who, in turn, are gatekeepers to govermaent
sources. The links match because each node knots together difés@untces
wanted by the adjacent node. It is the connection that establishes the value of
the node, not the node itself. Villagers provide the popular support Pitchai
needs to attract the MP who offers Pitchai resources necessary for Pithai to
tract a following. As people become embedded or coupled to this particular s
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cial formation, the redundancy of actions precipitate a menu of stoaeth
stitutionalize these actions in terms of motives, goals, scripts for behastor, v
ues, and statuses (Schank and Abelson 1977; D'Andrade 1987; Scha@nk 199
White 1992). Pitchai and Mohideen's power emanates from the structlral lin
age between community and national structures. Their connection torthe co
munity is genealogically and spatially prescribed, their connection to the ou
side world is opportunistically prescribed and made possible by thergamd
interpenetration of national social forms. The idiom of kinship provides the
core vocabulary for the menu of stories that | now turn to.

The idiom of kinship

Language is a socially shared system of signs that communicateagping
personal linguistic strings onto public linguistic strings through toanstion-

al rules. As Obeyesekere (1967:10), among others, noted Sri Lankans-use ki
ship to express property relations. Similarly, we have seen howgaripation

and use othenalands, the recruitment of labor, and the structure of village
leadership are expressed in the idiom of kinship.

White (1992), White and Houseman (1993) and Kronenfeld (1973)ngm
others, have shown that we must be careful, for it is not kinglipse, thate
ders social space. Rather kinship networks, as graphically representea are th
structural embodiment of historically iterative and patterned actions that are,
then, transcribed and communicated through the idiom of kinship xeorme,
during weddings and other village ceremonies, villagers gleefutiytsiut "we
are one." The spatial, behavioral and ideological congealing of villagers during
social rituals nucleates their identity in Durkheimian fashion. The idionnef k
ship is used to express village social solidarity, expectations for cooperatio
support and identity and reflects the strong ties that bind the villdgethie
meta-structural equivalence of family.

The idiom of kinship blankets everyone under the cloak of seifssity
and mutual obligations, weaving a dense web that both supportf@mndan-
other perspective, imprisons. A villager crystallizes his own ambivalance t
wards kin as follows:

All people are faced with this problem: let's say the father or éldd¢her
went out of the village on business or to work a job. When he cbaras on
vacation he will have to bring home all sorts of gifts and eatables. dxsa®0
he steps off the bus, people will crowd around him and all the childied ex
mand candies. He will have to give them all something otherwise thegpafen
the children will find out and gossip about his spendthrift ways whisause
uneasiness among all relations. When he steps off the bus he wiip exach-
pletely embarrassed because there is ho way to satisfy everyone. Hawsill
to buy presents for his wife and children, and also forikters and his wife's
sisters.
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His brothers and cousins will think he is rich and ask fordoamstead of
cooking one measure of rice for meals, his wife will have to caokar three
measures, just to feed the people who will come by for meals. Relatitbns w
come by to borrow something from him and he will haveite g to them,
otherwise they will be offended and all sorts of trouble will start.

The source of tension in this account is the consideration of the akeeum
tion of money and goods obtained from outside the communiilidixs the
theme that actions, particularly entrepreneurial activities that occur outside the
village serve to differentiate that villager from other villagers on hignefthe
actions taken by the villagers have the consequence (if successfetaing
the returnee to social equilibrium as that which materially differentiates him
from other villagers is redistributed among the villagers. The principkelbf
similarity is asserted to efface social differentiation. Kinship provides tig sto
lines that legitimate the villagers' requests and compel the returnee to comply.

Within the village, the temporaé-occurrence of the same repertoiresof a
tions embedded in social contexts and triggered by the same stimulia&uch
the start of the rainy season triggers that repertoire of actions assouidted
chenacultivation) are reified and given expression in the idiom of kindiip-
ship ideology and belief systems such as the evil or enviousyeyeocally
dedifferentiate individuals by providing menus of stories that portrayuthe
fortunate consequences of differentiation. Ecological and cultural triggering
mechanisms (e.g. drought, disease, marriage, birth, death) setomes of
self-similar actions into motion across the village. So long as the villagenhas
identifiable structure and identity, the villagers work to maintain that steictu
and identity. Difference pollutes and can infect the whole, fragmenting it.

As individuals exit the village and involve themselves in commercearand
tercourse with non-kin, the villagers' impositions of kinship ardéomger vé&
ued positively, rather kinship ties are construed as deterrents to suksdise
frequencies of actions in arenas other than the village increase and #d shar
repertoire of actions and common behavioral/cognitive triggers decredbke, so
scope and stories of kinship as the "diffusion of affinity" (Gluakmi956) ¢
minish though terminologically the kinship system remains umgd. The b
ternative, of course, is to re-invent the scope of kinship, throaghitive sm-
plification, to subsume ever dispersed and larger groups (e.g. the aatio
ethnic groups) under the rubric of kinship.

Kinship divides in two ways: one, when we contest the propriebebév-
ior, second, when we contest the privilege of kinship. In the firshave ds-
putes between kin, with one or both parties claiming that the other igimat b
ing "like a brother should.” This leads to what Beals and Siegel Y1&8b
"normative disputes" and does not threaten the structure itself. Thedseco
leads to questions about the structure and power of kinship aspaiihgged
over other social forms and identities. Such conflicts lead (or may lead) to
radical change in social forms and identities where the oigekin) forms of
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power and control are no longer deemed legitimate because they have-been
placed and/or attenuated by other forms of power, identity and control.

Conclusion

History is often written at the macro-level and consists of generadlgleh-

poral processes that do not seem to bear any relevance on the local [edsent.
here we see at least one global macro prectsat of the penetration of global
market forces, capital, and national supra-communal political structures into the
local realm of a Sri Lankan village. The focus in this chapter is to $toav
villagers adapt to these changes. They do not necessarily evaluate dnanges
terms of their effects on traditional structures but as forces; some villsegrs
these new forces as providing opportunities others as constraitits thapter

| show how economic and political adaptations have led to a questiofihg
cultural value of an idiom of kinship which has not just been tlseslgy which
villagers interact with others and see their standing in the world, budl$mas
served as the socio-moral mooring by which they judge and guidettieiec-

tions as well as those of others. The new world that they have eigevad

that is accelerating in its momentum away from traditional structuresidht

and orient villagers in the world. as Leonid Grinin notes (this volurhe)ptice

that we have to pay to adjust to these developmental vectors which hava a sup
human momentum, should not just be measured in environmentanm- d
graphic but also cultural costs.
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Modeling (and Measuring)
Expansionism and Resistance:
State formation in Ancient Oaxaca, Mexico

Charles S. Spencer

One of the earliest examples of state formation in ancient Mesoamerithevas
early Zapotec state, whose capital was Monte Alban, located on a hill-top in the
center of Mexico’s Valley of Oaxaca (Blanton 1978; Marcus and Flannery
1996) (Fig. 1).

During the Rosario phase (7800 B.C.), the Oaxaca Valley was occupied
by three chiefly polities, one in each of the three major branchtés dfalley
that radiate out from the center (Etla, Tlacolula, and Ocotlan-Zimatlan). Monte
Alban was founded in the Early Monte Alban I (Early MA 1) phase (500-300
B.C.), probably by people from the Rosapimese capital of San José Mogote
in Etla (Marcus and Flannery 199639-140). Yet, state institutions did not
appear in Oaxaca until the Late Monte Alban I (Late MA I) phase (300-100
B.C.) (Spencer 2003; Spencer and Redmond 2004a, 2004b). Latadvidso
the first phase for which there is convincingidence that Monte Alban ex-
panded its territory through military conquest (Spencer and Redmd@#i R0
before Late MA I, Monte Alban’s militarism evidently consisted primarily of
raiding activities (Redmond and Spencer 2006). The process ofriatréx-
pansion that began around 300 B.C. was markedly asymmetric (Rdcand
Spencer 2006; Spencer n.d.; Spencer and Redmond 2001a, 2003 k)5
Rather than growing concentrically, Monte Alban appears to have expanded its
territory first to the north, west, and southwest during Late MAchrporating
such distant regions as the Cafiada de Cuicatlan (some 80 km north of the capi-
tal) (Spencer and Redmond 2001b) and the Sola Valley (75 km southwest o
the capital) (Balkansky 2002). It was not until the Mont&aAlll (MA 1I)
phase (100 B.C- A.D. 200) that Monte Alban managed to annex two much-
closer polities in the Ocotlan-Zimatlan and Tlacolula subvalleys, whose capitals
lay only 26-25 km from Monte Alban to the south and east, respectively
(Spencer and Redmond 2005).

Drawing upon our excavations and survey at San Martin Tilcajete, the capi-
tal of the Ocotlan-Zimatlan polity, we have proposed that various strategies of
resistance were successfully pursued by that polity (and, we wypidhesize,
the Tlacolda polity, whose capital was at Yegiiih), throughout Early MA T and
Late MA | (Spencer and Redmond 2003, 2006).
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Figure 1 The Valley of Oaxaca and major subvalleys, including Etla, Ocotlan-Zimatlan,
and Tlacolula, along with a number of surrounding regions; majoa@otbgical sites
are also indicated.

These resistance strategies included population nucleation, more centratized p
litical organization, a shift (between Early MA | and Late MA 1) in thealtion

of the main plaza to a more defensible location, the construction ofcartif
tions, the expression of local autonomy through architectural anchicestyles

that differed from those at Monte Alban, and the development of secondary
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state organization during Late MA | (Spencer and Redmond 2006)e learly
years of MA II, Monte Alban overcame these resistance strategies and succeel-
ed in incorporahg the Ocotlan-Zimatlan and Tlacolula subvalleys into the
larger state organization.

The resistance exhibited by Ocotlan-Zimatlan and Tlacolula can be unde-
stood not only as a reaction to the expansionism of Monte Alban, but also as a
dynamic ingredient in the process of state formation (Spencer and R&dmon
2006). When the Ocotlan-Zimatlan and Tlacolula polities withstood Monte
Alban’s efforts to subjugate them at the onset of Late MA |, they effectively
compelled Monte Alban to direct its military activities at other, more distant,
territories such as the Cafiada and Sola. The long-term subjugation of theseddi
tant territories required important organisatl changes by Monte Alban, in-
cluding the development of a full-time military and an internally-specialized
administration that was capable of delegating partial authority to functionaries
who oversaw the management of conquered lands. These orgaizeliany-
es were central to the process of primary state formation in Oaxaca.

It is reasonable to ask why it took so long for Monte Alban to subjugate the
rival polities of Yegiiih and Tilcajete. After all, Monte Alban dominated the
Etla and Central areas in both Early MA | and Late MA |, and durity b
phases controlled a much larger population than Yegiiih or Tilcajete. Is it credi-
ble that the resistance strategies pursued by the latter two polities could have
withstood the raiding and subsequent congstestegies of Monte Alban for a
period of four centuries? | will approach this problem by develogidgnamic
model of expansion and resistance, and then applying this modielctoronic
data from the Etl&entral, Tlacolula, and Ocotlan-Zimatlan subvalleys of (a-
xaca.

Modeling expansionism and resistance

Mathematics can potentially contribute to the study of human histonywdn t
fundamental ways: (1) the mathematical modeling of historical processes and
(2) the quantitative analysis of historic (or prehistoric) data. Rash€¥8i6g)
developed a series of theoretical models (mostly based on differented equ
tions) that sought to model patterns of interaction among individualsocial
groups, including such phenomena as the spread of mass imhatiasior,
coercive recruitment, and rapid revolutionary change. More recently, ifiurch
(2003) not only constructed mathematical models of the growth and ele€lin
ancient states, but also used quantitative analysis to evaluate these models
against the historical record.

Although Rashevsky (1968) did not apply his models to eogpidata, |
think certain aspects of his discussion are relevant to the Oaxaca case, in pa
ticular the role played by resistance in the rise of the Monte Alban state. In this
section, | will attempt to construct a simple dynamic model that encongpasse
both expansionism and resistance; later on, | will seek to assesndtiad
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through an analysis of quantitative data gleaned from the archaeologiadl reco
of Oaxaca.

As is always the case with modeling exercises, we begin with soma-simpl
fying assumptions, following the discussion in Rashevsky (196&87). First,
let us assume that we have a total populatiadydfidividuals (which we might
conceptualize as the total population of the Valley of Oaxaca, including the
Etla-Central, Ocotlan-Zimatlan, and Tlacolula subvalleys), a subset of which
(N) is not part of one or more elite leadership structures and thualaedibr
recruitment. We will also assume that the leadership of a growing pelgy (
Monte Alban) is aggressively seeking to recruit or annex the entire population
of N (non-elite) individuals. Let us further assume that all N individuals can
exhibit one of two mutually exclusive behavioR: vs. R,. Let us say thaR;
represents recruitment or joining behavior, whig behavior represente+
sistance to recruitment or annexation by the aggressor polity. Let ussalso
sume that the there is a tendency ¢; — &, towardR; or R; that is distributed
according to a symmetrical functidrfp). In our Oaxaca case, during the Early
MA | and Late MA | phasesR; represents membership in the Monte Alban
polity, while R, behavior represents membership in the resistant sector, which
would include the Ocotlan-Zimatlan and Tlacolula polities.

Now, along with theN (non-elite) individuals, let there b individuals
who both display behavid®, and also try to coerce or induce the "influemce
ble" (i.e.,N) individuals to display behavid®,. Let there also b¥, individuals
who display only behavidR, and who try to coerce or induce tRe'influence-
able" individuals to displayr,. We assume that th& andY,; individuals are
"uninfluenceable" because they represent the elite sectors of separate polities.
In our Oaxaca casé&, would represent the Monte Alban elite, while Y, would
represent the elite sectors in the resistant subvalleys of Ocotlan-Zimatlan and
Tlacolula. TheN "influenceable” individuals are characterized by the distrib
tion f (¢) and are subject to influence by tKgor Y, sectors. The total popaH
tion can be expressed as followg: = N + X, + Y, (Rashevsky 1968:35). The
equation implies a trimodal overall distribution, with individuals belonging
the groupX, having a very high positive, and the individuals belonging to the
groupY, having a very large negative The "influenceable” N individuals are
far more numerous and are distributed according to the funtt{pih The
overall trimodal function can be callégd(¢). WhenX, andY, exert equivalent
influences onN, the distribution functiorf (¢) is symmetrical aroung = 0.
Given thatN = X + Y, any displacement of the overall distribution function to
the right or the left results in a changeXrandY, the number of influenceable
individuals who exhibitR; and R,, respectively. This displacement would not
affect X, or Yy unless it involves a virtually complete shift to eitiror R, by
the influenceable individuals, leaving the elite on the losing side withgut a
followers. As Rashevsky (1968:36) points out, whetheMNafinfluenceable)
individual is influenced by coercion or persuasion, the outcome isathe:sn
the case oRy, the effect of the influence would be an increment;aby an
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amount ofg;; in the case oR,, the effect of the influence would be an imcr
ment ofe, by an amount,.. So, we can view the influence exerted by Xge
individuals as the stimulus that yields an increase in 3, and the countervailing
influence by theY, individuals is the stimulus that increasgsWe shall also
posit that the intensity of the stimulus that increasesill be proportional to
Xo, @and also proportional to a factéythat represents the means of coercion or
persuasion available to theX, individuals. Following Rashevsky
(1968: Equation 4.2), we can write the following equation for thecefff the
stimulus exerted by th¥, group:

(1) dey1dt = A Xy — ae .

This equation is adapted from Rashevsky’s basic equations of the central
nervous system (Rashevsky 1960, 1961, 1964); the ag;- term represents thd-e
fects of stimuli that are lost through inefficiency (ultimately, to gajoln
similar fashion, we can write the following equation for the effe¢hefstinu-
lus exerted by th&, group, in line with Rashevsky (1968:Equation 4.3):

(2) deyldt = AYg— aey

Now, becausep = &- — &, we combine the equations (Rashevsky
1968:Equation 4.4) to yield:

(3) d@/dt =AXo— AYy— ag.

This equation is meant to express the rate of change in the effects of the i
fluence directed by, toward theN (influenceable) individuals; it is a way of
characterizing the process of coercive recruitment bygholity.

Of course, mathematical models are inevitably simplistic; real-life situations
are complicated. For example, it seems clear that Xxp#md Y, will be subject
to change over time. Similarly, the effectiveness of their respective coercive
mechanismg\; andA,, might also be expected vary over time, due to such fa
tors as differences in the leadership ability of individual leaders andehamg
coercive technologies. Also, the model presents the expansionistic vs. resistant
polities as a closed system, whereas most real-life polities do not exidiain iso
tion but are surrounded by numerous other polities. Such caveaithstivd-
ing, | suggest that mathematical model in Equation (3) does shed soristiheu
light, primarily because it directs our attentionthe rate of change the po-
cess of recruitment. In particular, the model implies that the effectivefiess
coercive influence is positively related not simply to the amountasfsgmen-
bership in the expanding{¢) polity, but rather to the rate of change in tlie e
fects of that influence, which is a function of the coercive mechan&smds
leadership of not only the expanding polity but also the resistingpgiicws,
the model is both dynamic and interactive, with key roles assignedttio bo
domination and resistance.

Measuring resistance

Our program of archaeological reseaattban Martin Tilcajete began in 1993
and consisted of intensive survey and excavation at a cluster ofatichesn-
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logical sites: EI Mogote (SMT-11a), El Palenque (SMT-11b), and Los Mogotes
or Cerro Tilcajete (SMT-23) (Fig. 2):

Zan Martin Tilcajsta
{SMT-11 and SMT-23)

o

L I km J

Figure 2.The Tilcajete localitiy, showing the archaeological sites
El Mogote (SMT-11a), El Palenque (SMT-11b), and Los Mogotes or Técajete
(SMT-23); these sites are situated about 2 km north of the modern town of San Martin
Tilcajete, Ocotlan, Oaxaca.

The phases of occupation at these sites that were of most interest toeus wer
Rosario, Early MA |, Late MA |, and MA Il. The sites were located 278 by

the Oaxaca Settlement Pattern Project (Blanton et al. 1982). Charles Spencer
and Elsa Redmond directed mapping and surface collecting at all three sites in
199394, followed by excavations at El Mogote and El Palenque in 1998-2
Christina Elson directed excavations at Los Mogotes (Cerro Tilcajetep8r 19
2001 (Elson 2003).

Our work at Tilcajete was designed to be comprehensive, aimed at-collec
ing information about the demographic, economic, social, political, aind rel
gious aspects of these communities. In doing so, we were guidibkfun-
damental research questions: (1) when did key state institutions (subb as t
palace and the multi-room temple) appear in the sequence; and (2) when was
the San Martin Tilcajete area integrated into the Monte Alban polity? As we
have noted in a number of previous papers, state institutions first appg¢ared
Tilcajete in Late MA ] but the Tilcajete area was not annexed by Monte Alban
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until MA 1l (Spencer and Redmond 2001a, 2003, 2005, 2008¢ have sg-
gested that the Late MA | occupation at Tilcajete, which was focused on the El
Palenque site, was the capital of a secondary state during Late Mé haVé
also argued that secondary state formation here was one of several stodtegies
resistance that the Tilcajete people pursued to protect themselves against Monte
Alban’s expansionistic actions.

The El Mogote site has a long occupation: it covered some 6.5 ha theing
San José phase (11550 B.C.), growing to 25 ha during the Rosario phase.
Marcus and Flannery (199623-124) have suggested that the Rosario phase
chiefdom in the Etla subvalley often had hostile relations with the ter
subvalleys; the relatively unoccupied Central area, they have suggagéad,
have been a buffer zone that developed between the Etla chiefdom and its
neighbors to the east and south. Independent evidence of violence ttiging
phase includes the relatively high frequencies of burnt daub on Rosase ph
sites (probably a consequence of raiding activities), a burned Rosese p
temple at San José Mogote, and a carved stone (Monument 3) that depicts a
sacrificed captive (Marcus and Flannery 1996:-129).

El Mogote grew to cover 52.8 ha in the Early MA | phase, whenrha 2
main plaza was built at the site (Fig. 3):

SMT - 1Ta

Figure 3 Schematic plan of the El Mogote site (SMT-11a), showing the plzajar
mounds, and locations of intensive surface collections (shaded).

This increase in population nucleation would likely have been verylusefu
defensive purposes (Spencer and Redmond 2003, 2006). Moreovegnthe
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struction and use of the large plaza (probably not much smaller than the Ear
MA 1 plaza area at Monte Alban itself) is evidence that the Tilcajete leadership
enjoyed an increase in their power and authority between Rosario dgd Ear
MA 1, which could also have been put to good use in resisting Monte Alban.

At the end of the Early MA | phase (ca. 300 B.C.), the El Mogotencori-
ty appears to have experienced a major attack. The main plaza area was aba
doned and a new plaza was built at the El Palenque site (Fig. 4), aboue800
ters west and upslope from EI Mogote:

3 EMT - 11b

Figure 4.Schematic plan of the El Palenque site (SMT-11b), showing the plajar,
mounds, and locations of intensive surface collections (shaded).

El Palenque was occupied throughout Late MA | until it was abandorteé in
first century of MA II. Occupied area grew to a total of 71.5 hhate MA I,
including all of the El Palenque site and much of the habitation sefctioe El
Mogote site. Although the main plaza of the El Mogote site was apparently not
used for ceremonial purposes in Late MA |, the main plaza at the El Palenqu
site shows considerable evidence of use throughout Late MA |.dtable that

the El Palenque plaza has the same orientation and a similar overall layout to
the earlier plaza at EI Mogote, and neither plaza resembles (either in tovienta

or layout) the Main Plaza at Monte Alban. We see this as evidence of a contin-

uation of local public-ceremonial traditions at Tilcajete between Early MA |
and Late MA |. Nevertheless, the two Tilcajete plazas also show some i
portant differences. On the north side of the EI Mogote plaza we recovered a
high-status residence (in Area A) that grew through accretion talectinfigu-

ration of 3-4 rooms around a patio. Evidence is lacking of an overaltearch
tural design: construction technique varies from one structure to arastter
they are not closely aligned at perpendicular angles. By contrast, on the nor
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side of the El Palenque plaza we excavated a palace (in Area I) that comprised
some nine interconnected structures and associated features, all of which seem
to conform to a pre-ordained design, with similar construction technanas
separate rooms and structures connected at tight perpendicular angles (Spencer
and Redmond 2004b). On the east side of the El Mogote plaza we excavated (
Area B) a one-room temple, while on the east side of the El Palefampzevpe
excavated (in Area G) a multi-room temple that had outer and iooens;
flanked by a pair of smaller rooms. As Flannery and Marcus (1888 poit-

ed out, palaces and multi-room temples are two of the key diagnosticefeat

of early state organization in Oaxaca. Our excavated evidence from Tilcajete
indicates that state institutions made their appearance here between Early MA |
and Late MA 1.

Using our Tilcajete data as a "cultural barometer" of evolutionary develo
ment in Oaxaca (Spencer 2003), we have hypothesized that Late MA | was also
when primary state formation occurred at Monte Alban, and the evidence in
hand (though not complete) does not contradict that hypothesis (Spencer and
Redmond 2004a). Accordingly, we view state emergence at Tilcajete as an e
ample of secondary state formation, a key ingredient in the suite danesis
strategies employed against the expansionistic primary state of Monte Alban,

This resistance, if our interpretations are correct, continued at Tilcajete until the
El Palenque site was burned and completely abandoned in the first century B.C
A new site, Los Mogotes or Cerro Tilcajete (SMT-23) was founded at that
time; Elson’s research yielded several lines of evidence indicating that SMZ3
functioned as a secondary administrative center of the Monte Alban state dur-

ing MA 1l (Elson 2003, 2006). SMT-23 is perched on a higlge that ove

looks the Ocotlan-Zimatlan subvalley and has uninterrupted visual connection

to Monte Alban; our survey mapped a well-preserved road that ascended the
ridge from the Monte Alban side, passed through the center of SMT-23 and

then descended toward Tilcajete and the Ocotlan-Zimatlan subvalley.

Consistent with our hypothesis of resistance would be evideneaecat-
straint on interaction before MA II between Monte Alban and the Tilcajete ar-
ea, especially compared to other areas that did not resist Monte Alban’s expan-
sionism. In Spencer and Redmond (2003, 2006) we comparesaimples of
Late MA | pottery, one from the El Palenque site and one from the Lat€a
site in the Cafiada de Cuicatlan (see Fig. 1). We were especially interested in
comparing the relative frequencies of crema pottery, a distinctive cream-
colored ware made frma clay source near Monte Alban (Flannery and Marcus
1994:22). Crema pottery is often decorated with slipping and/or paitiny,
sometimes with incised designs as well. We found that the total percentage of
crema wares was much higher in the La Coyotera sample than the El Balenqu
sample, even though La Coyotera is more than twice as far from Monte Alban
as El Palenque is (Spencer and Redmond 2003:Fig. 16). These data-are co
sistent with several other lines of evidence that indicate the Cafiada was con-
quaed by Monte Alban at the onset of Late MA I (Redmond and Spencer
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2006; Spencer and Redmond 2001b), while the Tilcajete area remaimed ind
pendent until the beginning of MA 1.

As a further test of the resistance hypothesis, let us examine the riative
guencies of slipped and/or painted crema ceramics between Early MA-| sa
ples from El Mogote and Late MA | samples from El Palenque. The aecup
tional sequence implies that relations between the Tilcajete area and Monte
Alban became increasingly hostile between Early MA | and Late MA | (Spe
cer and Redmond 2001a). The El Mogote plaza was abandoned after what
seems to have been an attack, and the new occupation at El Palendudtwas
in a higher, more defensible location and protected by defensive wplis: |
pose that our resistance hypothesis would be consistent with a decliree in th
relative frequency of cremas between the Early MA | occupation at El téogo
and the Late MA | occupation at El Palenque. By contrast, we shouddtexip
increase in the relative frequency of cremas between Late MA | and MA I,
ter ElI Palenque was burned and abandoned and the Tilcajete area became i
corpaated into the Monte Alban state, overseen by the newly-established se
ondary center of Los Mogotes (Cerro Tilcajete).

Fig. 5 presents a line graph showing the relative frequency of
slipped/painted crema potsherds from excavated Early MA | depositb at E
Mogote (SMT-11a), Late MA | deposits at El Palenque (SMT-11b), andIMA |
deposits at Los Mogotes or Cerro Ticajete (SMT-23); these data are compared
to excavated samples for the sathiree phases from Monte Alban:

Relative Frequencies of Cremas
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Figure 5.Relative frequency of slipped/painted crema ceramics in Early MA |,MAte
I, and MA I at Monte Alban and the Tilcajete sites. Data from SMT-11a (Early MA 1)
and SMT-11b (Late MA I) are from excavations directed by Charles &c8pand Elsa
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M. Redmond. Data from SMT-23 (MA Il) are from excavations directe@lnystina
M. Elson (Elson 2003). Relative frequency is obtained by dividing cremtmdiydiay-
nostic ceramics. Monte Bin data are from Caso, Bernal, and Acosta (1967:Tabla I).

The data from SMT-11a and SMItb were recovered during the 192900
fieldwork there (Spencer and Redmond 2005), while the SMT-23 data evere r
covered by Elson (2003). The relative frequency was computed toyngdjthe
total number of crema potsherds with slipped or painted surface ¢r@stimy
the total number of diagnostic potsherds in the sample; diagnostic pistsiner
all potsherds except undecorated body sherds. The crema types uked in
analysis included C.2, C.4, C.5, C.6, C.7, C.11, C.123,Gnd C.20, using the
typology of Caso, Bernal, and Acosta (1967). If we look atitleeon the graph
for the Tilcajete samples, we see the relative frequency of cremas debbnring
tween Early MA | and Late MA 1, but then rising between Late Maxad MA

Il (Fig. 5). The other line on the graph shows the relative frequehcyemas
over the same three phases at Monte Alban itself. These data come from Tabla I

in Caso, Bernal, and Acosta (19697-98), which presents the relativeefr
guencies of ceramic types from the "P.S.&x¢avations at Monte Alban. In
Fig. 5, the Early MA | (Ia) sample comes from Pozo 18 (Bol&2) #he Late
MA | (Ic) sample is from Pozo 17 (Bolsa #398), and the MAathple is from
Pozo 16 (Bolsa #326). For all three phases, it is clear that the Monte Alban
samples have a higher relative frequency of crema ceramics than Tilcajete (Fig
5). Between Early MA | and Late MA [, the proportion of crerhakls steady

in the Monte Alban samples. By contrast, we have seen that the Tilcajete sam-
ples show a decline in the proportion of cremas between Early &l ILate
MA |, followed by a sharp increase in MA Il. The results are consistéhta
pattern of avalance of interaction between Tilcajete and Monte Alban that not
only continued but intensified between Early MA | and Late MA kexersal
then followed, as the proportion of cremas in the Tilcajete sampleshasply,
reflecting an increase in interémi between Monte Alban and the Tilcajete ar-

ea from Late MA | to MA I, when the Tilcajete area was incorporated irto th
Monte Alban state.

The crema data are thus consistent with a lengthy period of resistance
lasting through Early MA | and Late MA-tby the Tilcajete locality and, by
extension, the entire Ocotlan-Zimatlan polity. Moreover, the decline in the rela-
tive frequency of cremas at Tilcajete between Early MA | and Late MA | is
consistent with the proposition, put forth by Redmond and Spendas ) 2bat
Monte Alban shifted the focus of its warfare activities from raiding to conquest
around 300 B.C., at the onset of Late MA |. Extrapolating fram Tlcajete
data, | would hypothesize that the Tlacolula politywhose capital, according
to Marcus and Flannery 199863), was the site of Yegiiih (see Fig. 1) — also
resisted Monte Alban throughout this period, though we are on shakier ground
here, given the relatively little research that has been carried out on thistopic i
Tlacolula. Nevertheless, it is noteworthy that Elam (1989: 404) reptited
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first major buildup of defensible sites" occurred during Late MA | in all
branches of the Valley and at Monte Alban itself, where a major wall was con-
structed. Three of the dozen defensible sites that he described for Ldtar®IA
located in the Tlacolula subvalley (Elam 1989: Fig. 12.2).

In sum, the story of Monte Alban’s rise to dominance over the entire Valley
of Oaxaca is not one of steady progress. We see some initial shet@sgn
Rosario phase and Early MA |, when the leadership of the Etla subghiley
ed its capital from San José Mogote to Monte Alban. Associated with this shift
was a modest increase in political territory. The Rosario phase polEjlan
probably did not extend into the central area or outside the vallédne toorh
(Fig. 6), while the Early MA | polity included both the central areaasdall
portion of the mountainous area north of the Etla subvalley (Fi(spencer
n.d.):
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Figure 7.Proposed territorial extent of the Etla-Central polity during the Early MA |
phase (506300 B.C.).

As noted earlier, our evidence indicates that the Ocotlan-Zimatlan subvalley

and (by extrapolation though less well documented) the Tlacolula subwvelley r
sisted annexation in Early MA I, and continued to resist throughoutNlAté

as well. The Monte Alban polity nonetheless grew considerably; the capital city
itself expanded from 324 ha to 442 ha between Early MA |laaid MA |
(Kowalewski et al. 1989:Appendix I). Moreover, the total occupation within
the Etla-Central area also grew from 595 ha to 1620 ha between Early M
and Late MA | (Kowalewskiet al. 1989:Appendix 1). This increase probably
reflects a combination of in situ population growth plus immigration, as the
leadership sought to enlarge its base of support through recruitnaatiss.
Yet, despite this population growth, there is no evidence that Monte Alban an-
nexed the Oalan-Zimatlan and Tlacolula subvalleys until the beginning of

MA 1lI. Although | have outlined some of the strategies that these recatcitra
polities used to resist Monte Alban, we cannot ignore the fact that the popula-

tion of Etla-Central area during Late MA | was much greater thanahthe
Ocotlan-Zimatlan subvalley and the Tlacolula subvalley combined, which
amounted to 593 ha of occupation (Kowalewskal. 1989: Appendix I). The
question that emerges is: why was Monte Alban unable to subjugate the other
two subvalleys for so long?
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Applying the model

I will attempt to answer this question by applying Rashevsky’s model of expan-
sion and resistance (Equation 3), which focuses not on the absolutef ¢fmes o
expanding and resisting population, but rather on the rates of chatigesén
populations. Let us examine the archaeological data from this perspective. As a
proxy measure for population size, we will use the hectares of occupation
sented in Kowalewsket al. (1989:Appendix 1), which | havee-organized to
allow subvalley comparisons for each phase.

First, let us look at the changes in estimated population sizes for Rosario,
Early MA |, Late MA |, and MA Il phases, dividing the total Oaxaca Valley
sample into expansionistic vs. resistant sectors (Fig. 8):

Expansionistic vs. Resistant Sectors by Phase
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Figure 8.Relative populations of expanding and resistant sectors in the Valleyxaf Oa

ca, by phase. The expanding sector is Etla-Central, while the resistémt consists of

Ocotlan-Zimatlan and Tlacolula. Population expressed as hectares of occupation; oliig
nal data from Kowalewski et al. (1989:Appendix I).

The expansionistic sector consists of the Etla-Central area, dominatanby
José Mogote in Rosario phase and Monte Alban in Early MA 1, Late MA 1, and
MA II, while the resisint sector is made up of the Ocotlan-Zimatlan and Tlam-
lula areas, whose political capitals were Tilcajete and Yegiiih, respectively. To
facilitate comparisons among phases, the population data for thestiarss
have been converted to proportions of the total for each phase; thexsionv
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is consigent with the assumption of a closed system that underlies Rashevsky’s
model.

The Etla chiefdom contained some 0.60 of the Valley’s entire population
during the Rosario phase, with the remainder locatedeiDtiotlan-Zimatlan
ard Tlacolula subvalleys (Fig. 8l spite of the Etla chiefdom’s numerical ad-
vantage, it did not take over the Ocotlan-Zimatlan and Tlacolula subvalleys.

Our work at El Mogote has shown that the occupation increased bly near
300% betwen the San José phase (115850 B.C.) and the Rosario phase, with
no evidence of burning, violence, or abandonment at this time ¢&pend
Redmond 2001a). This greater nucleation of population not oalydiwhave
helped El Mogote defend itself against any attacks, but also would have co
tributed to E1 Mogote’s ability to mount hostile actions of the sort that would
have been instrumental in creating the buffer zone noted in the Caemadnd
perhaps also the raiding in dence at San José Mogote.

In Early MA 1, the capital of the Etla polity shifted to Monte Alban and the
Central area saw its first major occupation (Kowalewski et al. 198%5Fij.
Monte Alban expanded its control to about 0.72 of the entire Valley population,
not only by annexing the Central zone, but also through substpofialation
growth that may reflect both increased immigration and changingehold
reproductive strategies (Blanton 1975). Between Early MA | and Mad,
the relative distribution of population scarcely ofal, as Monte Alban’s share
climbed only slightly to 0.73 (Fig. 8); we have seen that the El Paéesife
yielded several lines of evidence revealing the resistance strategies ukied by
polity to maintain its autonomy through Late MA |. At the beginning/&f 11,
however, these resistance strategies were finally overcome and the &idiye v
fell under Monte Alban’s control, raising its share to 1.0 (Fig. 8).

Of course, Rashevsky’s model of expansionism and resistance is concerned
not with population levels per se, but rather with rates of chanpese levels.
Specifically, the model suggests that the effectiveness of the expanding polity’s
coercive strategies is positively related to the rate of change in the relgtive po
ulation of the expanding polity relative to the resistant sector. Iri, she se-
cess of an expansionistic strategy depends upon a positive ratewvti g1 the
expanding the sector. To examine this proposition, | offer Figuvehh pie-
sents the data on relative population distribution between the expatisiand
resistant sectors in terms of rates of change. The graph shows chatiges
proportionate distribution of population per 100 years, calculated froen on
phase to the next.

Going from Rosario phase to Early MA |, we see that the Etla-Central polity
showed a substantially greater increase in population per century than Ocotlan-
Zimatlan and Tlacolula (Fig. 9):
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Expansionistic vs. Resistant Sectors--Rates of Change
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Figure 9.Rates of change of populations between phases in the expandirgsetant
sectors in the Valley of Oaxaca. The expanding sector is Etla-Cevitike the resistant
sector consists ddcotlan-Zimatlan and Tlacolula. Population expressed as hectares of
occupation; original data from Kowalews al. (1989: Appendix I).

This surely reflects the initial success of the attempt by the Etladohietfo e-

locate its capital to Monte Alban and annex the Central zone. At the same time,

this success must be seen as rather limited, in that it did not lead quithéy to
annexation of Ocotlan-Zimatlan and Tlacolula. The reason it failed to do so
may be related to internal difficulties within the Etla-Central poligt tirose as

a consequence of the relocation of the capital and attendant settlemesis. Els
where, | have shown that the distribution of population was not well aligned
with the distribution of agricultural resources within the Etla-Cepépéity dur-

ing Early MA | (Spencer n.d.). Using the data collected by Nicholas (1989),
computed correlation coefficients between the estimated population anst the e
timated potential population across all her 4 x 4 km grid units foafRpEa-

ly MA I, and Late MA | phases, subdivided by subvalley. As Figsiows, the
Etla-Central area experienced a sharp decline in this correlation coefficient in
Early MA 1, while the other two subvalleys exhibited a positive trendadver
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Correlations by Phase for Three Subvalleys
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Figure 10.Correlations between estimated population and potential populatiorabg ph
for the EtlaCentral, Ocotlan-Zimatlan, and Tlacolula subvalleys. Original data provided
by Nicholas (1989).

| suggest that, even though the Etla-Central polity experienced initicésslin
adding to its relative share of the Valley population between Rosario pithse a
Early MA 1, this increased population was not distributed optimally wéth r
spect to the agricultural resources within the Etla-Central zone. Such a lack of
correspondence meant, for example, that fields were often not convenient to
households, introducing inefficiencies into the overall system of agnmallt
production and distribution. This discordance between populatioreandrces
was probably an unintended consequence of the successful atteexpiatal
the Etla polity; it may well have seriously threatened the stability ofotbldt,
and the legitimacy of its leadership, as Early MA | wore on. Consisiih
this possibility would be Marcus’s (1974) interpretation of the Early MA 1
Danzantes inscriptions, a gallery of stones showing sacrificed captivesgthat r
resents 80% of all the carved stones from all prehistoricephadonte Alban.
She suggests that the massive display was a form of propagérida,Monte
Alban’s leaders sponsored as a way of reinforcing their authority at a time
when their power was in reality somewhat weak.

Going from Early MA | to Late MA | in Figure 9, we observe a shagpd
in the growth rate of the proportion of the Valley’s population controlled by
Monte Alban (Etla-Central), coupled with a dramatic rise in the growth rate e
hibited by the resistant sector composed of the Ocotlan-Zimatlan and Tlacolula
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subvalleys. In line with Rashevsky’s model (Equation 3), I suggest that this de-

cline in the growth rate of Monte Alban’s share directly reflects a decline in the
effectiveness of the coercive strategies that Monte Alban aimed at Ocotlan-
Zimatlan and Tlacolula. Even though Monte Alban controlled a much larger
population than the resisting subvalleys, its ability to subjugate tive &fal-

ley seems to have depended on sustaining a positive relative ratepftom.
Instead, the resisting subvalleys increased their populations in Late MA | at a
rate that maintained the same relative distribution that was observed between
Monte Alban and the resisting subvalleys during Early MA 1. In sum, the rela-

tive rate of population growth actually declined for Etla-Central, whil@-it i
creased for the resisting subvalleys. This demographic evidence eksfuic
resistance is consistent with the independent archaeological evidenee of r
sistance strategies that we recovered during the Tilcajete fieldwork (Spencer
and Redmond 2003, 2006).

Rashevsky’s model would predict a continuation of the détente between ex-
pansionistic and resistant sectors as long as the non-compliant politiesipersis
matching the expansionistic polity’s rate of increase. Yet, we know in the a-

Xaca case that Monte Alban succeeded in annexing the Ocotlan-Zimatlan and
Tlacolula sectors by MA Il (Spencer and Redmond 2001a). So, idihel st-
uation of détente not continue? To seek an answer to this question, let us con-
sider the model’s limitations, in particular its characterization of the dynamic
between expansionistic and resistant polities as a closed systdma. daxaca
case, we know that the Oaxaca Valley (with its three subvalleys) waly har
closed system. There were numerous neighboring regions and it waisoiseo
regions that Monte Alban began to expand during Late MA I (Spencer and
Redmond 2001b, 2004a). Among the first regions to fall under Monte Alban’s
control were the Cafiada de Cuicatlan, the Pefoles region, and the Sola Valley
(Fig. 11). These places were relatively easy targets for Monte Alban because
they had much smaller populations and were not as centralized polisally
were Ocotlan-Zimatlan and Tlacolula. At the same time, the Cafada, Pefioles,

and Sola lay much farther from the Zapotec capital. In order to conquer and
administer these distant territories over the long term, the Monte Alban leader-

ship must have had to develop a full-time military along with internal admini
trative specialization and the attendant capacity to delegate partial authority to
frontier administrators: in short, what was needed was the bureaucratioffo
government known as the state (Spencer 1990; Spencer and Redd@@)d 2
Wright 1977). The labor and resources gained from these annejedsren-
doubtedly helped to defray the considerable costs of the militarizationuand b
reaucratization of the Monte Alban polity, which became much more powerful
during the course of Late MA 1. By MA II, Monte Alban was ready to direct its
expansionistic aspirations to the east and south, and it found goeass in
doing so, annexing not just Ocotlan-Zimatlan and Tlacolula, but several other
regions as well (Fig. 12):
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Figure 11 Proposed territorial extent of the Monte Alban polity during the Late MA |
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Conclusion

The data we have examined are consistent with the expectations of Rashevsky’s
model: we observed a decline between Early MA | and Late MA larr¢h-

tive growth rate of the expansionistic polity in Etla-Central compar&etee-
sisting sector in Ocotlan-Zimatlan and Tlacolula. In addition, we recovered in-
dependent evidence of intensifying resistance strategies over the same tim
frame at Tilcajete, the capital of Ocotlan-Zimatlan. We have also seen that, af-

ter some initial success, Monte Alban’s expansionistic strategies began to lose
momentum in the Valley. It appears that an effective resistanasotlicequire
Ocotlan-Zimatlan and Tlacolula to grow their populations to an absolute size
approaching that of Etl@entral. Rather, the results indicate that Monte Alban
could be effectively resisted if the non-compliant areas were abitatich the
rate of population increasin the Etla-Central subvalley and, at the same time,
combine this achievement with other strategies of resistance (defeasive
structions, secondary state development, maintenance of local traditioms, avoi
ance of exchange with the expansionistic power, etc.).

It is also worth noting that our application of Rashevsky’s model did not re-
quire us to generate precise predictions to test against the archaeological record.
Instead, the model’s contribution was both less specific but more heuristic in
nature: it highlighted the relationship between the effectiveness ektiead-
ing polity’s coercive strategies and the relative rates of population increase in
the expansionistigs. resistant polities, thus giving us a new lens with which to
view the archaeological record. This lens brought into focus the condspce
between the decline in the relative population growth rate of the exparaling p
ity and the evidence of the resistance strategies utilized by the recal@trant s
tors of the Valley. This correspondence between independent liresdehce
helps us understand how a situation of détente between the expanding and re-
sisting polities within the Valley could have persisted for so long, leddog
te Alban to conquer more distant extra-Valley regions and evolve into a state in
the process.

To sum up, when researchers examine other cases of expansibsig-
gest they pay special attention to changes in the relative growth rabesef
panding vs. the resisting polities. When doing so, they shegkl to test what
is probably the key hypothesis that emerges from this paperhthautcess of
an expansionistic initiative is directly dependent upon a positive ratewfigr
in the expanding sector relative to the resisting sector and not sippilyan
absolute difference in population sizes. A corollary would be that a slowing of
the relative rate of incorporation or annexation is likely to be fatal to itha-in
tive, even if the expanding polity is much more populous than theimgssec-
tor. Broadening our viewpoint, | suggest that this model mégieh shed light
on some recent episodes of expansionism. | am thinking hesvelossemingly
disparate cases as the American intervention in Vietnam, the Soviet Union’s at-
tempt to subjugate Afghanistan, the recent Israeli invasion of Lebandrthe
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ongoing American-led invasion of Irag. In all these cases, a vaetly powe-

ful expansionistic force encountered stiff resistance and the relative pate of i
corporation declined. In the first three cases, the expanding polity ellgméa+
treated; the fourth case is still unresolved, though there is littlet doabthe
pace of subjugation has slowed considerably and the prospects arcoo-
aging for the intervening polity.

A positive relative growth rate is one clear sign that the strategypahe
sionism is succeeding; it has a major impact on morale and is cruciabi-
taining enthusiasm within the population of the expanding poftrnative-
ly, a slowing success rate may be readily perceived as a stalematpiggpr "
mire"). Waning popular support would be the likely result, and teredir the
aggressor power could find itself in ignominious withdrawdle Zapotec case
suggests that this sorry fate might be overcome if the aggreskiyr tpms
away, if only for a while, from the resisting sector and launchesvanigative
against other, weaker targets. Such exploits might yield new laboreand r
sources that could underwrite an increase in the expanding polity’s power and
pave the way for a renewed thrust against the resistant sect@ppéhis time
with results that prove more gratifying to the aggressor.
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The Silk Roads: .
A mathematical model

Artemy Malkov

This article concerns the problem of mathematical modeling of historical gseseThe
dynamics of the Silk Roads is described by means of formal spaiaioegu Historical
data conveys the facts that the location of the trade routes kaswme Silk Roadsl-a
tered profoundly enough from epoch to epoch. These changedraris@a number of
causes- population oscillations, economic trends, diseases and wasfatkthese fa-
tors affected the dynamics of the Silk Roads and sometimes predetermitssd atsl
demise. Mathematical simulation of the Silk Roads could help togliggh the most
significant factors and to estimate where and when these factors were bgptia
cient. In this paper we examine the hypothesis considered by Jerettgy BEhis ati
tude implies that one of the most important causes of the Silk Rosgepty was the
development of large-scale empires. It promoted the trade greatly. Onéheand big
empires stimulate exchange of commaodities for the rise of supply anddefmianlk
and prestige goods, on the other hand they construct roadsedaigd infrastructure
that also induces active trade. Finally they bring stability to vast areaspf high im-
portance for negotiations as well. The model takes all these asptztacitount and
demonstrates the oscillations of the Silk Roads activity induced bgehend demise of
large empires such as Roman, Parthian, Mongol empires, Han and Tyarastigs etc.
Simulation gives also some additional curious results.

The subject of historical simulations does not engross wide attention yét, but
seems to be very promising, owing to the actual interest in matiicaheppl-
cations in social sciences. Obviously there are no exact formal lawsraide
as yet that can describe the behavior (or widely the evolution) of ¢tied see-
dium. However, the experience of exact sciences shows that possibddifar
tion of the knowledge could yield the results more intensional than eveebefo
It is enticing to operate with some "social equations" and to obtain foemal r
sults and forecast for social systems, the same way as we do wstbgbtgws
and systems. For the moment we only start this way to formal smitaice
and the attempts of historical simulations could supplement the eff@tial
modeling with extensive data and fresh ideas.

Mathematical modeling of social processes is a discipline that emeftges na
urally due to onrush of mathematical methods and computing neagHirstly
and considerable complication of social interactions, risks and threats growth
secondly. Great success in modeling of complex physical processesdna

" This research has been supported by the Russian FamftatBasic Research (projects-06-
80459 and 0806-80503), the Russian Foundation for the Humanitiesjéprd4-03-00069),
and the Russian Science Support Foundation.
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tempts of applying mathematical apparatus to the social sciences. However,
while the first steps of social modeling have shown that sometimes dimgle
ar equations can give adequate predictions, these steps have also éxposed t
fundamental problems. One of such problems is a "human fabtechanical
systems have no free choice, so traditional physics-mathematical apparatus
does not allow describing complex systems possessing the fredddhoice.
How can one describe social systems by means of mathematics them? Fort
nately, modern physics (not only physics but also biology, syateatysis, g-
bernetics, synergetics etc.) successfully deal with complex open systems that
have no deterministic description and so to say enjoy freedonoifectEvery
sufficiently complex system has free choice due to internal instabiltiesd-
fect of "mixing layer" allows a complex system to generate informatidnsan
to make choice). So the difficulty of the mathematical analysis@&sy is an
inapplicability of deterministic approach to the social systems. This fact seems
to contradict traditional concepts of physical science. The law is considered
there as a direct cause-and-effect relation. Oppositely traditional social sciences
pay attention firstly to the particularities of the social phenomena. Every a
tempt of cause-and-effect description is inevitable nullified by numgcabe
tions. This is an immanent property of complex systems. Ustlahg are no
obvious pure factors that affect social events. Necessity and deternignism
complemented by random fluctuations and plurality of possible hfesliBut
this is not a reason to declare indeterminism and impossibility of iayci
laws. Modern physics however already has wide experience of commex sy
tems description and related methods are well enough elaborated. This success
makes mathematical methods attractive to economists, sociologistsplpsych
gists, etc. So fortunately specialists both in physical and social scienees ha
found now common approach to mathematical description of social pesces
It is rather difficult to find understanding and common languadgeHhmigreat
number of interdisciplinary works denotes the efficiency of such approach.
Mathematical modeling of social processes is widely used first of all for
pragmatic forecasting. The most mathematized social discipline is economics.
The section of economics of the most interest and attention is ttle esto
change dynamics. This is the area of the fastest enrichment or bapk®ptc
the forecast here is pragmatically most demanded item.
The opposite side of the mathematicians' interest in the modern sodiety da
ly needs is the following contradiction. Without basic formal theorgoafiety
they try to construct models of very complicated processes. It is hardy p
ble. Modern society is too complicated a system, the result of contieuols
tion. It includes both backwashes of the ancient social structures andha®lue
of modern conditions. Evolution changes the society, but the origfinaiture
is not replaced, it is only transformed and developed. So without afbasil
theory of less complicated former society we can hardly construct foineoal
ry of modern society. Another problem of the modern society thisotlat
every theoretical hypothesis must be proved by a successful predietion
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macro-processes the time of perdition also has macro-scale, so the tgday’
pothesis can be proved only in years or centuries. So there is nbiljpgss
verify and modify the theory. For small-scale processes, predictior piv
mands less time, but the behavior of small-scale social syswmm#iyuhighly
depends on the individual behavior of the humamaembers of the system.
But here we face again the problem of the human factor, which isusill
solved.

So in order to construct formal theory it seems reasonable to consader
ro-systems and to work with pre-modern less complicated societies. This way
we can avoid both the problem of long-term prediction (we have iafitom
on the "future" dynamics of the pre-modern social systems) anglrttblem of
the human factor (which is not so actual for a large-scale systenfefFthe
construction a theorfrom historical simple social systems to modern hiera
chical complex systenveill take place. History gives us an extensive senef i
formation, which is practically sufficient both for construction andfieation
of the formal theory. The historical process is unique and unrepeatthe
same basic processes are observed in different societies in differentfdiges. T
denotes that there are some basic laws of social dynamics, and these laws are to
be found and formalized.

So the perspectives of historical modeling are very promising. However
there still exist few scientific works of this kind (Guseynova, histj andPav-
lovskii 1981; Nefedov 2004; Turchin 2003, 2005; Turchin and Koret29©6
S.Malkov 2002; KorotayevA. Malkov, and Khaltourina 2006a, 2006b; Iger
tayev and Khaltourina 2006). The lack of historical numeric data is fotte 0
most important problems. Formal theory could help to reconstruct datag
but it has not been developed yet. For these reasons it is now importamt to fin
the usable research direction, well-behaved process, most described abject. B
ing formalized these newly obtained objective laws could help to derivate ne
laws and reconstruct historical data.

This paper is a work of this kind. There are two geats propose some
formal apparatus and to apply it to some historical processes. As it was noted
above the attempts of macro-systems description seem to be the mose creativ
approach under the current conditions. There are some brilliant examples of
mathematical modeling of the historical dynamics of large-scale societies
(Nefedov 2001; Turchin 2003, 2005; Turchin and Korotayev 2808alkov
2002). However, they basically consider the relations between internalsfactor
and indices of the society. Actually, the external factors such as geographical
properties are not taken into account. They are included into the model but d
not play the main part. It is acceptable for large practically isolated agrarian s
cieties, which are considered in these works. However, it is evident that there
existed not only self-sufficient agrarian states but also a great numbecef
ties that were essentially dependent on transit trade between agrarian etates. S
cieties of this type obviously depend on geography and locationrafiay
neighbors. Consequently the main factor here is a spatial factor.
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Thus the main intention of this work is to consider spatial historicardyn
ics and to propose a model of spatial trade. Being constructed as a common
model it will be adapted below for a real historical process.

In order to construct the model it is reasonable to base on related disc
plines. For spatial trade model the spatial economics is a basic discipline. The
experience of mathematical physics that deal with spatial processes will be also
valuable.

A continuous model of transportation was proposed and developdarby
tin Beckmann (Beckmann 1952). It concerns the process of odityrtrars-
portation in some geographical region (e.g. urban territory). Howévens
constructed for trade flow optimization and do not pretend to describe dhe ev
lution of real flows and trade routes. So the model must be modifiedeare-
alized in order to describe spatial historical dynamics.

Beckmann suggests that some commaodity sources (producerirsesd
(consumer) should be located at some points of considered geograpiimal re
Every point of region is also characterized by a trough-passing oditynfiow
and transportation cost trough the point. The problem considered bgnBeck
was to find optimal flows under given distribution of producard consumers
and given distribution of transportation costs. Beckmann propésesddel of
the spatial market in assumption that "traders must not suffer losses. This
means that the gain form trade exactly equals transportation costs..." (Bedk-
mann and Puu 1985: 16). This model gives the stationary distrbaoftioom-
modity flows. Beckmann proves that this distribution is optimal as #mesyir
ration costs are strictly minimal along every flow line.

This model is wholesome for the field of spatial economics. It can be used
for effective trade flow control. Nevertheless there are some limitations that
preclude from applying it to the problems of historical dynamics.

Firstly it is a stationary model and it does not describe the dynamics itself.
History is a non-stationary process, evolution, at times slow and es fast
transient. To describe history the model must be dynamical.

Secondly the requirement of optimal route choice is unrealistic under the
conditions of the lack of information, while the lack of informatiomevitable
for real processes. Beckmann assumes that the trader chooses the raate of str
ly minimal transportation cost. But it is clear that a real trader (especially an
ancient one) deals only with rough estimations of transportation coists.
model proposed by Beckmann gives an ambiguous solutiohnéartral ci-
cuits" (Beckmann, Puu 1985: 38) when between two poirdgsrefion two di-
tinct flow paths of equal cost exist. In this case however an infimgtsiaria-
tion of the cost along one of these paths destroys the neutral enclithe
trader will unambiguously choose the best path. In other wanatsp vara-
tions cause dramatic macro changes. This situation is obviously unrealistic.
real trader more likely chooses the route randomly (in a certain seosehe
probability of his choice essentially depends on a roughly estimates g
tion costs along the corresponding path. Not only transportation lmatstédso
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risks, habits, prestige and other factors affect the choice andutbeiie more
significant the closer the costs of two equivalent paths are.

Finally the use of transportation costs as a territory characteristic wetks
only under the conditions of the modern society. It is problematic &rnoug-
construct such data for ancient ages. So there is a need of transportaton cos
estimation method. It might be reasonable to introduce into practice another
meaningful parameter that could describe the trade conductivity of a territory
and could be less dependent on currency and prices, more considmming n
monetary factors of choice (risk, prestige etc.) and measurable oalelstiat
the same time.

Thus Beckmann's model requires modification and generalization in order
to be applicable to the problems of spatial historical dynamics.

Let us consider a closed region of spatial one-commaodity market. Suggest

T(x,y)is the density of commaodity,

a(x,y) is the excess density of production, i.e. the difference between the
density of production and the density of consumptimpiis(positive if proda-
tion exceeds consumption at this point, otherwjisenegative),

p(x,y)is the distribution of commodity price

The divergent law for this process:

oT :
—=—divl +
ot q

wherelJ is the commodity flow vector.
This well-know equation describes a continuous flow of any substarge
heat flow, liquid flow etc.) In the given case it can be verbalized as follows:

oT
"The increase—— of commodity density is the sum of the increase due to

ot

productiong and the increase due to differeneediVJ between the incoming
and outgoing flow"
The price dynamics can be linearly considered as

op
X _(D-S
o 7( )

whereD is the demand density at the poiitis the supply density andis the
constant of proportionality that implies the supply-demand disbakertstiv-
ty of market prices.

This equation can be verbalized as:
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"The prices grow if demand exceeds supply and fall if demand ishass

supply"
In assumption that there are no commodity selling limitations suggest

a _
ot

S-D

That is "Overstocking takes place if supply is greater than demantienedare
active sales if demand exceeds supply”
Finally, main assumption of the model is that

J=Kk-gradp,

where commodity conduction coefficiekis the coefficient of proportionality.
It will be discussed below.

This equation means that the flow of commodity is proportional to the
gradient of the commodity price. The verbalization is the following

"The flow of commodity transportation between adjacent points is tle mo
intensive the greater the difference of prices at this points is.”

This equation is the key difference from Beckmann's model. Backres-
sumes that the flow must have the same direction as the price gradient (as it is
known, the gradient vector is directed along the lines of the quickest ascen
the considered case the lines of the quickest price rise).

Our assumption (unlike Beckmann's one) implies that not only thetiditec
of the flow is the same as the gradient direction, but also the absoluteofalu
the flow is proportional to the amount of the gradient.

This refinement looks as a slight modification but it is very essentialeNam
ly, this modification withdraws the problem of "neutral circuits" émel prdo-
lem of decision making under the conditions of the lack of informafibat is
the traders can define the amount of the inter-local trade using the flopel-p
ties of the market. They do not demand the secondhand informatiohadp-
cent and remote markets.

One of the advantages of the proposed model is that it does notemda
tally contradict Beckmann's model. Moreover, Beckmann's optimal stationary
solution can be reached in this dynamical model as the time tends ityinfin
That means that the system at whole eventually comes to the stationary optima
solution where the cost of transportation is minimal. It is a mofestiesbe-
havior — suppose the system was initially stable but suddenly a considerable
change of conditions (new production startup, bankruptcy of rderpise,
armed conflict at the region of the trade route) occurs. Due to the lack of info
mation the flows do not come to the optimal configuration immediately after
the change of conditions but as the time passes (if conditions do notchang
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dramatically in the sequel) the flows stabilize and become optimal estier
lished conditions. Note that paramejerorresponds to the speed of the info
mation propagation and system response. The moreuhlee is the faster the
optimal steady-state pattern establishes.

Assembling all previous equations we can derive:

15 )
Ep — y(div (k- gradp)— q)

This equation is well known. This is a "heat conduction equation" tiat d
scribes the evolution of the spatial system with heat sources asdasidkvith

an uneven heat-conduction coefficient. Heat equation is well studied (Tikhono
and Samarskii 1951) theoretically and practically (i.e. there exist strohg-ana
ical treatments and computational methods). This experience gives us a wide
field for effective application of the equation.

So the commodity-conduction coefficient is mathematically equal to the
heat-conduction coefficient. Thus it will be discussed with respect t@anidis
ogy. Commaodity-conduction coefficient (CCC) is a very important fafcioa
spatial market. The higher this coefficient is the more profitable the camlitio
both for producers and consumers are. Low CCC results inricespfor po-
ducers and high prices for consumers. The difference betweenptitese co-
responds to transportation expenses. This situation obviously favurable
and can reduce both production and consumption. CCC is relateddte B
mann's transportation costs coefficient. However CCC is more geneinal. It
volves not only economical properties but also non-monetary aspettasu
risks, prestige, habits etc. Moreover, CCC is more measurable foridas
processes. For example if we have an estimation of the amoinet odtnmal-
ity flow between two enough isolated towns and an estimationeoptice at
each town- we can define the value of CCC along the route connecting these
towns. Certainly it is not so easy as described above becausewhenflothe
prices are not constant at time, but the model is dynamical too soo#sile
to distinguish the causes of changesxternal conditions influence or euel
tion of the market itself.

Our next step is to approve the model. Let us apply it to some remidab
process. If the results of modeling will be appropriate then we can édliev
model is correct. So we need to pick out an example of a spatial mgsteshs
that is large enough spatially and temporally, well enough described and an
lyzed. There is a system that perfectly satisfies all these conditions. fais a
mous trade-route system known as the Silk Roads.

The Silk Roads is a unique phenomenon. It is the most long-Ife kErale
trade-route system in the world. It was not only a merchant rautalso a
basic factor of the unification of Afroeurasia (Chase-Dunn, Hall 1987.

Silk Roads is the system of trade routes with complex historical dynamics.
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There were three main epochs of the Silk Roads history. The intetigificd

the Silk Roads trade took place at each epoch. At the end of each epoch the
trade diminished considerably. These epochs are: the epoch of the ancient Silk
Road (Il B.C.E~ lll C.E.), the epoch of Islam propagation (VIX C.E.), the

epoch of the Mongol Empire (X XIV C.E.). At each epoch the pattern of the
main trade routes was differenstrictly speaking these changes will be the o

ject of our further attention.

What were the main factors affecting the intensity and location of the
routes? As usual for complex systems there are too many factorsrtlut ba
volved in consideration. However, this plurality is unacceptable when we dea
with a mathematical description as we do now. We cannot use huge mathemat
cal constructions and our first step is to reduce the system aptbtd gne or
several governing factors. Fortunately, for the Silk Roads thisrfa@s found.

Calculations show that the main factor that predetermined the location of
the Silk Roads was the spatiayout of large-scale empires. This point of view
is similar to that of Jerry Bentley (1993), who examined crosshaliltinks
such as the Silk Roads and implied that the large-scale empires wesuempr
bly the main factor of the Silk Roads existence and dynamics: "Ehefdéhe
ancient silk roads- roughly 200 B.C.E. to 400 C.E.thus figures as the first
major period of cross-cultural encounter. The consolidation of largeriahp
states pacified enough of Eurasia that trading networks could safely dirgk-th
treme ends of the landmass”, "Beginning about the sixth cefitowyever, a
revival of long-distance trade underwrote a second round of intensg- cros
cultural encounters. The revival of cross-cultural dealings depend again on the
foundation of lage imperial states...", "The second period did not so much
come to end as it blended into a new-eraughly 1000 to 1350 ... The distinc-
tive feature of this era ... had to do with the remarkable military and political
expansion of nomadic peoples, principally Turks and Mongols, who estblish
vast transregional empires and sponsored regular and interactions bpéween
ples..." (Bentley 1993: 26-27).

Unqguestionably the empires themselves are not an independent ghenom
non. There are many other factors that induce the rise and fatipifes. Ne-
ertheless here we do not take these factors into account. We only derive that the
existence of empires predetermines the pattern of commodity-flowsedtroi
matter for us why they exist and how they appear#éds a subject for another
mathematical model. For this case we propose the general equation of spatial
demodynamics:

%:div(k-g-gradu—k-u-gradH)+q

This equation describes spatial evolution of population deositierek corre-
sponds to the migration-conductivitii, — the spatial utility functiong — the
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amount of undirected migratioqg,— the difference between birth and mortality
rates.

Using this equation it could be possible to solve some problems of spatial
historical dynamics, in particular the problem of empire formation. édew
the given paper does not involve the application of this equation. Furéhes-
sume that the bounds of all empires are given exogenously.

The mechanisms of the empires' influence on the trade are also cempreh
sive. Large empires demand and supply more goods for presiigis-grade
networks, large empires support roads and other infrastructure,dangiees
bring stability to the areas of commerce, etc. There are many other cortsponen
of the beneficial influence of large empires, but fortunately most of tan be
easily described in terms of the spatial trade model, which was proposed above:

e Large-scale empire increases the commodity conductivity of the terr
tory inside its bounds.

This means that the commodity-conduction coefficient of a geographicahregio
increases when this region belongs to an empire (e.g. after beingeceddy
imperial troops) and it decreases back when the empire losses cotttislré:

gion (e.g. after the imperial collapse).

The increase of conductivity results in the following consequences. The
transportation costs (as it was discussed above) decreases when the denductiv
ty increases. So the expenses of traders also become lower. Irgeriailks
are faster and safer. The roads inside the imperial bounds become naore attr
tive for traders even if a shorter path outside the empire exists.

All these factors can cause changes. The original location of mainadmm
ity-flows can become less profitable and therefore instable after thatform
of an empire nearby. The general flow pattern can change consideyably f
epoch to epoch as the empires rise and fall, even if the locations of the mai
commodity producer and consumer remain constant.

So the simulation of the Silk Roads involves the following assumptions:

1. The model of spatial trade is used as a mathematical basis.

2. Initial conductivity of each geographical point is estimated using thei-cond
tions of the respective territory.

3. Three historical epochs are considerdtie epoch of the ancient Silk Road,
the epoch of Islam, and the epoch of Mongols.

4. For each epoch two points are assigretie point of the main production
of commodity and the point of main consumption of commodity.

5. For each epoch the layout of main empires is assigntm commodity-
conductivity coefficient increases inside the empire at the respective epoch.

Mathematically the model corresponds to the parabolic equation with a point
source, point sink, uneven coefficient and the boundary condititre formal
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flow equaling zero. The simulation was counted out using the finiterelifce
methods.

The results of calculations are given below. First picture illustrates yhe la
out of the main empires of an epoch. Second picture corresponds tortg n
cal results. Third picture corresponds to the empirical historical data (World
History 1956-1958).

Il BCE. - lll CE. The epoch of the ancient Silk Roads
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The main empires of the epoch of the Ancient Silk Road were the R&aan,
thian, Kushan and Han Empires. It was the first time in historyBbhedsia -
came an integrated system. However, only prestige-goods netwerksine-

grated. Military networks and bulk goods networks of these wodtesys
were much smaller than prestige-goods network. (Chase-Dunn, biad).2

o




Artemy Malkov 203

Calculation results for the first epoch.
The darker the point, the higher the commodity
transportation through the point

Historical data on the Silk Roads location for the first epoch
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VI - IX CE. The epoch of the rise of Islam

Main empires are the Byzantine Empire, the Islamic Khalifate, and thg Tan
Empire for most of the period in question.

Calculation results
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Main routes of The Silk Roads’ System at this epoch
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Xl - XIV CE. The epoch of the Mongol Empire
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Huge Mongol empire was the main power of this epoch. It was the first time
that military networks reached such a scale.

Due to activity of the Mongols a stable intensive Silk Roads route to the
north of the Caspian Sea appears for the first time
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The system of main routes with Venice as a destination point in Europe

~
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After the fall of the Mongol Empire the system of the Silk Roads siesnand
never retakes its former importance. The model gives a curious explaotion
this fact. According to the model European galleons were the cattsis pfo-
cess.

If we increase the commodity-conduction of the Indian Ocean we obtain th
following sequence of pictures:
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=3

This increase of inductivity can be considered (with respect to Bentiegsy)
as a result of naval expansion of new European empires.

Let us say a few words in conclusion.

The obtained results look curious, but they are still too roughus®d a-
ther simple a model that involves only one faetdhe factor of large empires.
It is impossible to expect precise prediction at every point as it is sigshyl o
adjust the results we must take into account other factors, add new pguatio
and expand the model. However, new equations must be propolyedfter
successful approbation and testing.

So it is not reasonable to hurry with the model expansion. The resoilts s
that the model is valid in principle, so our further work is to apptg inore
precise historical data, propose more effective methods of conductigityaev
tion and try to obtain actual predictions.
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