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coherence established between atmospheric
' carbon dioxide and global temperature

s fheve C\v"\g SC(%’?Q—LQ;\

Jhal Tdw much move

The hypothesis that the increase in atmospheric

of time-series analysis. The results confirm that
qverage global temperature is increasing, and that
emperature and atmospheric carbon dioxide are

< significantly correlated over the past thirty years.
ichanges in carbon dioxide content lag those in

‘temperature by five months.

DURING the past century (see, for example, refs 1, 2), scientists

lave studied the possibility that the climate is influenced by
dhanges in the atmospheric concentration of CO, caused by
ipdustrial and agricultural activities®-*. Recently, because of the
potentially serious consequences of the greenhouse effect®’, the

| 1joblem has been studied more intensively®* with a view towards
- {observing climatic effects attributable to the increase of atmos-

pheric greenhouse gases. For example, the output of numerical
nodels of the global climate has been compared with measure-
ments'>*", and the significance of the temperature increase has
been tested using various straight-line segment and parametric
odels (ref. 12 and J. Seater, manuscript in preparation). But
present numerical models of the atmosphere are crude, and
‘umparisons between the time series representing the real data

:RRY HINTON

11 TELEX 81536

ud predictions of the atmospheric models are difficult to inter-
et. Because the available data are short time series, conven-
lional statistical methods are unreliable, and detection of the
seenhouse effect remains controversial'>-'%, ?4\0‘ Q%
- The longest modern series of precise CO, concentration

iretypical of measurements made since 1974 at several sites®,
kcause we are interested in the time-series aspects of the
Moblem, we use the longer Keeling series. The data have an
pward trend that is readily visible (the upper curve in Fig. 1),
i obvious annual component and irregular fluctuations. Five
Tissing values were interpolated using a stochastic least-squares
Jncedure on the residuals from a quadratic polynomial plus
first ive annual harmonics. These interpolated values have
A estimated error of 0.35 p.p.m. and are noted in Fig. 1.
Hansen and Lebedeff*! created a time series of monthly
bal-a.verage surface-air-temperature changes from January
f)to December 1988. This series is a weighted average over
1ons, formed by subtracting the average January temperature
lng the reference period 1951-80 from all the January data,
I®peating this for the other months, eliminating seasonal
ations. Displayed as the lower curve in Fig. 1, the tem-
“dture series also increases with time but its fluctuations are

By

tre we apply multipie-window time-series methods (which
melﬁcient for short series) to estimate the trends and power
~ra of the Hansen-Lebedeff average global surface tem-
Wre series and Keeling CO, concentration measurements
“ll ac the coherence between the iwo. This analysis shows
880 to 1988, the average global temperature increased
3%0.00096 °C yr™'. and the probability that this slope

: ™
lively iarger than those in the CO, record. "G& ad 2’ {ijb]\’k \

than Hhe other woy awgond 7

Bositive exceeds 99.99%. Furthermore, the monthly CO, con-

Centration and global temperature series from 1958 to 1533 are
coherent over much of the Nyquist frequency band from 0 to
6 cycle yr'!; the probability that the level of coherence observed
from 0 to 2 cycle yr™! occurred by chance is ~2 x 107°. Not only
do both series have increasing trends that are highly significant,
but there are linear relations between many of their oscillatory
components. We interpret this as evidence that the changes in
atmospheric CO, concentration are closely related to changes
in global temperature.

Models

Many of the contradictions in the literature about the analysis
of climate data can be traced to the use of inappropriate or
oversimplified models (for review, see, for example, refs 22, 23).
Statistical techniques that are vulnerable to difficulties include
those based on parametric models (such as low-order
autoregressive moving-average representations) and methods
plagued by more insidious problems caused by implicit assump-
tions of time-series stationarity. The cavalier use of para-
metric models can lead to misspecification difficulties®* because
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FIG. 1 The upper curve is the monthly Keeling CO, concentration data for
March 1S58 to December 1988. The five interpoiated points are marked.
The lower curve is the Hansen-Lebedefs average global temperature series
for 1880 to 1988. The short line segments and hyperbolic arcs define trends
and 95% confidence regions over 30-yr intervais, and the long straight line
shows the generai trend
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unanticipated “effects {such as the modulation of the-annual
cycle discussed below) either are undetected, are attributed
incorrectly or are simply lumped in as part of ‘residual vari-
ance’. As shown below, the CO, concentration and global
temperature series have complicated spectral density functions,
so these series are not likely to be modelled by any simple form
in either the time or frequency domains. The fundamental flaw
of parametric models, including numerical atmospheric models
and time-series models, is that they make no provision for the
unexpected.

We represent each time series by the less restrictive decompo-
sition into a parametric trend and a non-parametric residual.
Because one cannot directly discriminate between the many
possible functional forms for the trends from such short records,
we represent the trend in each time series by the simplest
non-constant function of time, a straight line of non-zero slope
which can be thought of as the first two terms in the Taylor
series expansion of the true trend. It may be argued that this
semi-parametric representation is subject to the misspecification
problems mentioned above, but, because we subject the residuals
to greater scrutiny than we do the trends, features not included
in the trends will still be present and studied in the residuals.
Moreover, we find that including quadratic terms does not
change the results of the following analysis significantly.

Therefore, we eXpress each time series

{x(0), x(1), % (D) BN = 1)}

as the sum of a constant, a linear trend and a stationary time

series specified only by its spectral representation
x(t)=a0+a1(t—t,,f)+e(t)', p=01, BN (1)

where 1, is a reference time, ao and a, are constants and the
residual time series e(?) has the spectral representation

1/2
e(t)=}' 2™ dX(f) (2)
-1/2

for all t. dX(f) is the differential of a generalized Fourier
transform and is known as an ‘orthogonal increment process’.
(This is an extension of the representation used in ref. 25, where
the CO, series was decomposed into 2 trend, an annual com-
ponent and a residual.) The annual component is given by the
first moment of dX(f), and the power spectrum, O POWET
spectral density, S(f), of the residuals is, by definition, the
second moment of dX(f):

S(f) df =EfldX (NI} (3)

where E is the statistical expected-value operator. In a stationary
series, values of d X (f) at distinct frequencies are uncorrelated”.

Estimation

Although the time- and frequency-domain representations of
time series are formally equivalent”, we usually find it more
informative to analyse time series in the frequency domain where
the effects of different physical processes can be easier to distin-
guish. With short time series, such as the CO» and global
temperature records, it is difficult to resolve different frequencies
and simultaneously obtain statisticaily significant results. Our
approach is to use a variant of the multiple-window method of
spectrum analysis®? that, although it does not eliminate all
the probiems associated with short series, makes statistically
cfficient use of the available data.

Most frequency-domain methods are strictly vaiid oniy for
the analysis of stationary data, not series Wwith embedded
srends such as the CO, and global temperature records.
Using the mulitipie window procedure described below, we
estimate the trends in each series, subtract off these terms, and
estimate the spectrum of the residuals. Finally, we test the
residuals for stationarity to se€ if our assumptions Were violated.

Estimating the average do and trend a, by ordinary least
squares can produce misleading results if the residuals {e( by

740
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have 2 non-white (non-flat) spectrum and are
correlated®?!. The residual spectrum need only be roughly
in a smail frequency interval around the origin {or mul{ip‘ -
window regression, however, to produce valid estimates of

a,, the spectrum of the residuals and their errors.

Multiple windows
The multiple-window method uses the orthogonal sequence
N elements that optimally concentrate the spectral energy
frequency band of width 2B centred on a frequency f, that i
between the frequencies f — B and f+ B. These sequences ar
the lowest-order |2BT] discrete prolate spheroidal sequence
of ref. 32, where T is the duration of the observed series. Th
‘Slepian sequences’ form a basis on which the data in"
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FIG. 2 a Multiple-window spectral estimate of trend-subtracted CO? =
centration series. The upper and lower dashed curves are 5 ane=y
corfidence limits obtained by jackknifing on the windows. Harmonics @
annual cycle have been subtracted. b. Multiple-window spectral estima™
detrended global temperature series for the interval 1880 to 19
dashed lines give the 5 and 95% confidence intervals as in & The 1

on the upper right shows the effective spectral window o7 M€ %

uppe

amplitude and frequency scale. Note that the power around 1 cycie Y
not a periodic component. (Spectra done at higher resolution show th
‘eature is asymmetric with more power on the iower sideband than on
upper. indicating combined amplitude and phase modulation of th€

cycle.)
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2quency band can be expanded. The coefficients of this
;( ansron depend on frequency and are obtained by taking the

ierete T Fourier transform of the product of the data with each

upran sequence. The lowest-order coefficient is similar to a
jirect spectrum estimate using a conventional data window or
aper- A multiple-window estimate of the spectrum is, however,
_adapt ively weighted average of the 2 BT frequency-dependent
.,efﬁcrents

gecause of their energy-concentration properties, the Slepian
cquences are the data windows that are most resistant to spectral
.akage” - For example, the estimate of the temperature-series
,pec*'u'?- in Fig 2k '°lprcd‘uwd using 11 Slepian sequences

+ith 2B = 0.11 cvcle vr'; sidelobes of the effective spectral win

jowshown in the insert are unobservable on the scale of Fig. 2b.

Choosing the parameter B for a multiple-window estimate of

| gspectrum involves a tradeoff between resolution and variance.
 he variance of this spectrum estimate is proportional to

/(2BT). Thus, increasing B improves statistical reliability but
screases the resolution of the estimate.

frend estimates

o estimate the coefficients a, and a, in equation (1) by con-
entional time-domain regression, one minimizes the sum of the

quares of the residuals Y'U'e*(r) with respect to the
wefficients. By Parseval’s formula,

[e(N)I? df (4)

N-1 1/2
L e(n=
=0 -1/2

‘where é(f) is the discrete Fourier. transform of the residuals

¢(t)}5', so minimization in either the time or frequency
omain is equivalent. To avoid the energy associated with the
armonics of the annual cycle and other high-frequency pro-
wesses, however, we minimize only the integral over the low

J |é(f)I df; W=BT/N <3 (5

nd ignore the higher-frequency components of the residuals,

 resulting in estimates expressible in terms of the Slepian

equences.
The multiple-window approach has several advantages when
the residuals are autocorrelated. First, the ‘observations’ in the

- multiple-window regression are closer to independent gaussian
| indom variables than the original time-domain data {x()}}.5',

nd therefore the multiple-window coefficient estimates are
doser to maximum-likelihood estimates than are the estimates
from ordinary least-squares analysis. Similarly, the number of
degrees of freedom and error estimates are easily calculated
Ising the Slepian sequences, and the multiple-window method

s often more statistically efficient than ordinary least-squares

nalysis (C. Lindberg, manuscript in preparation) In conven-
onal regression, the endpoints of the time series (for example,

! ihe abnormally high temperatures of the last decade) can have

i mordmately large influence on the coefficient estimates®
This effect is largely eliminated in this approach. Finally, it is
felatlvely easy to check the assumptions that have been made

" Tepresenting the data by a particular model.
 lends

"o the monthly Keeling CO, series (March 1958 to December
8, T~29.8yr), estimates of the average and trend were
Yainec using f,,=1975.0, and a bandwidth of 2B=
“9CYCP yr~!. This value of B confines the spectral energy
‘SOCIa'="- wrth L‘re trend components to frequencies f with
Ay xd...g energy associated with *he

trum that is iocaily white in the resolution Dand (at
s above 0.2 cycleyr™', the CO, residual spectrum
°Bs rapidiy, as shown below). The time-bandwidth product

» VOL 343 - 22 FEBRUARY 1990

2BT=11.6 gives eleven leakage-resistant windows. The mult-
ple-window procedure results in the estimates a,=3319x+
0.44p.p.m. and a,=1.191x0.053 p.p.m. yr~'

For the monthly Hansen-Lebedeff global temperature series
from January 1880 to December 1988, we obtained estimates of
the average and trend using .., = 1934.5 and a resolution band-
width of 2B =0.128 cycle yr™'. This value of 2B was chosen to
avoid the frequency band above 0.07 cycle yr™' where the
residual global temperature spectrum decreases rapidly, as
shown below. Using 12 Siepian sequences, we obtain
—0.106 +£0.030 °C and a, = 0.00554 £ 0.00096 °C yr~".

For comparison, estimates from ordinary least-squares analy-
sis agree with the multipie-window estimates to three significant
figures but, because of the lower values of the spectrum at higher
frequencies, underestimate their standard deviations by a factor
of five.

To assess the significance of this estimated global temperature
slope, we note that Milankovitch theory predicts that at present
the Earth should be cooling by ~0.0004 °C yr™! (refs 34, 35).
Thus, solar variability aside, the null hypothesis is that the
temperature trend should be slightly negative. To test this
hypothesis we use a ¢ statistic ¢=[0.00554—(—4x107%)]/
0.000961 = 6.18 which, as 12 windows were used and two para-
meters were estimated, is characterized by approximately 10
degrees of freedom. Therefore, given that the low-frequency
spectrum is approximately white (see Fig. 2b), the slope is
greater than the Milankovitch prediction with probability
99.995% (ref. 36). Using a narrower bandwidth leads to fewer k
Slepian sequences with resistance to spectral leakage, fewer
degrees of freedom and an underestimate of: the slope sig-
nificance. A wider bandwidth results in an invalid ¢ statistic, as
the residual spectrum decreases rapidly at frequencres
>0.07 cycle yr™! and so violates the ‘locally white’ assumption.
Neither a jackknife variance estimate®’ (a non-parametric statis-
tic sensitive to both non-gaussianity and non-stationarity,
determined from the set of spectrum estimates computed with
each of the windows deleted in turn), nor the stationarity test
of ref. 38 show the residual series to be non-stationary. High-
resolution quadratic inverse spectrum estimates provide some
evidence for a ripple on the spectrum at frequencies
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b Ty
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<0.07 cycle yr™!, consistent with a ‘recurrence time’ in the tem- {i &
perature data of ~28 yr, but the amplitude of this npple is not ‘%‘ S
enough to change the significance of the slope. ‘R bid

Finally, it has been argued that the negative trend in the
temperature record between 1940 and 1970 invalidates the con- S
clusion that the temperature is increasing over the long term. -'E
To test this, we repeated the trend calculations for overlapping ~
30-year subsections of the Hansen-Lebedeff series. The esti- \i\c‘s
mated trends for each interval are shown as the short straight
lines through the temperature record in Fig. 1, and the 95%-
confidence region of each is bounded by the hyperbolic arcs®
The line associated with the linear trend of the entire temperature
record remains in the corridor collectively outlined by the sub-
section error bounds.

Spectrum estimates

We estimate the spectrum of the residual series {e(#)} ! by
subtracting the periodic components (detected by a statistical
F-test®®) from the detrended data, and by making an adaptively
weighted multiple-window estimate of the power spectral
density S(f) of the residuals®. No frequency components above
2.5¢cycle yr™! are shown to avoid artefacts from the unequal
lengths of the months.

Figure 2a is the low-frequency part of the spectrum estimate
of the CO, residuals using 2B =0.39 cycle yr! and 11 windows.
The spectrum is not white, so estimates using ordinary least-
squares analysis of the co, trend error bounds are invalid. The
variance of the estimate has been calculated by jackknifing
over windows>"*%*' and the resulting 5% and 95% confidence

limits are shown. ’f‘hese error bounds are consistent with the
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x*-distributed estimate (with 22 degrees of freedom) expected
from stationary gaussian data. Because of ihe shortuess of this
series, it is unlikely that details in the low-frequency end of the
spectrum have been resolved; the plotted spectrum is a com-
promise between frequency resolution and  statistical
significance,

Figure 2b shows an estimated spectrum of the Hansen-
Lebedeff global average temperature residual series. To allow
resolution of more details in the spectrum, 2 bandwidth of
2B =0.11 cycle yr™* was used, resulting in 11 Slepian sequences
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FIG. 3 a Magnitude-squared coherence (MSC), between the Keeling CO,
series and the global temperature series during 1058-1988. The vertical
axis on the far left is the value of the MSC. and the axis on the left of the
graph is the value of the coherence magnitude transformed by tanh *. On
this scale the coherence esiimales shouid be roughly gaussian with unit
standard deviation®®. The vertical axis on the right gives the cumulative
distribution function for incoherent series. The upper (solid) curve represents
the transformed coherence values {tanh *(|C(7)])}. and the lower (dashed)
curve Is offset by one standard deviation as determined by jackknifing over
windows. b Phase of coherence between the Keeling CO, series and the
global temperature series during 1958-1988 corresponding to the MSC
in a The two dashed lines show the =1 s.d. limits obtained by jackknifing.
The low-frequency trend in the phase corresponds to a delay of ~ 5 months,

whereas the ‘hole’ near 1 cycleyr * reflects the predominance of other

effects near this frequency. The poorer limits on the phase at higher -

frequencies is a consequence of the lower coherences there. These jackknife
estimates agree with gaussian theory. :
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(2BT =108 x0.11=11.88). As noted in ref. 21, this
exhibits-substantial-power-at-pericds near integer mult
the annual cycle. Because the F-test shows that this ¢
not a simple periodic signal in the data (recall that the Hange,
Lebedeff referencing procedure has already subtracted g,

annual cycle) we examine it further below.

Relations between the series
That both the CO, and global temperature data have positiy,
slopes does not prove that the two series are related. As
discussion on spurious correlation in ref. 42 makes clear, th,
presence of the trends in each series will cause simple tiy
domain correlations between the two series to be high. If it
found, however, that the fluctuations of the two detrended serj
are coherent over a band of frequencies, then it is more like
that the two series are related. 5
The frequency-domain analogue of correlation, cohe
ence?>*, has been applied to meteorological data for ma
years®®. Conventional estimates of coherence between sing
sections of two records are the smoothed (by 2 moving averag
complex product of the discrete Fourier transforms of the't
series, and so can be badly biased if the phase changes over the
averaging band. Section-averaging methods are inappropria
for short series; not only does dividing these series into subsg
tions result in poor frequency resolution, but the correlati
between the subsections produces unreliable coherence
mates. The multiple-window approach described in refs 28 a
41 provides a less biased estimate of coherence C(f) whichis
suitable for short series, allowing the extraction of more informa
tion from the same data. :
Figure 3a shows the multiple-window magnitude-squared
coherence between the Keeling CO, and global temperatu
residuals from 1958 to 1988 (produced using the same bandwidth
and number of windows as the spectrum estimate of the Co
residuals). It is remarkable that the two series have 2 coherence
above the 90% confidence level at frequencies <0.6 cycle yr!
with coherence exceeding 98% over much of this low-frequency
band. Because multiple-window coherence estimates spaced
apart are essentially independent, the probability of observ
such levels across a wide band by chance from independen!
series is very low, ~2%107%, Thus, not only are the trend
components (at frequencies ~0 cycle yr™!) of both time sere
increasing, but the residuals of the two series are also coherett
with high confidence in the low-frequency band. :
Figure 3b is a plot of the phase of the multiple-wind
coherence between the two residual (trend-subtracted) seré
The phase of the coherence at 0 cycle yr™! is zero and, becaust:
both trends are positive, is independent of whether trends &f
included or not. Between 0 and 0.8 cycle yr™' the phase is rought
linear, corresponding to the CO, series lagging the temperatut
series by ~5 months (calculated by taking the slope of this liné®
section of the phase™, ~120°/(360°%0.8 cycleyr™)) in ag_rcé
ment with arguments that natural positive feedback mechants!
in the carbon cycle causes carbon dioxide to lag temperature
some frequency bands'® (R. Marston, personal communicatio?’
Current knowledge of these complicated interactions involvilk
solar forcing, the Southern Osciiiation and exchange of C_O
with the oceans on various timescales, is summarized in secticf
6.6 of ref. 19. Also, in agreement with Keeling’s hypothesis thé
ocean processes are dominant, we find that the coheffﬂf‘
between the CO, and the Southern Hemisphere average ‘eﬁ
perature records is slightly higher than that for the MNorth®
Hemisphere and that the observed deiay of ~5 months betWeE
the global temperature and CO, is also seen in the SOU‘h‘T,
Hemisphere phase. As the Northern Hemisphere average
perature leads CO, by ~3 months, part of the ~5-mor:€¥1 f;ﬁ :
must be due to the transport time from the Southern Hemisp!”,
to Mauna Loa. i
The hole in the phase curve near 1 cycie yr
the temperature spectrum there is dominated by 2a differ®
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#1464 The solid curve shows the amplitude of the complex demodulate of

eNorthern Hemisphere temperature record between 0.9 and 1.1 cycle yr™*,
Aplot of the sunspot numbers is shown below. Detailed examination of the
‘wherence between the demodulate and the solar cycle shows that these
two have about a 1/(30yr) difference in frequency (corresponding to the
stronger lower sideband mentioned in Fig. 2b).

pon

: | physical mechanism, and because of their different phase charac-
¢ a coherence .

0.

| eristics, we analyse the Northern and Southern Hemisphere

tmperature records separately in this frequency band. To do
this, a multiple-window bandpass-filtered temperature series is
frmed’ by expanding the residual temperature series on a set
of Slepian sequences that have most of their spectral energy

{onfined between 0.9 and 1.1 cycle yr™". The resulting ‘complex

(emodulate’ for the Hansen-Lebedeff Northern Hemisphere
emperatures is shown by the solid line in Fig. 4. The sunspot
tecord (solid dots in Fig. 4) is clearly similar to the demodulated
tmperature data, suggesting that the annual signal is modulated
by fluctuations in solar output. Detailed analysis shows that
wherence between the sunspot and filtered temperature series
Ssignificant, and similar to the non-stationary structure found

!‘F\\)O
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%‘Ae phase of the sunspot-filtered temperature coher-
ence has a linear drift, frequency difference
between these two oscillations of 1/A, where A =27-30 yI, poss-
ibly related to the low-frequency ripple in the temperature
spectrum mentioned above. The results for the Southern Hemi-
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iscussion

The coherence results presented here provide significant
evidence that the average global temperature and CO, con-
ceniration from 1958 to 1988 are linearly related at many
frequenciés. miust be exercised in interpreting this
result as suggesting that the variations in atmospheric CO, are
causing the changes in global temperature, even though there

e plausible physical mechanisms linking the two series.
Apparent correlations that are used to postulate causality can
sometimes be misleading, as in the case involving timing of
earthquakes*®. In addition, one should be particularly cautious
in interpreting the coherence when the series analysed are as
short as these; climatic and solar variations often are of longer
duration than these records.

From atmospheric chemistry, global temperature depends
nonlinearly on CO, concentration (T. Graedel, personal com-¥
munication). The procedure used here implicitly uses a linear
dependence. Bispectral estimates provide evidence of quadratic
terms, although the shortness of these series makes this difficult

quantify. Also, except for the solar modulation of the tem-
perature series near 1cycle yr™', we have ignored the cyclo-
stationary properties of these two series (that is, the statistics
f these series vary periodically).

A more complete analysis would include estimates of the
coherences between the various global average temperature time
series, records of atmospheric CO, concentration, human CO,
production, sunspots, volcanic activity and the Southern Oscilla-
tion Index, which are all high in various frequency bands and
have complicated phase interrelations. For example, the coher-
ence between the detrended Keeling CO, series and the Southern
Oscillation Index is high near 0.4 and 2.4 cycle yrol If we
calculate the coherence between the CO, and global temperature
series from which terms describing their linear dependences on
the Southern Oscillation Index and sunspot record have been
subtracted (called a partial coherence), the low-frequency mag-
nitude-squared coherence increases to almost 0.7 whereas it
decreases near 0.3 cycle yr™'. Several of these series also exhibit
an oscillation at an apparent period of ~15 years. Further analy-
sis of their multivariate relations will be described elsewhere in
mor} detail. a
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